
CHAPTER-V

LOCAL PROPERTY OF Y NiPn SUMMABILITY OF
FACTORED FOURIER SERIES

5.1 INTRODUCTION:

The convergence of a Fourier series at a point depends only upon 

the behaviour of a generating function in the immediate 

neighborhood of the point considered. In other words, however 

small d may be, the convergence of s„(/) (the partial sum of a 

Fourier series), at t-x, depends only upon the nature of 

generating function fit) in the interval (x-s,x+s), and is not 

affected by the values which it takes outside the interval. This 

property of Fourier series is known as local property.

Let fit) be a periodic function with period 2x and is 

integrable in the Lebesgue sense over the interval (-*,*). and let 

its Fourier series be given by

where

f[x) ~ —Oq + 2 (an cos nx+bn sin nx)- £ (v i 
2 n=i «=0

1 *a„=— [/(x)cosnx(ir, (« = 0,1,2,----------)
it _

1bn=— f/(x)sin nxdx, (n = 1,2,----------- ).
7t _

(5.1.1)
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In 1950, Mohanty [42] has demonstrated that the summability

|i?9 log w,l| of

y 4a(f) 
S[log(»+l)] (5.1.2)

at a point t=x is a local property of the generating function of 

J^An(t). This result was improved by Matsumoto [43] by replacing 

the series (5.1.2) by

5{k,gbg(„+ir ’

Generalizing the above result, S.N.Bhatt [7] proved the following 

theorem.

Theorem 16 [7]:

XIf (x„) is a convex sequence such that Y— >s convergent, then the
n

summability |i?,iog«,i| of the series

log«
n~I

at a point can be ensured by a local property.

On the other hand, Mishra [44] proved Theorem 16 in the following 

form
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Theorem 17:

Let the sequence {pn) be such that

Pn=o(nPn) and P„Apn=o(p„pn+l).

Then the summability N,pn of the series

«=1 nPn

where (4) is as in theorem 16, at a point can be ensured by a local 

property.

Further H.Bor [19] showed that N,pn summability in Mishra's result

can be replaced by more general summability|A',/>„|(, *>>■

Extending all this results, H.Bor [16] generalized the above 

theorems under more appropriate conditions as follows:

Theorem 18 [16]:

Let £>1, and let the sequences (pjand (4) be such that



£(JT„‘+1)K|<», (5.1.5)
n=l

where xn =-^-. Then the summability \N,pn\t of the series

(5.1.6)
n=1

at a point can be ensured by a local property.

5.2 MAIN RESULT:

In this chapter, we establish a theorem similar to above by 

considering more general summability Y-\N,p„\k introduced by

S.M.Mazhar (see chapter-1, definition 9). In fact, we shall prove the 

following theorem.

Theorem L:

Let k>\, and let (/>„), (4)and (r„) be sequences of positive real

f Y T% \
constants such that is non-increasing.

\ rn )

Suppose
m

AXn=0 — (5.2.1)

(5.2.2)

(5.2.3)
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where xn Then the summability y An, p\ of the series
npn

(5.1.6) at a point can be ensured by a local property.

Remark 1 :

It can be observed that, if we put Yn =-=- in our theorem L , then
Pn

we get Theorem 18 due to H.Bor. In this case the conditions (5.2.2) 

and (5.2.3) reduces to the conditions (5.1.8) and (5.1.9). Moreover

the condition that the sequence 

redundant.

^YnPn' 
K Pn J

is nonincreasing becomes

Remark 2:

It is also interesting to observe that, if we put Y„=n for all n in our 

theorem L, then we get result for absolute Reisz summability

* si-

5.3 LEMMA:

In order to establish the proof of our theorem L, we first prove the 

following lemma.

LEMMA:

Let k> l, and let (pn),(A„)and (r„) be sequences as in Theorem L 

such that conditions (5.2.1), (5.2.2) and (5.2.3) are satisfied. If the
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sequence (yj of the partial sums of ^a„ is bounded, then the
n=l

series

(5-3-1)
72—1

is summable y-\n,p„

PROOF OF LEMMA:

Let (/„) denote the (W,p„) means of the series (5.3.1). Then, by 

definition, we have
1 n i n vf =—- X Pvsv ~~Z~ Y* Pv X az^z^z 

Pn v=0 Pn v=0 z=0

1 ^ PV-l ^v^v^-v I ^0 — 0. (5.3.2)
» V=1

Then, for «>i, we have

tn-t„,n n~i
Pn

P P
* n -*■ *nx «-l v=l

n
~ 71 JL, • (5.3.3)

Applying Abie's transformation on the right hand side of (5.3.3), we 

get

ln “ Vi X PV—\aV^V^-V

A.

£>(i>v^vX*£>r
v»l r=l v=l

7 >v + Pn-l^n^nSnV-sl
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pnpn-1

n-l
lA(iV.A,X,K
y=l

* ii n n n

Pn

PJU

n-l
+i>„A(4X,)K

V=1

PnKSnXn

Pn

PnPn-l

n-1
£4xfc,-^)+i’,fcA4.+
V=1

pnXnsnXn

Pn

P„P,nx n—l

n-l

Z (M'v(-/>v)+-^v (AT^v + A*i AXv ))svV=1

■T /; n ft n
P.

%r%sXx, +t^-5>A„ax,
*n*n-l v=I

B-l B-l

PnPft-l v=l v=l

+ Pri^n^n^n

Pn

~ ln,\ +tn,2 + *b,3 + *b,4 > SaY *

Since by Minkowski's inequality

i i* ,1/1 i* i i* i i* 1 i* \
Pb,1 +^b,2 +^b3 +/B,4| -4 y^l +pn>2| +1^,31 +Pb,4| j>

it follows that, to complete the proof of the lemma, it is sufficient to 

show that

IX"1 M* <°° > for r = 1,2,3,4.
n=s 2

By applying Holder's inequality, we have

(B+-1

5X1Un=2

m+1Z^1
rr=2

Pn n-l

P Px nl B-l v=l
Z PvSv\X^
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m+1
s Z^‘

n=2

f „ V r„-i

V^n^n-I 7 L»=i

OT+1
2X'
n=2

A. 1 1 r B_i
V / ^n-1 Lv=l

0(1) grr

71=2

Z aK
fc| /i \rk

>{ v j f pll^>

n-l
-Xp.

n-l v=l

owl; p.m‘^ In-'W

V=1 n=v+l n J n-l

= 0(1) E p,Mx‘ X
ratify n

v=l

yBpn
pn=v+l\ -* n J

i-1
Pn

Pn^n-l

= 0(1) S
v=l

(y _ '\*~l
YnPn 
P\ Xn

. PH-1 T,
* V"A V Pnjx; z p p

w=v-fl «* n2 n-l

0(1) Z i;a \k~ir „ ^
(A

v=i v, -^v y
|Ayfx*

rv y

o(i)zr
V=1

/■ ^ y „ >Pv A
p\v y

UJW*x*

/ „ \

V=1
V^v J

0(1) £■ |A,|*X‘

m
= 0(1) Xr„‘-' r „ W D >*Pv

___ py=l V ^ V V/W
N1

=o(i)Z
v*-i

V=I ’

=o(i) as /w->=» , by (5.2.2).
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Again, we have
mil
V"1 yk-X L I 
/in fn,2| 
b=2

m+1

lr.‘-
n=2

Pn n-1

p prnrn-1 v=l

m+1

«=«2

*-l ■Pn
VPb/ [ B-l Lv=l

I *-!

B-l V=1

Since

B~1 /J—1

v=2 v=2

1 B-l

-E^KI
I n_l v=l

B-l

* ZKIV=1

Therefore,

= o(i), by (5.2.3).

JW+l

YJ.
tt&l

0(1)11;
m+1 r” n ^ 1 f ■”!

Jrn I +
K^n ) Pn-1 lv=l

k-l

B=2
£ HI'*'

m+1
o(oi

/*=v+l

z' VPn

K1 n J 1 B-l

0(1)1
(y _xvPv

v*i pv y

-i , m+1 r>* v* v* Pn

aK.| *,* xt-4 p P
/r=v+l x nx n—l
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m

0(1) z
V=1

rYyp 

K K J

0(1) s
•-'n* v_v p '

v=l V l*v j VPv)
Kl*

m

:°<l)Z
V=1

/" yi-lp AJV -*11
vkpv )

i^r

=o(i) as m —> oo , by (5.2.3).

Using the fact that ax„ = of-1, we have\»)

m+1

n=2

m+1

= ZH*-1
n=2

n-1
AJT,

■*/!•* «~1 v«l

m+1

z^
n=2

(t-1
/ \*Pn

P PV rnrn~\ J

{z nK«|AJr.
L V=I

m+1
0(1) 4-1 'N*Pn

n=2

1 fn_1 ^ P 'N

■HZP-K.I\^n j %*n~\ t v=l V V /

m+1 iffn \k

o(i) Z aK«I ■*? E i?1 „
v=l n=v+l y /»—1

o(i) zn"
v=l

Pv^\
\ Py J

\k
l^-v+ll

“V v
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=o(i) as /»-» oo , by (5.2.2).

Finally,we have

Ipr2

mil

#1=2
k-1

PnSn&,'nX„

mi-1

■■<®2:rr
( „ \ 

Pn

n=2 K?nJ \x\kxi

, x &{ y V K= 0(l)£' * 1 "
B=2 H n

=o(i) as 7W—>00 , by (5.1.12).

This completes the proof of lemma.

5.4 PROOF OF THEOREM:

Since the convergence of Fourier series at a point is a local 

property of its generating function f, our Theorem follows from the 

above lemma.

91


