Chapter 2. Complexities of Printed Gujarati Character

Recognition and related work -
2.1. Introduction

"ll‘he field of pattern recognition is boncemed with'ihe automatic discovery of regularities
in data through the use of computer algorithms and with the use of these regularities to
- take actions such as classifying the data into different categories. It is ﬁan;t_ral" that we
should seek to de;sign and build machines that can recognize patterhs. Opﬁcal Character
‘Recognition is é, part of pattern reCoghitibn fask which is used to convert the digital
_ -i‘mages of printed documents in to ﬁles' of editable text by using computers. This chapter
‘.descnbes the development of the OCR for Gujarati script and related werk in other Indlan

languages The orgamzatlon. of the chapter is shown below:

_ This bhapter is. diﬁdéd in to six éections. After giviﬁg introduction i‘nvthe first éectiqn, we
‘dviscuss Machine learning and pattern recognition tasks in the second section. Third and
fourth sections discuss the details of OCR'énd;complexitics of Gujarati script for the
develppment of OCR respectively. Status of work r;alated to OCR technology for other

Indian scripts is presented in the fifth sectiohfolloﬁved by a summary in the sixth section.
2.2. Machine Learning and Pattern Recognition

‘Machine learning is a branch of artificial intelligehce, and is concernéd with the design
and ‘development of algorithms and techniques that allow compﬁteré tov"leam". The
major focus -of machine learning research is to extract information from data
automatically, by computational and statistical methods. Therefore, machine learning is

closely related to Statistics. Machine learning algonthms are routmely applied to pattern

recognition tasks
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In the case of character recognition problems, good results can be obtained by adopting a
machine learning approach in which a large set of N patterns of characters {Xi, X3,
Xn} called a training set is used to tune the parameters of an adaptive model. The
categories of characters in the training set are known in advance, typically by inspecting

them individually and hand-labeling the identity of the corresponding character.

The result of running the machine learning algorithm can be expressed as a function Y(X)
which takes é new character image X as input and that generates an output function ¥,
encoded in the same way as the target vectors. The precise form of the function Y(X) is
determined during the training data. Once the model is trained it can then detérmine the
1dent1ty of new character images, which are said to comprise a fest set. The ability to

- categorize correctly new examples that differ from those used for training is known as

* generalization.

= For most practwal apphcanons the ongmal mput vanables are typically pre—pocessed to
~ transform them into some new space of ‘variables where, it is hoped the pattern
' recogmtxon problem wﬂl be easier to solve. For mstance, in the character recognition
problem, the images of Athe characters are typlcally translated and scaled so that each
| character is contained within a box of a fixed size. This greatly reduces the variability
within each character cléss, because the location and scale of all the characters are now
the same, which makes it much easier for a subsequent pattern recognition algorithm to

dlstmguxsh between the dlfferent classes. This pre—processmg stage is sometimes also

called feature extraction.

Pre-processing might also be performed in order to speed up computation. For example,
if the goal is real-time face detection in a high-resolution video stream, the computer
must handle huge numbers of pixels per second, and presenting these directly to a
complex pattern recognition algorithm may be computationally infeasible. Instead, the
- aim is to find useful features that are fast to compute, and yet that also preserve useful
discriminatory information enabling faces to be distinguished from non-faces. These

features are then used as the inputs to the pattern recognition algorithm.
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Applications in which the training data comprises examples of the input vectors along
with their corresponding target vectors are known as supervised learning problems. Cases
such as the character recognition example, in which the aim is to assign each problems. if
the desired output cbnsists of one or more continuous variables, then the task is called
regression. An example of a regression problem would be the prediction of the yieldina -
chemical manufacturing process in which the inputs consist of the concentrations of

reactants, the temperature, and the pressure.

In other pattern recognition problems, the training data consists of a set of input vectors X
without any correspbnding target values. The goal in such . unsupervised leaming
prbblems tnay be"t_o disco{rc;r groupsbf similar éxamplés wifhin the data, where it is
c'alled clustering, or to determine the distribution of data within the input space, known as
densxty estimation, or to pro;ect the data froin a h1gh~dunensxonal space down to two or

three dlmenswns for the purpose of v1sua11zat10n

ThcAcIassiiﬁc-ation task can broadly be pérfdrméd by two 'ivays viz. Stétistical Iéaming and
Artificial Neural Networks I ‘the following .subs'ection, we ‘describe the pattern
’classxﬁcatlon by Statistical learnmg approach (chapter 5) while Artlﬁc:lal Neural |
Networks approach is to be dlscussed in the chapter—4 and 6.

"This section is divided into the three_:“subsections. The first subsection introduces the
“approach of Statistical leamning theory. The problem of pattern recognition using
Statistical learning approach is discussed in second subsection and the third subsection

correlates the use of Statistical learxiing in neural networks.

2.2.1 Statistical Learning

Suppose the pattern vector, X, is a random variable whose probability distribution for
category 1 is different than it is for category 2. (While we present the results for two
categories, these results can easily be extended to the case of multiple categories.)

Assume that the two categories have the two probability distributions (perhaps
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probability density functions), p(X|1) and p(X[2). Given a pattern, X, we want to use
statistical techniques to determine its category-that is, to determine from which

distributiqn it was drawn.

We shall make use of Bayes’ theorem which is used to find out inverse conditional
* probability by using sum and product rules of probabilities. The sum and product rules of

- probabilities and Bayes’ theorem can be briefly defined as follows:

1. The Rules of Probability:v ' ‘
For the random variables X and Y, the sum rule and the product rule are defined as
~ under: _ - _ o _ :
Sum Rule: - (D)= zp(X,Y)
= .
Product Rule: p(X,- )= p(¥r| X )P(X )

: i .Where p(X Y )i is a joint probablhty ie. the probab111ty of X and Y, the quantity .
(Y | X )isa condmonal probability i.e. the probability of ¥ given X and the quantity
_ p(X )is a marginal probablhty o: simply “the probablhty of X,

: 2 .'Bayes theorem : ‘
‘ 'From the product rule together with the symmetry property p(X,Y)=p(¥,X), we
| obtain the relationship between conditional probabilities as follows:
- pX.Y)=p(¥,X)
P 1 X)p(0) = p(X | Y)p(Y)

X\|Y)p(Y -
p(Y}X)=%—-)- , where p(X)=Zp(XU’,-)P(y1) :

which is called Baye’s theorem and which plays a central role in pattern recognition

-and machine learning.

46



Chapter 2 : Complexities of Printed Gujarati Character Recognition and related work

Our problem is to find a decision rule against P(y;) that minimizes the expected loss [38] .

A general decision rule is a function (X) that tells us which action to take for every
possible observation. To be more specific, for every X the decision function a(X)

assumes one of the g values 0, 0y, ., Ola.

In developing a decision rule, it is necessary fo know the relative seridusngss of the two
kinds of mistakes that might be made. (We inight decide that a pattem really in category
1is in category 2, and vice versa.) . Loss function plays an important role in-the
devélopment ofa decision rule. The loss function states exactly how costly each action is,

and is used to convert a probablhty determmatlon into a decision. The function can be

. described as below:

- We descnbe this mfonnanon by a Ioss funcnon l(z FiN for z,;*l 2. Al | ]) represents the

o loss mcurred When we decide a pattem is in category i when really it is in category j. We

' ,assume here that M1 | 1) and M2 | 2) are both 0. For any given pattem X, we want to

* decide its _category insucha way that minimizes the expected value of this loss.

'C'}ivéni »5 pattern, X, if we decide category i, the expected value of the losé §vi11 be:

| | Ly ()= 2G1DpA1X)+A(12)p2] X)
g ‘Where p( j1X)is the probablhty that given a pattern X, its category is J. Our deczszon
rule will be to decide that X belongs to category 1 if Lx(DSLy(2), and to decide on

category 2 otherwise.

We can use Bayes’ Rule to get expreséions for p(j | X) in terms of p(X {7 ), which we

assume to be known (or estimatible):

X)= pX| )p(j)
r(X)

Where p(j) is the (a priori) probability of category j (one category may be much more
probable than the other); and p(X) is the (a priori) probability of pattern X being the

p(j !

47



Chapter 2 : Complexities of Printed Gujarati Character Recognition and related work

pattern we are asked to classify. Performing the substitutions given be Bayes’ Rule, our

decision rule becomes:
21 EXIDPD o PXI2)p(2)
X r(X)
2@ 2XIDPD | 5010y PXIDPQ)
p(X)

Using the fact that A(i | i) = 0, and noticing that p(X) is common to both expressions; we
oﬁtain, '
Decide éategory 1iff: _
- A112)p(X|2)p(2) S A2 DpXIDpD)
If A(112) =A2|Dand if p(1)=p(2), then the decision becomes paﬁicﬁlarly simpie:
ﬁgcide category 1 iff: | ‘ | o B
- XIS pXID
:‘Smce pX|pi is called the hkehhood of with respect to X, this smlple dec131on rule '

' lmplements what is cailed a maxnnum~11kehhood demsmn

For 'mulﬁ category ‘problems Gauésian (o'r nbrmal) distributions or Conditionally
_Independent Bmary Components may be used. The use of statistical learning theory in

the pattem recognition problem is to be discussed in the followmg subsection.

2.2.2 Statistical -Learniﬁg and Pattern recognition

- In the practical terms neural networks are non-linear statistical data modeling tools. They
can be used to model complex relationships between inputs and outputs or to find the

patterns in data.

In this subsection, we discuss the statistical characterization of neural networks by
describing a learning theory that addresses the fundamental issue of how to control the
generalization ability of a neural network in mathematical terms. A model of supervised
learning consists of three interrelated components abstracted in mathematical terms as
follows (Vapnik, 1992, 1998):
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!

I. Environment. The environment is stationary, supplying a vector X with a fixed but
unknown probability distriBution function F% (X) .

2. Teacher. The teacher provides a desired response d for every input vector X received
from the environment, in accordance with a conditional probability distribution
F(X|d ) that is also fixed but unknown. The desired response d and iniaut vector X'
are related by - A o : o ,

d=f(X,v) @D
where v is a noise term, permitting the teacher to be “rioisf’

3. Learning machine (algonthm) The learning machine (neural network) is capable of

- xmplementmg a set ofi mput—output mappmg functions described by _ ,

y=F(X,w) - . 22

- where y is the actual response- produced by the learning machine in response to the

mput X, andwisa set of free parameters (synaptic Weights)

Equatlons (2 1) and @. 2) are written in terms of the examples used to- perform the

: tralmng

Th¢ supervised leaming prob‘lém is.that of selectiné the particular function F(X,w) that
'ia,pproximate‘s the desired respoﬂse d in an optimum fashioh, with b“optimum” being
defined in some statistical sense [18]. In probaBility theory, a sequence or otﬁercollection
~ of random variables is independent and identically distributed (i.i.d.) if each has the same
'prqbabﬂity distribution as the others and all are mutually independent. The selection itself

is based on the set of N independent, identically distributed training vexamples given as
$ ?{(Xs,df)}il. In a probability theory, a sequence or other collection of random

variables is independent, identically distributed if each has the same probability

distribution as the others and all are mutually independent.

Each example pair is drawn by the leaming machine from  with a joint probability
distribution function £y ;,(X,d), which, like the other distribution functions, is also fixed
but unknown. |
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2.2.3 Statistical Nature of the Learning processes of Neural‘Networké

From a computational point of view, the supervised learning (or training) of a neural
" network is visualized as prbcess of adaptation or evolution of the weight matrix w in such
a way that the computed outputs of the network are driven towards the desired output for

the input vectors of the training data.

Viewing the training process from the statistical perspective providés a deeper
understanding of the training process and the training algorithms. From the statistical
perspective, the focué is on the deviation between a “target” function f{X) and the actual
ﬁ;ﬁcti’oh F(X,w) realized by the neural network. The'deviatiox; is expressed in statistical
terms. This corfe'sponds to confining the attention to a single 6utput neinjon but there is

no loss of generality in this.

Consider a random vector X'co‘nsistihg of a set of independent variables and‘a random
scalar D representing the dependent variable. Let there be N realizations of the random
" vector X denoted by {x:}?; and a corréspdnding set of random scalar D denoted by
' {d ; }fil These realizations constitute the trammg set denoted by

T=_{()'K;‘3di)t{i1" : S (D

' Specifying a neural network model for training corresponding to proposing a model of
type ;
D=fX)+e (ii)

where f{.) is a deterministic function of X and £is a random expectational error.

The statistical model specified in figure (2.1) is called a regressive model. £ in general is

a random variable with zero mean and positive probability of occurrence.
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This model can be diagrammatically represented as:

[:X:> A y

£
[Fig. 2.1 Regressive model of £7.)]

This model is a mathematical description of a stochastic environment. Its purpose is to
use vector X to predict the dependent variable D. The corresponding neural network

model is depicted in the following diagram:

» [
d
e
] :

[Fig. 2.2 Neural network model ]

The purpose of this physical neural network model is to encode the empirical knowledge
represented by the training sample set T in to a corresponding set of synaptic weight
vector w, which can be indicated by

T—» w

The neural network provides an approximation to the regressive model.

Let the random variable Y represent the actual response of the neural network to the input

vector X, i.e.

Y= fx,w)
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where { . ,w) is the input-output function realized by the neural network. Given the
training data T, the weight vector w is obtained by minimizing the cost function
, L& 2
E(w)=—3 [, - Flx,,w)]
=1

A training algorithm of the neural network is designed to minimize E(w).

Artificial neural network architectures presented in the chapter 5 and 6 of the thesis are

based on statistical learning theory.
.2.3. Optical Character Recognitidn
Optical Character Recognition (OCR) is a typical application of machine learning and |

pattern recognition task. A Pictorial representatién of the OCR problem is shown in the

' following block diagram.

‘Editable
Document

Document
- Image

[Fig. 2.3 Optical Character Recognition]

As shown in figure 2.3, various image files like .jpg, .bmp, .png etc are given as an input
to OCR system. The output expected from the system is an editable file in a format like
doc, .odc, .txt etc.

Typically, the following five steps are to be performed in order to develop OCR system

for any script.

1. Gray level scanning at an appropriate resolution, typically 300-1000 dots per inch
(dpi). '
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2. Preprocessin’g: A
{a} Binarization (2-level thresholding), using a global or a locally adaptive method
{b} Segmentation to isolate individual characters
{c} (Optional) conversion to another character recognition (eg. Skeleton or contour

curve)

3. Feature extraction: It can be done by various Statistical or Mathematical like

Statistical moments, Discrete Cosine Transform, Wavelets etc.

4. Recogﬁition using one or more .classiﬁefS' Class:ﬁcatxen aceuracy of each
individual glyph is based on how useful the extracted features are. For thls purpose
+ various classification techmques are avallable like Nearest Nelghbor Classifier

» (NNC) Artificial Neural Nemcrks etc.

5 - Contextuéi verification of post-processing: After the réCogrxition 6f isolated
. glyphs, they are to be arranged at an appropnate place from where they were
' ongmally kept. There are some confusing characters, which faﬂ to be recognized, will
. form a gonf,usmn set and ultimately affect the recognmon accuracy. This set is to be

tackled by sub-glyph level analysis at the time of post-processing.
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The block diagram of the whole process is shown below:

f Paper

Noise removal

Gray Level

»Document Analysis

' t . Single Characters/

Segmentation

_ Generating

Classified Characters words, lines etc

/Glyphs

Clagsified

»Error Correction
- using linguistics
ly Layout . -

[Fig. 2.4 Process of OCR]

24 Details of Gujarati Scﬁpt and its complexities

Gujarati is also the name of the script used to write the Gujéfati Alvangu.a'ge sboken by
about 50 million people in western India and many others located in almost all parts of
the world. The Gujafati script has. 11 vowels and 34+2* consonants. Apart from these
basic symbols, other symbols used in the Gujarati script include a large number of (more
than 250) consonant clusters called 6onjuncts and vowel modifiers ( or dependent
vowels) used to denote the attachment of vowels with the core consonants and conjuncts.
The shapes of some Gujarati characters are similar to those of the phonetically
corresponding characters of Devanagaﬁ script. As in the case of other Indic scripts,

Gujarati also does not have the distinction of Lower and Upper Cases.

* Two conjuncts /ksha/ and /jya/ are treated as if they are basic consonant in Guj argti script
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In spite of these similarities with the Devanagari script, Gujarati script has many distinct
characteristics such as the absence of the so-called shirorekha (header line) in the script

and differences in the shapes of many of the consonants and vowels etc.

Table la. Gujaratl Script
-Consonants. ]
SUIAUS AU EBASESSRUAUE DAY O

04 AUR G LU NUE GBS _ Table lb Conjunct Forrnotlon
“Vowels "

VL E §EE B A Ol oll 6l 2
" 'SomeConjuncts.

5 w2l Fel 249 & A B et <L55 2l 2L g
“Consonant.—vowel

3. Confunctformation ddition of: somc miark:

-maﬂ@'tguﬁg?sﬁms‘tﬁls

wyowel

<m%sc1@d\am

gl =6, 5+R=8, A+ = A, 3+d=E+7=3

: *'Vowél& mgdifiers

i

: FThe combmatlons of consonants and conjuncts with vowel mod1ﬁers occur very often in
" most of the Indxc languages mcludmg Gujarati. The presence of the dependent vowel is
denoted by attachmg a symbol, unique for each vowel, to the consonant or conjunct,
called a Dependent Vowel Modifier or Matra. The matra can appear before, after, above
“or below the core consonant or conjunct. Table la gives examples of Guj arati consonants

) ‘VOWCIS matras, other symbols and some of the conjuncts

" Apart from basic consonants, most of the Indian scripts, including Gujarati, often use
- consonant clusters (conjuncts). Here more than one consonants are combined togethor
and all of them exeept the last one will be dead consonants (witnout inherent /a/). There
are three possibilities for the shapes of the resulting conjuncts : 1. Conjunct shape is
derived by connecting a part of preceding consonant to the following one 2. the conjunct.
takes a shape completely different from the shapes of the constituent consonants, 3.
addition of some mark indicating conjunct formation in upper/middle/lower zone (mainly
conjuncts involving /1/). Moreover, conjuncts may thernselves, occur in half forms. Table

1b shows some examples of conjunct formation and the resultant shapes.
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Similar to the text written in Devanagari or Bangla scripts, text in Gujarati script can also
be divided into three logical zones — Upper, Middle and Lower as shown in figure. 2.5. In

[6], Jignesh Dholakia et al. have given an algerithm on zone separation for Gujarati
script.

Upper
Middle

Lower

[Fig. 2.5. Zone separation]
2.5. Review of related work

. Here we cite recent attempts by various groups of researchers to exploit the feature
capturmg capacities of Wavelets for use in the recogmtmn of symbols of various Indic
- scripts. Most of these attempts also have used the wavelet features in conjunetwn with
- various types of neural network ai‘chiteetures as classifiers. Radial Basis Function (RBF)
Networks and -dimensionality reduced features: svere used to recegnize a subset of
* Kannada script from South India [7, 16, 17 ] with an accuracy approaching 95% by using
wavelet features. A very innovative use of wavelet feature extraction is presented by

Pujéri et al [8], using Battle-Lemarie and iAdelson—Simoncell‘i coefficients: where the
32x32 input imege is reduced to a 64 bit signature and'receénized using a Hoi)ﬁeld based
Dynamic Neural Network (DNN). The best performance reported in that paper is 93%.
Performance of Daubechies D4 wavelets as feature extractor with the classic Multilayer
Perceptron (MLP) classifier for online and offline handwritten character recognition of
various Indic scripts was presented in [9, 10]. Some recent work on two different subsets
of Gu;aratl script is given in [3] and [4]. The complexities of Gujarati script and related
‘work will be described in the chapter 2 of the thesis. The concept of a Fuzzy Neuron is
nicely introduced for Vietnamese Character Recognition problem by Bac Hoai Le et al
" [33]. In this paper the Self-Organizing Learning Algorithm of the Fuzzy neural networks
is introduced and achieved significantly good recognition rate. The neural network base
ponparametric density estimation namely Generalized Regression Neural Networks

(GRNN)  is used for Arabic isolated word recogniﬁon problem by Abderranhame
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Amrouche et. al [34] and the results are compared with traditional MLP. A wonderful
review material is found based on Wavelet Networks, Wavenets, Fuzzy Wavenets and
their application for the classification problems [35]. Neural network based Radial Basis-
Function networks (RBFNs) and the innovative idea of subspace projection approach
have been employed to recognize printéd Kannada characters by using Haar wavelets and
structural features [36]. And they have achieved 99. 1% of accuracy by subspace

pro_} jection approach.
2.6. Summary

~ The problem of development of OCR fdr Gujarati scripf is a complex. task dlie to the
absence of Shiro rekha and large number of conjuncts available in various combinations
with matras, consonants and modifiers. It is observed from section 2.5 ‘diat the problem of
" OCR is charapterized in to two major parts viz. one is feature extraction and the other is
" character recognitioﬁ.\As_ such varioﬁs. apprqachcs for feature éxtraction and character
:recognitioh have been adopted as shown in the above séction, but the use of wavelets as
a feature extractor and ANN as a classifier are found to be the most promment for the
- development of Gujarati script OCR. Development of Gujaratl scnpt OCR using these

~ methods are to be discussed in the chapter 4 and chapter 6
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