
Chapter 5

Error Estimates for Wavelet-Galerkin 
Solution of BVP

5.1 Introduction

Tn this chapter, we have developed an error estimates for Wavelet-Galerkin solution of elliptic 
BVP in one dimension. We have made an attempt to solve elliptic PDE numerically using 
wavelet based Green’s function approach. At the end, we have compared analytical solution, 
wavelet solution, and finite difference solution in terms of relative error and computational time.

5.2 Error Estimates

5.2.1 Introduction

Wavelets have caught the eye of so many researchers in the field of differential equations. The 
general characteristic that has brought wavelet research to so many disciplines, including par
tial differential equations, is the ability to explicitly consider scale and location, simultaneously. 
When one is trying to solve partial differential equations over large dynamic ranges, there is an 
increased richness and flexibility that stems from including scale and location on more or less 
equal footing.

In many applications of partial differential equations, it is essential that a high level of ac-
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5.2. Error Estimates

curacy should be achievable. For instance, in solving the Schrodinger wave equation, we need to 
be able to evaluate integrals involving the scaling functions and wavelet functions that constitute 
a wavelet family. A reasonable answer to this problem is the use of quadrature integration, now 
implemented for orthogonal wavelets, biorthogonal wavelets, and multi-wavelets, coupled with 
refinement in scale according to the needs of the problem. Such an adaptive wavelet quadrature 
can control the accuracy of integral evaluation.

This general strategy for using wavelets is similar to the use of finite elements and related 
numerical techniques. Finite elements can be multiscale, but the availability of orthogonality, 
biorthogonality, or other variations offers guaranteed avoidance of linear-dependence problems 
for many classes of wavelets. For finite elements, it is generally required to set up sophisticated 
structured meshes, while wavelet calculations can start from a simply-structured hierarchy and 
can be made to adapt resolution automatically. For dynamics calculations, finite elements re
quire re-gridding as time progresses, while orthogonal wavelets can, in principle, be added or 
subtracted individually as their coefficients grow or shrink without disturbing the other basis 
members.

The methods like variational, wavelet-Galerkin, or other partial differential equation methods 
are available but still one needs to develop better methods for handling boundaries. The various 
types of finite difference methods for boundary value problems are known. The approximation 
of wavelet-Galerkin method for dealing with boundary value problem is known recently. For a 
certain class of equations, using wavelets in conjunction with the Galerkin method give the two 
primary desired features for the associated linear system: sparseness and low condition number.

In finite difference method, solution of differential equation is obtained by the discretization 
of derivatives. Finally, differential equation reduces to the matrix equation A% = y. The con
dition number of a matrix plays an important role for the stability of solutions of differential 
equations.: A system is more stable if the condition number of matrix of the system is very 
low. The condition number of A measures how unstable the linear system Ay — y is under 
the perturbation of y. So, for application point of view, we are looking for a small condition 
number. If the condition number of A is high, we would like to replace the linear system whose 
matrix has a low condition number. For example, multiplying the system by a preconditioning 
matrix B, we get the equivalent system BAy = By, where the condition number of BA is 
smaller than the condition number of A.

We shall start with the following definitions:

Definition 5.2.1 Let A be n x n matrix. Define || A ||, called the operator norm or just the
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5.2. Error Estimates

norm, of A by
|| A ||= supij—1 (5.1)

where the supremum is taken over all non-zero vectors z in Cn.

Definition 5.2.2 Let A be an invertible nxn matrix, then the condition number of A, denoted 
by Cg(A), is given by

C's(A) =|| A HI A”1 || (5.2)

We quote some specific lemmas about condition number which will be used in our later discus
sion.

(5.3)

(5.4)

(5.5)

Lemma 5.2.1 Suppose that A is annxn normal invertible matrix. Let

lAlmoa: — max{\\\ : Xis an eigen value of A}

and

Then

|A|min = mm{|A| : A is an eigen value of A}. 

C\(A) =

Proof: See([Fra99])

Lemma 5.2.2 Let {'</jj,k}(j,k)eT be a complete orthonormal system, where r is a certain subset 
of Z x Z. Then wavelet system {ipj,k}(j,k)er satisfies the following estimate:
There exists constants C4, Cg > 0 such that for all functions g of the form

9 ~~ ^
j,k

where the sum is finite, we have

Q E22jfei2 < t \9\tfdt < C5 E22iIQ,,|2. 
j* Jo M

An estimate of this form is called norm equivalence. 

Proof: See([Fra99]).

(5.6)
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5.2. Error Estimates

5.2.2 Finite Difference Method

Let I be a uniformly elliptic Sturm-Liouville operator defined as

Our goal in this section is to obtain a C2 function u that is a solution to equation

~jt (a(4)^r) +b(t)u(t) = f(l) /or 0 < £ < 1. (5.8)

i.e
Lu = f(t) for 0 < t < 1. (5.9)

with Dirichlet boundary conditions

u(0) = 0 and u(l) = 0. (5.10)

We assume that / and 6 continuous and a has a continuous derivatives on [0,1]. We also assume 
that this operator is uniformly elliptic, i.e. there exists finite constants C\, C2 and C3 such 
that

0 < Ci < a(t) <C2 ■ 0 < 6(f) <C3 for 0 < f < 1. (5.11)

We shall assume aft) = 1 and 6(f) = 0 and use finite difference method to solve (5.8) and (5.10). 
It is based on approximating the derivatives in equation (5.8) by differences evaluated on a finite 
set of points in the interval [0,1]. By the definition of the derivative

u(t + At) — u(t)
At)

for small At. We may also write

At)

where

Now.
u"(t)

At

uft, + §) — u(t. - |)
h

h = 2A t

uft + h) — 2u{t) + uft — h)

We consider the points tj — N

j

J-,j = 0,1,2,.

h2
, N and we assume that h = j?. We set

xU) = u
N

y(j) = -jpf ) f°r j = / z N.

(5.12)

(5.13)

(5.14)
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5.2. Error Estimates

So, when we have to solve —u"(tj) = /(£,), we approximate «"(%) using above approximation 
and consider the system of equations

—u
3 + 1 

N
+ 2 u — u

3 ~ 1
N

3_
N

with boimdary conditions u(0) = n(l) = 0. When j = 0 and j — N, this equation does not make 
sense because u {—jj) and u (l + are undefined. So, we restrict ourselves to 1 < j < N — 1. 
Thus, we consider

-x(J + 1) + 2x0') - xO - 1) = vO); 3 = 1,2,3 • • • N - 1. (5.15)

with boundary conditions y(0) = 0 and y(Ar) = 0. Now for j = 1, equation (5.15) reduces 
to — x(2) 4- 2%(1) = y( 1) because x(0) = 0 and when j = N — 1 equation (5.15) reduces to 
2x(N — 1) — x(N — 2) = 0 because x(AQ = 0. Thus, equation (5.15) is a linear system of (N — 1) 
equations in (N — 1) unknowns x(l), x(2)> • ■ ■ x(N — 1) represented by

2-10 ... 00 
-1 2 -1 0 - ■ • 0 
0-12-10- ■ 0

00 • -0-12-1 
0 0 ■ ■ • 0 -1 2.

r x(i) ] y( 1)
X(2) V( 2)

-------------------------1

r?I

%

________
i .y(N-1).

which we denote by
X — A# V

(5.16)

(5.17)

Since determinant of A;v = N, it is easy to see that Ajv is invertible and there is a unique 
solution x to equation (5.17) for each vector y. As we let h —* 0, i.e N —> oo, we expect our 
solution x to approximate the true values of u with greater accuracy. However, it is important 
numerically for a linear system to be well conditioned. By Lemma 5.2.1, the condition number 
of Aw is given by (see [Era99])

Cs(Aat) IAU 4sin2(^l)
lALn 4sin2(^)

Now, as N —> oo,
, . 2/n(N — 1). .
4 surf—-------- -) 1.v 2 N 1

Also, 4 sin2 (^) behaves like which gives

Q(Ajv) «
41V2

(5.18)
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5.2. Error Estimates

Thus, the condition number of A,v goes to oc proportional to N2. So, although increasing 
N should increase the accuracy of the approximation to the solution u of equations (5.8) and 
(5.10), the linear system AN\ = y becomes increasing unstable and the solution becomes more 
and more unreliable.

Since the operator — J5 is translation-invariant, we were able to explicitly diagonalize the matrix 
A_v arising in the finite difference approximation (see [Fra99]). With general operator L given 
by equation (5.7), the matrix A, obtained after finite difference approximation, is not close to 
circulant matrix and as a result, there is a little hope for explicit diagonalization of matrix A. 
The condition number of A is expected to be large (see [Fra99]), because the same thing was 
happened in a very simple case. The alternate approach to remove this difficulty is wavelets.

5.2.3 Wavelet Galerkin Method

We shall introduce this approach for general operator L. This approach leads to linear systems 
with bounded condition number.

Consider the general boundary value problem (5.8) and (5.10). There is a unique function 
u satisfying equation (5.8) and (5.10) under certain conditions. We know that L2[0,1] is a 
Hilbert space with inner product

(/,.9>= / f(l)W)dL (5.19)
Jo

For the Galerkin method, we assume that {vj} is a complete orthonormal system for L2[0,1] 
and that every Vj is C2 on [0,1] and satisfies

Uj(0) - Vj(l) = 0. (5.20)

We select some finite set A of indices j and consider the subspace

S = span{vj : j € A}.

We look for an approximation to the solution u of equation (5.8) of the form

«. = X>*€S, (5-21)
ke A

where each \k is a scalar. Our criterion for determining the coefficients \k is that us should 
behave like the true solution u on the subspace S. i.e

(Lus,Vj) = (f,Vj) Vj e A. (5.22)
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5.2. Error Estimates

The approximate solution ua satisfies the boundary conditions its(0) = us(l) = 0 because of 
equation (5.20). If we substitute equation (5.21) in equation (5.22), we get

Vj'eA,

or
J2(Lvk, v,>X* = (/, vs) V j € A. (5.23)
fee A

Let x denote the vector (xfc)fceA and y be the vector (yk)keA, where yk = (/,%). Let A = 
Mawea where

ahk = (Lvk,Vj). (5.24)

Thus, equation (5.23) is the linear system of equations

X) a;.*Afe = Vj, Vj€ A,
fee A

i.e.
AX = y. (5.25)

In the Galerkin’s method, for each subset A we obtain an approximation us G S to u by solving 
the linear system (5.25) for x and using these components to determine us by equation (5.21). 
As we increase our set A in some symmetric way, our approximation us should converge to the 
actual solution u.

We are concerned with the nature of the linear system (5.25) that results from choosing a 
wavelet as a basis for the Galerkin method as opposed to some other basis, say Fourier basis. 
There axe two properties that we would like to have for the matrix A in the linear system (5.25) 
for our numerical problem. First, as to have a small condition number to obtain stability of 
the solution under small perturbations in the data. Second, for performing calculations with A 
quickly, we would like A to be sparse, which means that A should have a high proportion of 
entries that are 0. The best case is when A is diagonal but the next best case is when A is 
sparse. There is a way of modifying the wavelet system for L2(R) so as to obtain a complete 
orthonormal system

{^.*}y,*)er f°rL2i0.1]-

The set r is a certain subset of Z x Z. The function 'ipj^ are not exactly the same functions as in 
a wavelet basis for L2(R) but they are similar. In particular, has a scale of about 2”J, 
is concentrated near the point 2~jk and ipjtk is 0 outside an interval centered at 2~^k of length 
proportional to 2~j. Wavelets concentrated well into the interior of [0,1] are nearly the same
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5.2. Error Estimates

as usual wavelets, but those concentrated near the boundary points are substantially modified. 
For each (J, k) G r, ipjtk is C2 and satisfies the boundary conditions.

Vte<o) = iMi) = o.

For wavelets, we write equations (5.21) as

us = Xj.ki’j.k
(j,k)£r

and equation (5.23) as

J] (-bVh'.fc, '<Pl,rn)Xj,k = (/, i\rn) V (l, Til) G T,

(j',fe)er

for some finite set of indices r. We can still regard this as a matrix equation

A x = y,

(5.26)

where

and

X — (Xj,k)^t k)<=T 

V ~ (Vj,k)(j,k)er

are indexed by the pairs (j, k) G r. Let matrix

A = [%m-j,k]

defined by
(5.27)

We would like A to be sparse and have a low condition number. Actually, A itself does not 
have a low condition number, but we can replace the system A y = y by a equivalent system 
Mz = v for which the new matrix M has the desired properties. To see this, first define the 
diagonal matrix

by

Define

2j
0

if (l,m) = (j, k) 
otherwise.
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5.2. Error Estimates

by
M = D-1AD-1. (5.28)

By writing this out, we see that

(5.29)

The system A x = Y is equivalent to

D_1AD-1Dx = D_1y.

Now, take z = Dx and v — D ly we get

Mz = v. (5.30)

The matrix in the preconditioned system (5.30), has a condition number bounded independently 
of the set r. So, we increase r to approximate our solution with more accuracy as the condition 
number stays bounded. This is much better than the finite difference case, as we have seen 
earlier, in which the condition number grows as N2. There are other complete orthonormal

a bounded condition number. In our discussion, we see the advantage of the Galerkin method 
over finite difference, but the advantages of wavelets over the Fourier system is still not clear 
(see [Fra99]).

We should consider the other features of the matrix M that is sparseness of matrix M. We 
can see from equation (5.29) that this is the case, because of the localization of the wavelets. 
Namely, ipij is 0 outside an interval of length c2~J around the point 2for some constant 
c. Because L involves only differentiation and multiplication by another function, it does not 
change this localization property. So, Lipij is 0 outside this interval also. Similarly, ibi,m is 0 
outside an interval of length c2_l around the point 2~lrn. As j and l get large, fewer and fewer 
of these intervals intersect, so more and more of the matrix entries

are 0. So M is sparse, which makes computation easier. The basic reason for this sparseness is 
the compact support of the wavelets.

The wavelet system is more crude than the Fourier system in the sense that there are few, if 
any, naturally occurring operators that are diagonalized by a wavelet basis. But for a very large 
class of operators, for instance, the variable coefficient operator considered here, the matrices 
representing these operators in the wavelet system are sparse, which we regard as being nearly

systems, for example Fourier system, in which a similar preconditioning can be done to yield
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5.2. Error Estimates

diagonal. Thus, although the wavelet system does not exactly diagonalize much of anything, 
it nearly diagonalizes a very large class of operators, a much larger class than the translation- 
invariant operators, which are perfectly diagonalized by the Fourier system.

The fact that a wavelet system nearly diagonalizes a very broad class of operators is one of 
the key properties of wavelets. We have seen that this property is important in applications to 
numerical differential equations. Another key property of wavelets is that norm equivalences for 
wavelets such as relation (5.6) (see Lemma 5.2.2) hold for a much large class of function spaces 
than for the Fourier system (see [HW96]).

5.2.4 Some Error Estimates

We have made an attempt to extend the error estimates of Neumann kind of boundary value 
problem (see [BS02]) to Dirichlet kind of boundary value problem for which we have both ad
vantages like sparsity and small condition number. We have also given more generalized result 
for wavelet-Galerkin solution.

We have the following two point boundary value problem
// r-u = f (5.31)

with boundary conditions
u(0) - u(l) = 0.

Let v be any sufficiently regular function such that w(0) = 0. Multiplying equation (5.31) with 
v and integrating from 0 to 1, we get

Now, u(0) = 0

Define

and

(5.32)

(5.33)
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5.2. Error Estimates

(5.34)

Define
V = {n G L2(0,1) : a(v,v) < oo and v(0) = 0}. 

Thus, our problem is to find u G V such that

a(u:v) — (f,v) + tx,(l)n(l) Vv G V. (5.35)

Let S C E be any finite dimensional subspace. Let us consider equation (5.34) with V replaced 
by S. So, we have to find us € S such that

a(us, v) = (f,v) + u'(l)u(l) Vw G S. (5.36)

Subtracting (5.36) from (5.34), we get

a(u — us, w) — 0 Vw G S. (5.37)

Now, we shall state our estimates in the form of theorems. Our theorems are as follows:

Theorem 5.2.3 Suppose

where S C V is any finite dimensional subspace.

This is the basic error estimates for the Ritz-Galerkin method, and it says that the error is 
optimal in the energy norm. In the next theorem, we will use this error estimate for deriving 
more concrete error estimate.

Proof of Theorem 5.2.3: We know that

as the energy norm. The energy norm and inner-product is related by Schwarz inequality:

Hv,u/)| < IMIsIMIs Vv,vueV

Now, we wish to consider the size of the error u — us in this norm. So, for any v G S, consider

HI* = \AC*Vu), v V G V
then

||u-us|U = mf{||u-t’IU : veS},

v\\E = y/a(v,v), V v G V

= a(u — us, u — u„)
— a(u — us, u — v) + a(u — us, v — us)
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5.2. Error Estimates

Take w = v — us and apply equation (5.37), we shall get

IN - = «(« ~us,u~ v).

By applying Schwarz inequality, we have

IN - us||| < |N - «*IUII« - v\\e

If |N — us\\e 7^ 0, then we can write

|N-tt«||s < IN_UIU foranyveS.

Taking, the infimum over v € S yields

\\u-us\\E<inf{\\u-v\\E: v € S}.

Since us € S, we have 

Therefore,
inf{\\u-v\\E’■ v e S} < |N-us IN

IN-w*IU=w/{ IN “VIU : v € S}.

Hence, the proof.

Theorem 5.2.4 Let e > 0. Suppose w be solution of

—w" = u — us on [0,1]; with u>(0) = u/(l) = 0

and, if 

then

inf IN-uIN < e]N"||is
v£S

« - u«IU* < eJN “ «*||js < e2|N"ll = e2||/ll-

Proof of Theorem 5.2.4: Define

ININ2(0,1) = (v,v)l/2 = Qf (v(x)f dx^j 

Now, we shall estimate ||« — «s|| using the concept of duality.

Given that w is a solution of
—w" = u~us on [0,1]

(5.38)

(5.39)

(5.40)

(5.41)
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with

Now,

w( 0) = m(l) = 0.

\u Us || j^2 — (w XIS1XI Us)

(u -us, -w") 
a(u — us, w)
[since (u — us)( 0) = (u — ) (1) = 0]
a(u — us,w — v).
[from equation (5.37)]

Therefore,
||u — us\\2L2 = a(u — us,w — v), Vv 6 S. 

Thus, Schwarz inequality implies that

h - ~v\\e
IU — Ua\\l2 <

Ik-^IUIb ~vh 
MUa

By taking the infimum over v 6 S, we get

\u-us\\e inf„65{||u; - ulls)\\u - us\\L2 <

\W"\\L2

So, from equation (5.39) and equation (5.42), we have

||« - us\\L2 < e||u - uJe.

Applying equation (5.39) again, with w replaced by u, and using

\\u - ujfi = m/{||u - v\\E :v e S},

we have
ll'u - 'uJe < e||-u"||.

Therefore, using equation (5.31), we have

||a — Uo||i,2 < e||'U — uJIk < e2||i/,|| = e

Thus,

Hence, the proof.

||u - us\\L2 < e||u - us\\E < e“

(5.42)
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Theorem 5.2.5 Let

'I'(x) = <
1 0 < x < \
— 1 \<X<1
0 otherwise.

Consider
*jjt(x) = 2?{2 ~jx-k), (5.43)

where j and k are integers. If uws be wavelet- Galerkin solution in space S and it is of the form

w, = EEcw'M*>
j=i fc=i

Then we have
|w - uW!i\\L2 = inf{21|it - v\\L2 + 0(1)}. 

v6b

Proof of Theorem 5.2.5: Consider

u.ws — y ^ y ^ jtk(%)
3=1 fc=l

\u-uws\\2L2 = \\u-yT/'*rcjik'i>jik(x)\\i2

j=i *;=i

= / iu_EE
•7° j=i *;=i

„1 n n

= /170 j=i fc=i
t2 2 4/(2 jx — k)\2dx 

We know that, |a + b\p < 2P (|a|7' + |6|7’). Applying, we get

II77 - uws\\2L2 < 22
f1 \u\2dx + f 

Jo Jo EE 2-2CM'k(2-7x - k)j=i Jfe=i
dx

n 1 n n n\
= 4/ |u|2<fa; + 4^£VJ' / CjiJt®2(2^i - fc)cte

-70 j=i fc=i 17 0

= 4 f \u\2dx + 4 EEri(?*
,70 j=i fc=i

<4 / |u|2dx + 2 EECA
-70 j=i fc=i

(5.44)

(5.45)

(5.46)
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5.3. Wavelet-based Green’s Function Approach to Hlemholtz k Modified Helmholtz Problem

Therefore,

2||u||r,2 + 0(1)

2||u - v + v\\L2 + 0(1)
2||u - u|| + 2||v||i,2 + 0(1)

Since v G S C V and V C L2[0,1], we get

2||n||L2 = 0(1)

By taking the infinium over v £ S yields

||u - uwa\\L2 < inf {2||u - v\\L2 + 0(1)} 
ves

Since uws £ S 

So, we finally get 

Hence, the proof.

inf{21|u — v\\[2 + 0(1)} < ||u vs 11L2v£S

inf{2||u - v||jr,2 + 0(1)}. 
t'es

(5.47)

5.3 Wavelet-based Green’s Function Approach to Hlemholtz 
& Modified Helmholtz Problem

5.3.1 Introduction

In this section, We shall describe how wavelets may be used to solve partial differential equations. 
These problems are currently solved by techniques such as finite differences, finite elements, and 
multigrid. We know from previous chapters that the wavelet method, however, offers several ad
vantages over traditional methods. Wavelets have good ability to represent functions at different 
levels of resolution, thereby providing a logical means of hierarchy of solutions. Furthermore, 
compactly supported wavelets (such as those due to Daubechies [Dau92]) are localized in space, 
which means that solution can be refined in regions of higher gradient, e.g., stress concentra
tions, without having to regenerate the mesh for the entire problem. In order to demonstrate 
the wavelet technique, we consider Helmholtz equation and modified Helmholtz equation in two 
dimensions. By doing comparison with a simple finite difference solution to this problem with 
periodic boundary conditions, we show how a wavelet technique may be efficiently developed.
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5.3. Wavelet-based Green’s Function Approach to Hlemholtz &; Modified Helmholtz Problem

Dirchlet/Neumann/Robin boundary conditions are then imposed, using Capacitance Matrix 
method described by Proskurowski and Widlund [PW96] and others. The convergence of the 
wavelet solutions are examined and they are compared favorably to the finite difference solutions.

Wavelets are a family of orthonormal functions which are characterized by the translation and 
dilation of a single function ip(x). This family of functions denoted by i>mjt(x) and given by

— 2^ip(2mx — k)] m, k G Z

is a basis for the space of square integrable functions L2(R), i.e.,

oo oo
fix) — y ^ 'y ^ (x) € L (R).

T7l=0 fc=0

Wavelets are derived from scaling functions, i.e. functions which satisfy recursion
oo

4>{x) = ak<t>(2x - k)
k=0

in which a finite number of filter coefficients ak are non-zero.

Any L2(R) function /(x) may be approximated at resolution m by
OO

Pm(f)(z) = y,Cm^mtk(x) ke Z.

fc=0
where using Daubechies notation [Dau92], Pm(f) represent the projection of the function / onto 
the space of scaling functions at resolution m. Also

(pm,k{x) = 2f<t>(2mx - k); HZ

is a scaling function basis at resolution m approximation of L2(R). The set of approximations 
Pm(f)(x) constitute a multiresolution representation of the function f(x).

In two dimensions, the space of square integrable functions is L2(R2) and any function f(x,y) 
which lies in this space may be expressed in terms of the orthonormal basis

z.
This is simply the tensor product of the one dimensional bases in the two co-ordinate directions 
x and y. f(x, y) may be represented at resolution m by

OO OO

Pm^f^ix, y) — ^ Cm,k,l<l)m,k(x')(j)rn,l(jj')] k,l € Z.

k=0 1=0
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5.3. Wavelet-based Green’s Function Approach to Hlemholtz & Modified Helmholtz Problem

For a greater insight into the properties of wavelets and their constructions, we shall see [Dau92]. 
This work details how a hierarchy of wavelet solutions to two dimensional PDE may be devel
oped using scaling functions bases.

In order to demonstrate the wavelet technique, we consider Helmholtz equation or Modified 
Helmholtz equation in two dimensions:

lixx Uyy in — f (5.48)

where
u = u(x,y) and / = f(x,y).

5.3.2 Finite Difference Solution of the Periodic Problem

Consider the problem
'U'xx T 'Uyy in — f

where u and / are periodic functions in x and y. Let dx and dy be the periods in the x and y 
directions, respectively, i.e.,

n(0, y) = u{dx. y); /(0, y) = /(dx, .</);

u{x, 0) = u(x. dy); /(x, 0) = /(x. dy).

Now, suppose that we have a nxxny mesh descritization of the rectangular region [0, dx), [0, dy] 
so that

Uj,k = u(jh, kh); f:,k = f(jh, kh) 

where j = 0,1,2, • • • , (n.x - 1), k = 0,1,2, • • • , (ny - 1) and

dx dy 
nx ny

The finite difference approximation to uxx is

Similarly,

, \ _ 2. (ui+1 *<k uj-k _ VXk1 xx,j-k h\ h h )
’U'j+l.k 2Ujk -f- ^j—l.k

V

I \ Ujik+i k T Uj k—i
\uyy)j,k ~ U
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So, the discrete form of equation (5.48) is;

Uj+l,k “h y>j,k+1 + Ujtk—i i h Ujtk = h fjjc

Noting that
u—\,k = unx-l,k

"Unx,k = «0,Jfc
uj,-l = uj,ny-l

So,

0 0 0 0 
/ 0 0 0

where I is the identity matrix,

T
I

0

I

T
I

0 0

0 0 
I 0 
T I 
I T

uj,nv ~

-01
-00
-00
-00

Ujfi

T I 
I T

U0 fo

Ui h

U2 h

Uz
= h2

h

Unv-2 fnx-2

—"1

—4±fi2 1 0 0 - _

1 -4 ±h2 1 0 - _

0 1 4 ±h? 1 - —

T = 0 0 1 -4 ±h2 —

0 0 0 0 - — —L
1 0 0 0 - ~

U0,k hk

Ul,k fljs

«2,fe f2tk

u fc = «3 ,k ; A =
fs,k

Uny-2 fTlx 2

_ Uny-1 _ STlx 1

1
0
0
0

1
-4 ±h2

(5.49)

Tlx fox
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Now, the matrix T is a circulant matrix and the matrix on the left hand side of equation (5.49) 
is a block circulant matrix, i.e., a circulant matrix whose elements are matrices in themselves. 
Thus, equation (5.49) may be written as

U„-i + IUk + £4+1 = h2fk; k = 0,1,2,...., £4„-1- (5.50)

The form of the equations may be efficiently solved using the FFT. Let F„ be the nxn Fourier 
Matrix, i.e.,

1 1 1 1 1 1
1 c0 u,2 u;3 - un-2 U)n~1

1 a,2 a;4 u/6 - — Qj2(n-2) w2(n-l)

1 cu3 a;6 w9 - w3(n-2) w3(n-l)

1 w2(n-2) w3(»-2) _ - a;(n~2)2 a,(n-2)(n-l)

1 w2h‘-0 — ^("-OCn-s) w(«-l)2

where u> = e~“ and i = y/—i. Then DFT of n-dimensional vector a is

a = F"xa = nFna.

Furthermore, if A is an n x n circulant matrix, then F“1AF„ is a diagonal matrix containing 
the eigenvalues of A. Then eigenvalues may also be obtained by taking the discrete Fourier 
Transform of the first column of A.

Multiplying equation (5.50) by FnJ, we get

^£4-1 + F-xTC4 + F~%+1 = h*F£f„

Vk-i + AVk + Vk+i - h2Cki 0,1,2,...,% — ! (5.51)

where
" A0 0 0 0 — — 0 O’

0 X\ 0 0 — — 0 0
00A20- - 0 0

* _ r-lTr _ 0 0 0 A3 — — 0 0

0 0 0 0 - - AWa._2 0
0 0 0 0 - - 0 a„_2
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5.3. Wavelet-based Green’s Function Approach to Hlemholtz h Modified Helmholtz Problem

Vk = F-Hh = Uk =

VQ,k Co,k
Vl,k ('l,k
V2,k C2,fc
V-i,k ; Ck = Fn^fk = fk = Ca.fc

^nx—2 9ix—2
Vnx—1 _ cnx-\

Since A is a diagonal matrix, each set of equations in (5.51) is a decoupled system in itself

Aj'9',1; "P 9,^+1 — h Cjj; j

j = 0,1,2, ...,nx - 1; 

k = 0,1,2,..., ny — 1;

or, we can write
'A* 1 0 0 - - 0 1 ’

1

o

L____ ---
\

«i
? © __

1

l h 1 0 - 0 0 9,1 9,1
0 l Xj 1 - - 0 0 9, 2 9, 2
0 0 1 A, - - 0 0 9,3 II 9,3

0 0 0 0 1 1 I I if I 1 vj,ny-2 Cj,ny-2
1 0 0 0 - - 1

'■'p . 9,%~1 _ 9,%~1

(5.52)

where j = 0,1,2, ■ ■ • , nx — 1. Once again, a circulant matrix is encountered. In fact, the left 
hand side of equation (5.52) represents a discrete convolution. It follows from the properties of 
Fourier matrix that .

/ 'A/ \ {

9,o \ 9,o
1 9,i 9,i
0 9,2 9,2
0

■ 9,3 = h2F-}

Tly
9,3

0 9,%-2 9,%~2
\ 1 I \ _ 9,%-i . J . 9,%-i _

where the dot represents the componentwise multiplication of the parenthesized vectors. Trans
posing this system of equations and expanding for j = 0,1,2, • • • , nx — 1, we get

(LF-‘) . (ot-1) = h? (CF-1) (5.53)
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where
Ao
Ai
A2
A3

1 0 
1 0 
1 0 
1 0

0 0 1 
0 0 1 
0 0 1 
0 0 1

An*-2 1 0
An*-1 1 0

0 0 
0 0 (nx,n y)

v =

and

C =

^0,0 U0,1 V0.2 Vq,3 — — *>0,n„-2 Vo,ny-l

Vi,o Vl,l Ui,2 *>1,3 V\,nv—2 Vl,Uy—l
V2,0 V2,l V2,2 *>2,3 — ~ V2,ny-2 V2,nv-1

U3,0 *>3,1 v3,2 *>3,3 _ ~ *>3,ns—2 V3,ny-l

^n*-2,0 Vnx -2,1 vnx-2,2 vnx-2,3 ~ Vjix—2,nv-2 *>nx—2,n„—1

£ 1 )-> O vnx—1,1 *W-1,2 *V-1,3 ~ Vyix—1, n }j—2 Vjlx — l,7ly — 1

C0,Q C(),l CO,2 Co,3 — — Co, Jly-2 Co,na-l

Cl,0 Cl,X Cl,2 cl,3 ~ Cl.ny—2 Cl,ny—1

c2,0 C2,l C2,2 C2,3 — — c2,na-2 C2,nv—l

C3,0 C3.1 C3,2 C3,3 — — Cz,ny-2 c3,nu-l

Cnx-2,0 Cn*-2,1 Cn*-2,2 Cn*- 2,3 — Cnx—2,nv—2 Cnx—2,%—1

Cnx—1,0 Cn*-!,! Cn*-1,2 Cn*—1,3 Cnx-l,nv—2 Cnx-l,ny—l

From the properties of the Fourier matrix, the first column of A is Inverse Fourier transform of 
the first column of L. Hence,

Fn*L :

A±h2 1 0 0 - - 0 1 
1 0 0 - - 0 0 0
0 00--000
0 00--000 = A' (say)

0 00--000 
1 0 0 - - 0 0 0
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K is referred to as the Convolution Kernel. Thus,

L = F^K

Also, from the definition of 14 and C’k, we get

and

where

V = F^U

c = FI1/

u =

and

/ =

^0,0 ^0,1 no,2 «0,3 ~ u0,ny-2 no,fly —i
«1,0 ni.i ni,2 ni,3 ~ 1*1, nv— 2 1*1,ny—1

1*2,0 «2,1 1*2,2 ^2,3 ~ 1*2,ny-2 “2,fly-1

V'3fi «3,1 1*3,2 ^3,3 — ~ 1*3,nv-2 1*3,nv—l

1*nx—2,0 unx-2,l 1*nx-2,2 n^-2,3 — ~ 1*nx-2,ny-2 1*nx—2,ny-l
1*nx—1,0 ^nx-1,1 1*nx-1,2 nnx—1,3 ~ 1*nx—1,%—2 1*nx—l,ny—l

/o,o /o,i /o,2 /o,3 ~ f3,fly—2 /0,fly —1
/l,0 /l.l f1,2 /l,3 “ /l,fly—2 /l,fly-1

/2,0 /2,1 /2,2 /2,3 — f2,fly —2 f2,fly — 1

f'ifi h,i hfl /3,3 ~ /^3,fly —2 f3,fly — 1

fthc—2,0 ffix 2,1 fnx—2,2 /fix 2,3 /fix — 2,fly ~2 /flx-2,fly— 1

/fix—1,0 /rix—1,1 /fix—1,2 /fix—1,3 /fix l,fly—2 /fix — 1 ,?ly — 1

Equation (5.53) may be written as

where

K ‘U = h2f

■ (C^1) = h2 fafF-1) 

* = (O^1)
denotes the two-dimensional FFT of nx x ny matrix A. Then the solution to equation (5.48) is 
obtained by taking the Inverse two-dimensional FFT of

U = h■ (f/k)

172



5.3. Wavelet-based Green’s Function Approach to Hlemholtz & Modified Helmholtz Problem

where / denotes the componentwise division.

In the particular case of Poisson equation, the convolution kernel is singular. As a consequence 
of this singularity, the first element of K is zero, i.e.,

To avoid the division by zero, [ K ) mat be set to arbitrary non-zero value. If the function
\ / o.o

/ is chosen such that its mean over the period is zero in both the x and y directions, then the
value assigned to I K ) is immaterial, 

v / 0,0

5.3.3 Wavelet-Galerkin Solution to the Periodic Problem

The Wavelet-Galerkin method (see [RGT90], [ALT91], [LT90], [Wei]) gives the solution u and 
the right hand side / as expansions of scaling functions at scale m. For the purpose of our work, 
it will suffice to say that the scaling function 4> is defined by a dilation equation of the form

OO

d)(x) = ak(p{2x — k)
k=—oo

and that the values of the scaling function may be calculated using this recursion. Compactly 
supported scaling functions, such as those belonging to the Daubechies family of wavelets (see 
[Dau92]), have a finite number of non-zero filter coefficients a*,. The number of nonzero filter 
coefficients is denoted by N. Figure-5.1 shows the Daubechies 6 coefficient scaling function. 
For a more detailed description of scaling functions, their construction and their properties (see 
[AWQW92], and [Str89] ).

The Wavelet-Galerkin solution of the periodic problem is slightly more complicated than the 
finite difference solution, since the solution procedure consists of solving a set of simultaneous 
equations in wavelet space and not in physical space. This means that we have to transform the 
right hand side function into wavelet space, solve the set of simultaneous equations to get the 
solution in wavelet space, and then transform the solution from wavelet space back into physical 
space. Consider again the equation

uxx + Uyy±u = f (5.54)

The Wavelet-Galerkin approximation to the solution u(x, y) at scale m is
OO OO

u(x,y) = EE ck.,2m/2(P{2mx-k)2m/2cp{2mx-l)- k,le Z (5.55)fc=0 /=0
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Figure 5.1: Daubechies 6 coefficient scaling function

where ck,i are the wavelet coefficients of u, i.e., they define the solution in wavelet space. The 
transformation from wavelet space to physical space (or vice versa) can be easily accomplished 
using the FFT if the wavelet expansion is expressed as discrete convolution. To do this, we 
make the following substitution:

X = 2mx; Y = 2 my.

Then

U(X,Y) = u(x,y)
OO OO

- EE CkJ2m/2<t>(X - k)<t>(Y - l)

k=0 /=0
30 OO

- EE Ck,i<t>{X - k)cp(Y - l)k=0 1=0

where
Ck,i = 2 m/2cfc,( (5.56)

Now, u(x,y) is periodic in x and y with periods dx and dy, so that U(X,Y) is periodic in X 
and Y with periods 2mdx and 2mdy. Assuming that dx, dy e Z, so that

nx — 2mdx 6 Z
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and
ny = 2mdy G Z

then Ck.i is periodic in k and l with periods nx and ny.

Now, consider an nx x ny discretization of U(X, Y), obtained by letting X and Y taking integer 
values only. This gives the values of u(x, y) at all the dyadic points (x, y) = (2~mX, 2~mY), i.e., 
the discretization of u(x,y) depends on scale that we have chosen (or vice versa). Thus,

UiJ = U(iAX1jAY) = U(i,j)- 

i 0,1,2,3,7ix 1, 

j = 0,1,2,3,..•, ny - 1. 
Equation (5.56) may then be written as

oo oo

u'= = E E
k=0 1=0 

oo oo

Ui.j = /^ Cj-kj-i<t>k<t>i,
k=o 1=0

where 0(k) = 4>k- In matrix from, we may write it as

U = *„.C*£

where
Uofl c/0,1 C/o,2 C/0.3 - — Uo,ny-2 U0,ny-l

Uh0 c/1,1 C/l,2 C/l,3 - — u l,ny-2 U\,ny-\

C/2.0 c/2,1 C/2,2 C/2,3 - — U2,ny-2 U2,ny-1

f/3,0 t/3,1 C/3,2 C/3,3 - ~ Uo,ny-2 Uo,ny-l

UTlx-2,0 Unx-2,\ Unx-2,2 U,ix-2,3 - ~ Unx-2,ny-2 Unx-2,ny -

Unx-1,0 Unx—1,1 Unx-1,2 Unx-1,3 - ~ Unx — l,ny-2 ^nx-\.ny-

c0,0 Co,l Co,2 CO,3 _ Co,ny-2 C0,n„-1

Cl.O Cl.l Cl,2 Cl,3 Cl,ny-2 Cl."v-1

C2,0 C2,l C2,2 C2,3 — C2,?ty—2 C2,7ly-1

c3,0 C3,l c3,2 c3,3 — C3,ny—2 ^3,ny —1

Cnx-2,0 Cnx—2,1 cnx—2,2 Cnx-2,3 Cni_2,ny-2 2,/ly 1

O
1He___

1

Cnx —1.1 Cnx —1,2 C«x-1,3 — cnx-l,ny-2 ^7la;-l,ny-l

(5.57)

175
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0 0 0 -

01 0 0
02 <£i 0 -

07V-2 07V-3 07V—4 ~

0 07V-2 07V-3 —

— 0/v_2 ~ ~ <t>2

- 0 - - 03
- 0 - - 04

- 0 - - 0
- 0 - - 0

0 0 0 0jV—3 — — — — 01

0 0 0 — — 0jV-2 — — 02
01 0 0 — — 0 — — 03
02 01 o - - 0 - - 04

07V—2 07V—3 07V—4 ~ “ 0 — — 0
0 07V—2 07V—3 — “ 0 — — 0

0 0 0 0JV—3 — ~ — — 01

Taking two dimensional FFT of equation (5.57)

FrUF.-1■ n* 7ly %
or

o = (f£cf£) (f„<f-‘) .
But <!>„, where n = (nx,ny), are circulant matrices and hence

where

Thus,

(,^nx ^nxFn^) — Mnx 

KC.F-1) = (F-‘C F„) = M„

Mo 0 0 o - - 0 0
0 Mi 0 0 - - 0 0
0 0 M2 0 - - 0 0
0 0 0 M3 - - 0 0

0 0 0 0 - Mn-2 0
0 0 0 0 - - 0 Mn-1

[/ = MnxCMnv

01

02

03

0
0

0
flX7l

02

03

0
0

0
nxn

(5.58)
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Equation (5.58) may be written as
U = B* • Bj, • C

where
mo Mo Mo Mo ~ - Mo Mo
Mi Mi Mi Mi ~ ~ Mi Ml
M2 M2 M 2 M2 ~ - M2 M2

Bx- =
M3 M3 M3 M3 — — M3 M3

M«»-2 Mb*-2 Mb*— 2 Mb*-2 — Mb*—2 Mb*—2
_ Mb*~ 1 Mb*- 1 Mb*-1 Mb*—1 Mb*—1 Mb*—1

Mo Mi M2 M3 Mb*—2 Mb*—1
Mo Mi M2 M3 — — Mb*-2 Mb*—1
Mo Mi M2 M3 “ — Mb*-2 Mb*—1

By = Mo Mi M2 M3 ~ ~ Mb*-2 Mb*—1

Mo Mi M2 M3 — — Mb*-2 Mb*—1
Mo Mi M2 M3 — Mb*—2 Mb*-1

But from the properties of Fourier matrix

B, = #0*

By ~ K&y

where
0 0 0 0 - - 0 0

^1 0 0 0 - - 0 0
02 0 0 0 - - 0 0
03 0 0 0 - - 0 0

^■<px

0AT-2 0 0 0 - - 0 0

0 0 0 0 - - 0 0
0 0 0 0 - - 0 0 _

(5.59)
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’ 0 <pl
02 — - 4>N-2 ~ - 0 0 "

0 0 0 - 0 - 0 0
0 0 0 - 0 - 0 0

0 0 0 - - 0 - - 0 0
0 0 0 - - 0 - - 0 0

0 0 0 - - 0 - - 0 0

So, equation (5.59) becomes
U = k^- ■ t (5.60)

giving a relationship between U and its wavelet coefficients C. Similar relationships to equation 
(5.56) and (5.60) exist for right hand side function /, i.e.

OO OO

F{X, Y) — f(x,y) = EE 9U<K* ~ k)<KY - 0 (5-61)
k=0 1=0

and
P- = k0i (5.62)

where g is the matrix of wavelet coefficients of F(X, Y).

5.3.4 Differential Equation in Wavelet Space

Now, we substitute equation (5.56) and (5.61) into equation (5.62), and we get

i.e.

Ox2 EE CkJct>(X - k)q>(Y - l)k=o ;=o
dy2 EE Ck,HX - k)&(Y - l)_k=o i=o

±EE Cfc,;0(A - /r)0(r - l) = EE 9k,i<P(X - k)<t>(Y - l)k=0 1=0 k=0 1=0
OO OO OO OO

EE 22mCu<p"(X - k)cp(Y -l) + EE 22mCkMX - k)(p"(Y - l)
k=0 1=0 k=0 1=0

oo oo oo oo

±EE Ck,i<t>{X - k)cp(Y -l) = EE 9kMx - k)<p(Y - l)k=0 /=0 k=0 1=0
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Taking the inner product of both sides, first with <p{X — p) and then with (j>(Y — q): p,q £ Z, 
we get

00 OO p p

EE 22mCu / <j>"(X-k)</>(X-p)dX / 4>(Y — l)cj){Y — q)dYu—r\ 7_n v J0 Z=0
OO OO

+
iAJ p p

EE 22mcw / 0(x - (y - o<^(y - g)<iyfc=G Z—0 ** J
OO OO p p

± E E cw / <£(* - ^ ^&=o z=o ^ ^

oo oo ,,EE^ / 0(*-AMX-p)dX- / <t>{Y-l)<f>{Y-q)dY
i—a j_nfc=0 1—0

Since the translation of the scaling functions are mutually orthogonal, this simplifies to
OO

So,

where

p w p
E Ck,q / 4>"{x - k)<j>(X - p)dX + ]T CP)l / <t>"{Y - l)<j>(Y - q)dY ±
k^Q J Z=0 J

oo oo ^

E Ck,q£lp-k + El CpjQq-l = [3p,(; ± Cp,g]
fe=0 ?=0

Oy-* - J <!>"{Y - k)(f)(Y - j)dF

a
/V/

22m 2^™
9p,q-

are the connection coefficients described by Latto et. at [ALT91]. Remembering that Cj^ and 
gj'k have periods nx and ny in x and y directions, the matrix form of the differential equation is

where

Rn =

T> rt 1 nnT ^
KnxG + GK,ns) - ^ 'g T C]

O0 1

1 - 02-iv - Ow-2 — Oi "

Qi Oo — — 03_w — 0 02

Ojtf-2 0iV_3 — — Oo — 0 0
0 OiV-2 — — Oj — 0 0

0 0 - : : : 0_i — 0 2-iV
02-JV 0 - — — — Oo O3-N

p 1 0—2 — - 0 - — Oiv_i SO
 1

0 
1

1 
__

__

(5.63)
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The two dimensional FFT of equation (5.63) is

F-HR^CJF-1 + F“'(C)B? F"1 = F.
Tlx

1
22171

[g T- C] ] f;

i.e.

(Fi'R^F^) (f-‘CF£) + (F-'CF-1) (f„Xf%) ^(Fi'feTCjF-1)

It can be written in the form

where

and

l rA n*C + CAnv — 2m 9TC

Fnx nx — An*
E>-1 D p _ p f>T p-1 rny lxnvrny ~ rnynnyrny An,,

A0 0 0 0 -
0 Ax 0 0 -
0 0 A2 0 -
0 0 0 A3 -

0 0 0 0 
0 0 0 0

Equation (5.64) may be written as

0
0
0
0

0
0
0
0

An-2 0 
0 A„_i

- (n,n)

(5.64)

where

H,

Ao
Ax
A2
A3

(H,+H,).C=^; l*C

Ao
Ai
a2
A3

Ao
Ai
A2
A3

An*—1 An*—2 A- 
An*—1 An_1 A-

Ao
Ai
a2
A3

in*—2 Aj,*—2

kn*-l -"'ra*—1 Artl _ 1

Ao
Ai
A2
A3

Ao
Ai
A2

A3

An*—2 fhix— 2 
An*—1 An*—x

(5.65)

* (jlxt'Tly')
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and
Ao Ai A2 A3 
Ao Ai A2 A3 
Ao Ai A2 A3 
Ao Ai A2 A3

Arij,—2 Kiy—1 
Arj,—2 A„s_i 

Any—2 ATIjj _ x 
Any—2 A„y_i

Ao Ax A2 A3 
Ao Ax A2 A3

Rom the properties of Fourier matrix

Afly—2
A%—2 J (nx,ny)

and

where

Hx = KQ,X

H f = KQy

n0 000--00
Ox 000--00 
02 000--00 

000--00

Ka nN—2 0 0 0 -00

0 000--00 
fi2-N. 0 0 0 - - 0 0

0_i 0 0 0 - - 0 0

Qq fix fi2 — — Oa'-2 — 02—jv — G_x
000- - 0 - - 00
0 0 0 —— 0 - - 00

0 0 0 
0 0 0

0 - - 0 0
0 - - 0 0

0 0 0 0 - - 0 0
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Let
Aq = Kqx + K%

This is the convolution kernel of the left hand side of equation (5.63). Thus, equation (5.65) 
becomes

Combining equations (5.60), (5.62) and (5.66), we get

6 - (A, ■ A») ■ ((^ty (A. ■ A,)) /A

Taking the inverse two dimensional Fourier transform, we get the solution U.

(5.66)

5.3.5 Incorporation of Boundary Conditions

The Capacitance Matrix Method

Boundary conditions may be incorporated using the Capacitance Matrix method (Proskurowski 
and Widlund [PW96], Qian and Weiss [QW93] and others).

Suppose, we have to solve the problem

uxx + uyy ±u = f in S (5.67)

with Dirichlet boundary conditions

u = ur(x,y) on the boundary F.

Again, suppose that u(x, y) and f(x, y) are periodic with periods dx and dy in x and y direction, 
so that the region S lies in the periodic cell [0, dx], [0, dy}. f can be made periodic by making it 
zero outside S. If necessary, the function / may be extended smoothly outside S, so as to make 
it periodic.

Let the solution to the differential equation with periodic boundary condition be u(x,y). The 
solution u to the differential equation with Dirichlet boundary condition may be obtained by 
adding in another function w(x, y) such that

u = v + w (5.68)
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Since,

w must satisfy

vXx + vyy ± v = /; in S, 

w-j-x + wyy ± w = 0; in S.

However, on or outside the boundary T, Aw = wxx + wyy may take such values as to make u 
satisfy the given boundary condition. The desired effort nay be achieved by placing- sources (or 
delta functions) along a closed curve T, which encompasses the region S. Thus, w is given by 
the solution to the equation

wxx + wvy ± w — X,; in [0, dx) x [0, dy\

where
Xi = *i(®» V)~ J (p» q)8(x -p,y- q)dTi] (p, q) 6 Ti 

and d(x, y) is the delta function at (0,0).

Let G(x,y) be the Green’s function of the differential equation, i.e.,

T Gyy i G = $(x, y), in [0, (lx\ x [0, dy\

The periodic Green’s function may be easily computed using the periodic solvers. Thus, the 
solution of BVP is given by convolution

W = G(x,y)*X1(x,y) (5.69)

i.e.
w f X0(p,q)G(x J Fi

■p,y~q)dTi; (:p,q)eT1

In order to discretize the equation (5.69), consider a finite number of points (pj,qj); j = 
1,2,3, ....,nr on the curve fy, where nr is the number of mesh points lying on the boundary F. 
Thus,

OO

w{x, y) = ^2Xo(Pj,qj)G(x — Pj,y - qfi 

j=o
or simply

w(x’ V) = S xiG(x ~ Pv V ~ Qj) (5-70)

j
Now, the values of w(x, y) on the boundary F are known from the BC and the solutions to the 
periodic problem. Let (xi,yi),i — 1,2,3, ...,nr be the set of mesh points lying on F. Then from 
equation (5.68)

w{ = w(xh yi) = uv{xi, yi) - vr(xh yi)-, * = 1,2,3,..., nT
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Equation (5.70) may now be written for each point (x», j/») on the boundary as

OO
Wi = ^ XjC(.Xi [>j. iji qj)j i 1) 2,3,..., (5.71)

0=0

In matrix form this equation becomes

«’l ' Gn Gn G13

1---Ue1111

w2 G2i g22 G23 — — — — G2nr a2
w3

—

G31 G32 G33 — — — — G3nr *3

Wnr — l Gn r—i,i Gnr~ 1.2 bnr-1,3 ^-*np — l,np ^np-1

Wnr . . Gnr,i Gnr. 2 Gnr.3 ^np.np . fnr .

where
Gj j = G(xi - y, - qt).

Solving this set of equations yields the values of Xy which may then be substituted into equation 
(5.70) to obtained value w. The solution u to the given differential equation is then obtained 
from (4.8.1).

The choice of the curve F, is a matter of critical importance. Qian and Weiss (see [QW93]) 
have shown that Tx should be offset from the boundary F by at least N mesh points (where N 
is the support of the scaling function) order to control the residual error arising from the finite 
support of the delta function in wavelet space. The support of delta function in wavelet space 
may be shown to the same as that of the scaling function by taking the inner product of the 
expansion

OO OO

«*.»>-E E 9kMX - k)<j>(Y - l)
k=0 1=0

with each of the basis function (j){X — i)(/>(Y — j). This gives

9i,j = 2 2m0(-i)<f>(-j)

from which the support of is given both coordinate directions.

5.3.6 Convergence and Computation Time for Test Examples

Consider the differential equation

Hxx + uyy + U = 4 + X2 + ;f/2

184



5.3. Wavelet-based Green’s Function Approach to Hlemholtz & Modified Helmholtz Problem

on
G = {{x,y)\- 1 < x < 1; -l<y<l}

with boundary conditions
u = x2 + y2 on dQ. 

The exact solution for this problem is

u{x,y) = x2 + y2.

Figure 5.2: Analytical and Numerical solution

Figure-5.2 shows the decay of the analytical and numerical solution. The Table 5.1 shows the 
decay of numerical residual error with increasing sample size n. The figure clearly indicates 
the high rate of convergence that is obtained with wavelet method. Table-5.2 indicates the 
variation of computation time, in seconds, with increasing sample size n. The wavelet solution 
takes slightly longer than the finite difference solution, because we have to transform the sample 
from physical space into wavelet space and back again. From these results, it can be seen that 
wavelet solution compares extremely favorably with the finite difference solution.

5.3.7 Conclusion

The wavelet method has been shown to be a powerful numerical tool for the fast and accurate 
solution of partial differential equations. The procedure described here shows that the solution 
to the differential equation is related to the equations on right hand side by a sequence of discrete 
convolution which can be rapidly performed using the FFT. Although the FFT implies that the

185



5.3. Wavelet-based Green’s Function Approach to Hleniholtz fe Modified Helmholtz Problem

n With
Wavelet
Method

With
Finite

Difference
3 2.32 e -2 4.12 e -2
4 2.21 e -2 4.69 e -2
5 2.15 e-2 3.62 e -2
6 1.00 e -2 2.62 e -2

Table 5.1: Residual error of wavelet method and finite difference method

n With
Wavelet
Method

With
Finite

Difference
3 10.52 20.51
4 13.89 30.52
5 18.21 39.53
6 19.41 50.63

Table 5.2: Computational time for wavelet method and finite difference method

solution is periodic, we may incorporate non-periodic boundary conditions using the periodic 
Green’s function. Solutions obtained using the wavelet method have been compared with those 
obtained using finite difference method and the wavelet solutions have been found to converge 
much faster than the finite difference solutions, the gains in accuracy, particularly with higher 
order wavelets, far outweighs the increase in cost. Furthermore, wavelet have the capacity of 
representing the solutions at different levels of resolution, which makes them particularly useful 
for developing hierarchical solutions to the engineering problems.
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