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Using electron spectroscopy technique, we measure the absolute double-differential cross sections (DDCSs)
of electrons emitted in collisions of 200-keV protons on He, CH4, and O2 and 5.5-MeV/u bare C ions
colliding on O2. The emitted electrons are measured in the energy range from 1 to 400 eV for He and CH4

targets and up to 600 eV for O2 to include the K-LL Auger line of oxygen. The electrons are detected over
different emission angles varying from 20◦ in the extreme forward direction to 160◦ in the backward direction.
The single-differential cross section (SDCS) and total cross section are deduced from the measured DDCSs
spectra for all the targets. The DDCS and SDCS are compared with the state-of-the-art continuum distorted
wave–eikonal initial state (CDW-EIS) theoretical model. The CDW-EIS model provides excellent agreement
with the oxygen data at MeV energy, whereas the deviation in the case of keV energy is substantial, in spite of
having nearly the same perturbation strength. The forward-backward angular asymmetry shows a saturation
effect in the case of keV energy protons but no such signature is observed for the high-energy collision.
A systematic analysis reveals that the asymmetry at low electron energy is sensitive to the associated atomic
or molecular structure and is in close agreement with the theory.
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I. INTRODUCTION

The ionization of atomic and molecular targets by the
impact of charged particles has been a subject of study over
the decades and still draws attention in different fields such
as astrophysics, plasma physics (particularly for the modeling
of the low-temperature plasmas), and radiation therapy for
cancer treatment [1–3]. In this work we focus on the study
of single ionization of three different atomic and molecular
targets, such as He, CH4, and O2 in collisions with keV
energy protons. To understand how the ionization dynamics
changes with the variation in the velocity vp and charge state
qp of the projectile, we provide a comparative study for the
ionization of the O2 molecule using keV energy protons and
MeV energy C6+ ions. These two projectiles were chosen
such that, although the qp and vp are quite different, their
perturbation strengths qp/vp are nearly the same, i.e., 0.35 for
the 200-keV/u protons and 0.40 for the 5.5-MeV/u C6+ ions.

The collision of protons on He is one of the simplest and
a benchmark system for testing the efficacy of the theoretical
models on ion-atom collisions. Helium is also one of the most
abundant elements found in the universe. The protons and
α particles are present abundantly in the solar wind, which
is a highly ionized magnetized plasma. The CH4 is one of
the important molecules which is present in the interstellar
medium, in the circumstellar environment, on the surface of
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Titan, and also on the surfaces of several icy bodies of the solar
system [4,5]. The methane-containing surfaces are exposed
to the energetic protons and other ions from the cosmic rays
leading to the ionization and fragmentation of the molecules.
A better understanding of the ionization cross sections of these
molecules is thus essential for modeling the various planetary
atmospheres and for other astrophysical applications.

Although the molecular targets, such as CH4 and O2,
are more complicated compared to He, they act as bench-
mark or reference targets for studying the ionization of large
biomolecules [6], which have gained immense importance
for hadron therapy (for a recent review see [1,2]). The
methane also serves as a reference system for studying the
large hydrocarbon molecules such as the polycyclic aromatic
hydrocarbon molecules in connection with an application in
astrochemistry. Therefore, these small molecular targets serve
as a bridge between the small atoms and large molecules
and provide a stringent test of the theoretical models before
they are applied for the larger molecules. Apart from these
applications, ionization studies of diatomic molecules such
as O2, H2, and N2 have also gained renewed interest due
to the observation of the Young-type interference effect in
the electron-emission spectrum due to spatial coherence, a
fundamental quantum-mechanical interest [7–12]. The study
of such atoms and molecules is also crucial towards the
development of a comprehensive scaling law for ionization
(see, for example, the work by Montenegro et al. [13]).

Over the past few decades, several studies have been
carried out on the double-differential cross sections (DDCSs)
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of electrons emitted from a helium atom using the protons
and highly charged ions having energies from a few keV
to several MeV [14–30]. Different studies on the ionization,
fragmentation, and charge-transfer processes [31–34] have
also been carried out for CH4 and O2 targets. However, not
many measurements of the DDCS of electron emission from
CH4 and O2 exist in the literature [35–41]. Studies on the total
ionization cross sections are the most common, although the
DDCS measurements provide a much better understanding of
the collision dynamics.

In the present experiment, besides the high-energy colli-
sion (vp ∼ 15 a.u.), we also measure the electron emission
at a lower velocity (vp ∼ 2.8 a.u.), which is closer to the
intermediate-velocity regime where along with ionization,
electron capture and transfer ionization channels are also ef-
fective. In most of the earlier work on DDCS measurements of
electron emission from He by protons [15–17], the measured
data were compared with the first Born approximation, a one-
center model, which is well known to work only for projec-
tiles with high energy and does not deal with postcollisional
effects. In contrast, the continuum distorted wave–eikonal
initial state (CDW-EIS) model is well known to be effective
in the intermediate- to high-energy regime of the projectile.
This model assumes the ionized electron to be influenced
by the long-range Coulomb field of both the target and the
projectile, thus explaining the two-center effect accurately.
The present series of experiments using both the He atom
and simple molecules along with an elaborate comparison
with the CDW-EIS model provides valuable inputs towards
the understanding of the collision dynamics in the low- and
high-velocity regimes.

We report the energy and angular distributions of the
DDCS of the electrons emitted from He, CH4, and O2 in
collisions with 200-keV/u protons along with the same for O2

with 5.5-MeV/u bare C ions. The forward-backward angular
asymmetry α(k), which reflects well on the two-center effect
and also the characteristics of the target, is deduced for all
three targets. In our experiments with 200-keV H+ ions, since
the projectile velocity is almost comparable to the velocity
of the valence electrons in the target, α(k) is an even more
important quantity to study.

II. EXPERIMENTAL TECHNIQUES

A brief description of the experimental apparatus is given
here. The 200-keV protons (velocity vp = 2.83 a.u.) were
obtained from the electron cyclotron resonance–based ion
accelerator facility at TIFR, Mumbai [42,43]. This is a
14.5-GHz machine with a maximum extraction voltage of
30 kV. The electron cyclotron resonance (ECR) plasma ion
source along with an electrostatic lens, Faraday cup, and
analyzing magnet is mounted on a high-voltage deck which
can be raised up to 400 kV. This low-energy accelerator is
suitable for providing low-velocity highly charged ions. There
are four beamlines and a switching magnet is used to steer the
beam in the desired beamline. Each beamline is equipped with
electrostatic quadrupole triplet lenses and X -Y deflectors for
focusing and steering the ion beam. A pair of four jawed slits
is also used to cut the beam and control the beam divergence.
A differential pumping arrangement is connected at the end

of the beamline, which is followed by the scattering chamber.
An extended aperture, 2 mm in diameter and 30 mm long,
is placed at the end of the beamline and another aperture of
4 mm diameter is placed just at the entrance of the scattering
chamber for further beam collimation. The beamline pressure
is maintained at about 5 × 10−9 mbar and the scattering
chamber is maintained at a base pressure of 10−8 mbar. It
is necessary to maintain a high vacuum in the beamline to
reduce the probability of charge neutralization of the projec-
tile ions. In the case of He and CH4, the scattering chamber
is flooded with the target gases at an absolute pressure of
0.1 and 0.05 mTorr, respectively, which is measured using a
capacitance manometer (MKS Baratron). In the case of O2,
the experiments are performed both under flooded chamber
conditions and by using an effusive jet source; in both cases
similar results are obtained. In the case of the effusive jet
source, the experiment is performed in a crossed-beam ar-
rangement. Two sets of μ metal sheets are attached to the
inner walls of the scattering chamber to reduce the Earth’s
magnetic field to about 10 mG near the interaction region. The
ejected electrons are energy analyzed using the hemispherical
electrostatic energy analyzer and are further detected by the
channel electron multiplier (CEM). A preacceleration voltage
Vc of 6 V is applied at the entrance and exit slits of the spec-
trometer to increase the collection efficiency of the low-energy
electrons. The resolution of the analyzer is 6% of the electron
energy. The front of the CEM is biased to +100 V, which
ensures a uniform collection efficiency of the detector in the
electron energy range measured. The number of projectile
ions is obtained by measuring the ion beam current on the
Faraday cup. The DDCSs are measured in both the presence
and absence of the target gas for all the angles, although the
background counts in the absence of the target gas are very
low. The ejected electrons from He and CH4 are measured
between 1 and 400 eV and for O2 from 1 to 600 eV. The
measurements for all three targets impacted by 200-keV pro-
tons are performed for 11 different angles from 20◦ to 160◦.
The total absolute error in the present series of experiments
varies from 15% to 19%, which includes contributions from
gas pressure fluctuations, counting statistics, efficiency of the
detector, resolution of the spectrometer, and the solid-angle
path-length integral. The statistical error varies from ∼1% in
the case of the forward angles to ∼8% for the higher energies
in the extreme backward angles, where the cross section
falls by order of magnitude. However, below 10 eV some
more systematic error cannot be ruled out, which is difficult
to estimate.

A similar kind of setup is used to perform the measure-
ments for the O2 target using a MeV energy ion beam. The
66-MeV C5+ ions (vp = 14.9 a.u.) were obtained from the
14-MV BARC-TIFR Pelletron Accelerator Facility at TIFR,
Mumbai. The energy and charge state analyzed C5+ ions are
passed through a poststripper carbon foil arrangement to ob-
tain the bare ions. The C6+ ions are selected using a switching
magnet and directed to the desired beamline. The rest of the
experimental techniques and the arrangement comprising the
scattering chamber, differential pumping station, and electron
analyzer are similar to those in the case of measurements
with 200-keV H+ ions. The experiment is performed under
flooded chamber conditions at a static absolute pressure of
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0.15 mTorr and the DDCS spectra for electrons emitted from
O2 are measured for 12 different angles, namely, 20◦, 30◦, 45◦,
60◦, 75◦, 80◦, 90◦, 105◦, 120◦, 135◦, 150◦, and 160◦.

III. THEORETICAL DESCRIPTION

An independent-particle approximation is employed to de-
scribe the single-ionization reaction. This means that only one
electron from each one of the atomic or molecular orbitals is
considered to be ionized, whereas all the other target electrons
(the passive electrons) are considered to remain frozen in their
initial orbitals. The ionization process is described within the
prior form of the CDW-EIS formalism within the straight-line
version of the impact parameter approximation used for the
calculations [44,45]. The scattering amplitude as a function of
the impact parameter in the prior version within the CDW-EIS
approximation can be written as [46]

A−
i f (ρ) = −i

∫ +∞

−∞
dt

〈
χ−

f

∣∣∣∣
[(

Hel − i
∂

∂t

)∣∣∣∣χ+
i

〉]
, (1)

where Hel is the one-active-electron Hamiltonian and χ−
f and

χ+
i are the final and initial channel distorted wave functions,

respectively, given by

χ+
i = ϕi(x) exp(−iεit ) exp[−iν ln (vs + v · s)], (2)

χ−
f = ϕ f (x) exp(−iε f t )N∗(λ) 1F1[−iλ; 1; −i(kx − k · x)]

× N∗(ξ ) 1F1[−iξ ; 1; −i(ps − p · s)], (3)

with x (s) the active-electron coordinate in a target-fixed
(projectile-fixed) reference frame. In (2) ϕi represents the
active-electron initial bound state with εi its initial binding
energy and ν = ZP/v with ZP the projectile charge and v the
collision velocity. In (3) ϕ f is a free-electron plane wave with
momentum k, ε f = 1

2 k2, ξ = ZP/p, p = k − v, and λ = Z̃T /k
with Z̃T and the effective target nuclear charge describing the
interaction of the active electron with an effective residual-
target Coulomb potential. Also 1F1 is the hypergeometric
function and N (a) = exp(πa/2)�(1 − ia) its normalization
factor (with � the Euler Gamma function). The initial bound
state of the He target was considered within a Roothaan-
Hartree-Fock (RHF) representation [47]. In the case of the
O2 target, the molecule was approximated simply by two
independent oxygen atoms also described by RHF functions
[47]. The CH4 molecule was represented by a linear combina-
tion of atomic orbitals (LCAO) within a complete neglect of
differential overlap (CNDO) approximation (see [37,48]).

In all cases the residual-target continuum state effective
charge is taken as Z̃T = ni

√−2εi. In the He and O cases, ni

is the principal quantum number of the atomic orbital and εi

its ionization energy. In the CH4 case, εi is now the molecular
orbital ionization energy and ni the principal quantum number
of the corresponding atomic orbital in the LCAO.

This model was applied with very good success, first for
monoelectronic atomic targets [49], and since then it has
been continuously upgraded (see, for example, the review by
Fainstein et al. [22]). The model was then extended to mul-
tielectronic atomic targets [44] by including numerical wave
functions. The CDW-EIS model has been further improved in
order to apply it to small [46,50] and larger biological [51]

FIG. 1. Absolute electron DDCS for He as a function of emission
energies for different forward and backward angles. The solid line in
each panel shows the CDW-EIS model calculation.

molecules. Such a developed model has been successfully ap-
plied to compare experimental data for methane [38], adenine
[3,6], and other large molecules.

IV. RESULTS AND DISCUSSION

A. Energy distribution of the electron DDCS

1. 200-keV proton impact

The absolute DDCSs of the electrons emitted from He for
six different electron-emission angles are displayed in Fig. 1.
The small peak seen in the backward angles at around 35 eV
corresponds to the autoionization process following a double
excitation. In the case of forward angles, due to the large
Coulomb ionization contribution, the autoionization peak is
not observed. The CDW-EIS model provides qualitatively
overall good agreement with the data for all the forward
angles. In the case of the backward angles, the model matches
well with data points up to about 70 eV, beyond which it
underestimates the data for the rest of the spectra. For the
lowest electron energies (i.e., between 1 and 10 eV), the
experimental uncertainties are large, as there could be insuffi-
cient collection of electrons due to any stray fields causing
additional systematic errors. This may explain only a part
of the deviation between the theory and experiment at these
low energies.

Figure 2 displays the energy distribution curves for CH4 at
different forward and backward emission angles. The DDCS
falls by several orders of magnitude with an increase in
ejected-electron energy for a fixed emission angle. The sharp
peak observed in the backward angles at about 240 eV cor-
responds to the K-LL Auger electron emission from carbon
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FIG. 2. Same as Fig. 1 but for 200-keV H+ ions impacting on
CH4.

which occurs when a vacancy exists in the inner shell. Overall
very good agreement is observed between the theoretical
model and experimental data for the forward angles, whereas
in the backward angles one observes good agreement up to
about 50 eV, beyond which the theory shows a discrepancy
with the measured data. A small humplike structure can be
seen in the forward angles around 250–300 eV at 30◦ both
experimentally and theoretically. This hump is due to the
binary nature of the collision or head-on collision between
the projectile and the target electron. The position of the
binary encounter (BE) peak is given by E = 4 cos2 θme( Ep

Mp
),

where Mp is the mass of the projectile having energy Ep and
me is the mass of the electron emitted with energy E at an
emission angle θ . For the present experiment of 200-keV
H+ ions, at 30◦, the peak should be observed at 300 eV,
whereas for an emission angle of 45◦, it should be observed
at 200 eV. If the target electron is initially at rest, then one
would expect a prominent peak; however, an electron bound
to an atom or molecule has an initial momentum distribution
which superimposes on the peak. In the present case, the
projectile velocity is 2.83 a.u., which is almost comparable
to the orbital velocity of the electrons (1 a.u.) in the outermost
shell of CH4 and hence the initial velocity distribution of the
target electrons completely smears out the binary peak over
the entire range of emission energies.

Similarly, Fig. 3 shows the electron-emission DDCS spec-
tra for O2 when bombarded with 200-keV H+ ions; the
solid curves correspond to twice the theoretical calculations
for atomic oxygen. For the present collision system, a large
discrepancy is observed between the measured data and the
calculations for all the emission angles, although any obvious
reason for the same in not known. The K-LL Auger electron-
emission peak is seen at around 480 eV for all the backward

FIG. 3. Absolute electron DDCS for six different emission an-
gles for collision of 200-keV protons on O2. Solid lines represent the
CDW-EIS calculations for atomic oxygen multiplied by 2.

angles, whereas for forward angles it becomes invisible due to
the large continuum cross sections.

2. 66-MeV bare C ion impact

The energy distribution of the electrons ejected due to
collision of C6+ ions with O2 is shown in Fig. 4. The low-
energy part of the spectrum is dominated by the soft col-

FIG. 4. Same as Fig. 3 but for the collision system of 66-MeV
C6+ ions impacting on O2.
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FIG. 5. DDCS of ejected electrons from He as a function of
emission angle for different emission energies (black open circles).
The solid curves show the CDW-EIS model calculations.

lision or glancing collision mechanism where the electrons
are emitted with a large impact parameter. In the case of
highly charged ions like C6+, the two-center effect plays an
important role which generates the intermediate part of the
spectrum. Moving further ahead in the spectrum, one can see
the K-LL Auger peak at ∼480 eV for oxygen. For the present
projectile, since vp is much larger compared to the orbital
velocity of the target electrons, the BE peak will be present
at a much higher emission energy in the case of the extreme
forward angles. The CDW-EIS model for twice the atomic
oxygen provides excellent agreement with the experimental
data points for all the angles and over the entire energy range
under investigation. Only in the case of extreme backward
angles, at the higher-energy side of the spectrum, the theory
underestimates the data.

B. Angular distribution of the electron DDCS

Figure 5 shows the angular distribution in the case of the
He target for different electron-emission energies. A large
angular asymmetry is observed between the extreme forward
and extreme backward angles even in the case of low emission
energies such as 15 eV. The asymmetry increases even fur-
ther with an increase in emission energy. This large angular
asymmetry between the forward and backward angles may
be explained by the two-center collision mechanism, as men-
tioned in the preceding section. In the case of the atomic target
He, excellent agreement is observed between the measured
data and the theoretical model for low-emission energies such
as 15, 21, and 25 eV. With an increase in emission energy,
although qualitative agreement is observed between the theo-
retical curves and measured quantities, quantitatively it is seen

FIG. 6. Angular distribution of the electron DDCS for CH4 at
fixed electron-emission energies along with the theoretical calcula-
tions.

that theory slightly overestimates the data for forward angles
and underestimates the data points for the backward angles.
For higher emission energies, the departure of the theory from
the experimental measurements increases even further for the
backward angles. The experimental electron DDCS for He
reported by Rudd et al. [15] is shown in Fig. 5(e) by red
triangles. These points match well with the present data for
the backward angles but are a factor of 2 times higher for the
extreme forward angles. In Figs. 6 and 7, similar results are
observed between theoretical curves and experimental data for

FIG. 7. Angular distribution of e− DDCS from O2 in collisions
with 200-keV protons along with CDW-EIS calculations.
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FIG. 8. Same as Fig. 7 but for 66-MeV C6+ ions colliding with
O2.

both targets, CH4 and O2 in collisions with 200-keV H+ ions.
In all the cases, the CDW-EIS model agrees qualitatively with
data, but quantitatively shows maximum discrepancies in the
backward angles for higher emission energies. In Figs. 5–7,
the total absolute errors bars are shown for some of the points.
From the angular distribution plots, the CDW-EIS model is
seen to work well particularly for forward angles.

In Fig. 8 we present the DDCS of electrons as a function
of emission angle for the 66-MeV C6+ ion impact on the
O2 target gas. The angular distribution plots shown in the
six panels for different electron energies reveal a completely
different trend from that observed in Fig. 7. In the case of
11 eV [Fig. 8(a)], we observe an almost flat distribution over
the entire angular spread. This is due to the dominance of
the soft-collision mechanism, indicating isotropic ionization
over all angles. For higher electron energies, a peak is seen
around 80◦ which gets sharper with an increase in electron
emission-energy. This peak is due to the binary-collision
mechanism. Except for the lowest energies, the forward angles
have higher cross sections compared to the backward angles,
which is due to the two-center effect. For 80 eV, the DDCS
for extreme forward angles is 2.7 times higher than for the
extreme backward angles. This factor increases further with
higher emission energies and in the case of 340 eV it is
about 6 times higher than for backward angles, indicating a
drastic fall of cross sections in the case of backward angles.
The CDW-EIS model shows overall good agreement with the
measured data, except for the higher energies for backward
angles, where it underestimates the data.

C. Forward-backward angular asymmetry

Following the prescription of Fainstein et al. [52], we
define the forward-backward angular asymmetry parameter
α(k) as

α(k, θ ) = σ (k, θ ) − σ (k, π − θ )

σ (k, θ ) + σ (k, π − θ )
, (4)

FIG. 9. Asymmetry parameter α(k) for (a) three different targets
bombarded by the same projectile and (b) O2 impacted by 200-keV
protons and 66-MeV C6+ ions. All lines indicate CDW-EIS model
predictions.

where the electron energy εk = k2

2 in a.u., θ is a low forward
angle, and k denotes the ejected-electron velocity. Since the
angular distribution varies slowly near 0 and π , we use the
measured DDCS at 20◦ to calculate the approximate value
of the asymmetry parameter, i.e., α(k) for all four collision
systems under investigation (shown in Fig. 9). For He and
CH4, a large asymmetry is observed which increases mono-
tonically from 0.7 to ∼1.0, showing a tendency to saturate
beyond k = 2.75 a.u., as shown in Fig. 9(a). Theory pre-
dicts similar behavior, showing overall good agreement for
He. However, experimentally CH4 shows a slightly different
shape compared to that for He as well as that predicted by
the CDW-EIS calculation. For 200-keV protons colliding on
O2, the α(k) increases monotonically from 0.4 to ∼1.0 and
saturates beyond 2.75 a.u. One may note that although the
shapes of the angular distributions at the lower-energy (keV)
and higher-energy (MeV) collisions are vastly different, the
asymmetry parameter reveals similar kind of distributions as
a function of k. This gives us a way to compare the data
in a widely different projectile energy range. It is obvious
from Fig. 9(b) that the α(k) values for 200-keV/u protons
are much larger than that for the collisions with high energy,
i.e., 5.5-MeV/u C6+ ions. This may be explained by the fact
that the two-center effect and postcollisional interactions are
much stronger for 200-keV protons than for the higher-energy
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TABLE I. Total ionization cross section in units of Mb for the four collision systems.

TCS

Target Projectile qp/vp Expt. (±18%) CDW-EIS Ratio

He 200-keV/u H+ ions 0.35 31.5 50.7 1.6

CH4 200-keV/u H+ ions 0.35 252 346 1.4

O2 200-keV/u H+ ions 0.35 148 337 2.3

O2 5.5-MeV/u C6+ ions 0.40 708 809 1.14

projectiles, although the perturbation strengths, i.e., qp/vp,
for both projectiles are almost same. Thus, the asymmetry
parameter cannot be characterized uniquely by the perturba-
tion strength; rather it depends independently on the actual
value of the qp and the vp. It can be seen from Fig. 9(a)
that for lower electron energies α(k) is sensitive to the atomic
or molecular structure of the target and has the lowest value
for the O2, followed by the He and CH4 targets. For these
low-energy electrons, the impact parameters are expected to
be large and the projectile interacts with the whole atom or
molecule. In such cases the momentum transfer is small and
thereby the ejected electrons are sensitive to the structure of
the atom or the molecule. With an increase in the electron
velocity, the α(k) tend to merge together, since for these
electron velocities the impact parameter is quite small and
hence the projectile interacts mostly with individual atoms in
the molecule. Another feature that is observed for all three
targets is the saturation effect. This effect is seen to occur
when the electron velocity is close to or above the velocity
of the projectile. In the case of 66-MeV bare C ions, with
the projectile velocity being much higher than the highest
value of k measured, the α(k) values keep on increasing with
the increase in the electron velocity. Therefore, the angular
asymmetry is another or complementary way to look into the
information about collision dynamics and its dependence on
molecular species.

D. Single-differential cross section

The measured DDCS spectra can be used to obtain the
single-differential cross section (SDCS) by integrating the
DDCS over one of the variables, either the measured emission
energies or the emission angles. Figure 10(a) shows the SDCS
as a function of emission angles for all three targets He, CH4,
and O2 along with the CDW-EIS calculations. The SDCSs
obtained experimentally and theoretically for methane have
been multiplied by a factor of 4 (shown in the figure). For
all three targets, the SDCSs have been obtained by integrat-
ing the data from 5 to 400 eV. The CDW-EIS prediction
matches well with the experimentally obtained SDCS for the
He atom, although it slightly overestimates the data. In the
case of CH4, the theory shows qualitative agreement with
excellent matching around 100◦–120◦. Contrary to the above
two targets, for O2, a wide deviation is observed between
experimental and theoretical SDCSs over almost the entire
angular region. Figure 10(b) displays the SDCS for the MeV
energy bare C ions impacting on O2. Here also the integration
has been performed between 5 and 400 eV. The distribution is

reproduced very well by the theoretical model, with excellent
agreement for the backward angles.

Integrating the SDCS further over the emission angles, we
get the total ionization cross section (TCS) of the collision
system both experimentally and theoretically. The TCS values
provided in Table I have been deduced by integrating over
the electron energies from 5 to 400 eV and over the emission
angles between 20◦ and 160◦. The theoretical to experimental
TCS ratios provide the best agreement for MeV energy highly
charged ion projectile, whereas deviations (by a factor of 1.4–
2.3) exist for 200-keV protons, with the maximum difference
occurring in the case of O2. From this study it may be inferred
that although qp/vp was nearly the same for both energies,
the difference between the data and the model is not the
same; rather a larger deviation is seen at the lower energy.
The experimentally measured DDCS data are provided in the
Supplemental Material [53].

FIG. 10. SDCS as a function of emission angles for (a) all three
targets in collisions with 200-keV protons along with CDW-EIS
calculations (solid and dashed lines) [the data for CH4 (and theory)
are multiplied by 4] and (b) 66-MeV C6+ ions impacting on O2.

012819-7



MADHUSREE ROY CHOWDHURY et al. PHYSICAL REVIEW A 102, 012819 (2020)

V. CONCLUSION

We have measured the absolute DDCS of the electrons
emitted from an atomic target He and two molecular targets
CH4 and O2 when ionized by 200-keV/u protons. Double-
differential cross-section measurements have also been car-
ried out for O2 in collisions with 5.5-MeV/u bare C ions.
These two projectiles were chosen such that the perturbation
strengths for both projectiles were nearly the same. In the
case of 5.5-MeV/u bare C ions, the CDW-EIS calculations
for oxygen show excellent agreement with the measured
data for all the angles. For 200-keV protons, the model
provides reasonably good agreement for He and CH4, but
overestimates the DDCS for O2 in the case of all angles.
The angular distribution shows a distinctly different character
for the two different projectiles. In the case of lower-energy
collisions the forward-backward asymmetry parameter has
a much higher value compared to that for high-energy C
ions, in spite of almost the same perturbation strength. This
implies that the perturbation strength qp/vp alone cannot char-
acterize completely the asymmetry and two-center effect. For
200-keV protons, α(k) showed a saturation effect (irrespective

of the target species) for electron velocity greater than the
velocity of the projectile. The single-differential distributions
were also derived. The CDW-EIS model provides the best
agreement for the MeV energy collisions, whereas deviations
(by a factor of 1.4–2.3) exist for the 200-keV protons with the
maximum difference occurring in the case of O2, in spite of
having the same perturbation strength for all the collisions.
Further systematic investigations are required to check the
efficacy of perturbation strength in characterizing the collision
dynamics.
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Abstract
We report the measurement of the absolute double differential cross sections (DDCS) of
secondary electrons emitted due to the ionization of N2 molecule in collisions with fast
electrons having energies between 3 and 5 keV. The emitted electrons with energies from
1–500 eV have been measured for different forward and backward emission angles. The
measured DDCS have been compared with the state-of-the-art first Born approximation with
correct boundary condition (CB1) model calculations as well as with the classical trajectory
Monte Carlo (CTMC) method. From the measured DDCS, the single differential cross
sections (SDCS) as a function of the emission energies have been computed and eventually the
total ionization cross sections (TCS) have been derived. The TCS values are also compared
with a semi-empirical calculation, namely, the CSP-ic (complex scattering potential-ionization
contribution) model.

Keywords: ionization, electron impact, di-atomic molecule, DDCS, CB1, CTMC
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1. Introduction

The interaction of a charged particle with an atom or
molecule provides information about the fundamentals of
dynamics involved in the few-body system being investigated.
Depending on the energy and charge state of the projectile,
different processes can occur between the two collision part-
ners. The impact of electron on an atom or molecule, lead-
ing to single ionization of the target has been a subject of
study over decades. Different mechanisms like ionization,

∗ Author to whom any correspondence should be addressed.

excitation, elastic scattering, e–2e process etc [1] have been
investigated over several years and many aspects of these pro-
cesses are yet to be fully understood. The electron impact
ionization of target atoms or molecules is not only important
for understanding the collision dynamics but is also useful for
other fields of research such as, mass spectrometry, plasma
physics, astrophysics, stellar atmospheres and radiation chem-
istry etc [2–4]. Energetic electrons varying from few keV to
hundreds of keV are present in the interplanetary medium. In
the solar corona, different impulsive solar electron events are
observed at energies between 2 and 15 keV. In the solar wind,
the electrons have energy in the range from 20–200 keV [5]. In

0953-4075/20/235201+9$33.00 1 © 2020 IOP Publishing Ltd Printed in the UK
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addition, the nitrogen molecule deserves a special care since it
is one of the residual gas in the fusion reactors. In such devices
although the aim is to produce clean plasma to achieve high
fusion performance, the impurities, such as, nitrogen or other
noble gases are required to protect the plasma facing compo-
nents from extreme heat loads coming from the hot plasma.
The typical energy of electrons in the fusion chamber vary
around a few hundreds eV but the complete energy distribu-
tion of electrons is very broad ranging up to a few tens of keV.
Thus an accurate knowledge of the ionization cross sections
by a few keV electron impact is not only important for basic
understanding of the collision mechanisms, but also for the
wide scale applications in astrophysics and fusion research.
In recent times, fast ion and electron impact ionization stud-
ies on biomolecules have gained immense importance due to
it is applicability in cancer treatment using hadron therapy
technique [6]. These studies demand a better understanding
of the interaction mechanisms involving relatively smaller but
multi-electron molecules, such as N2 or O2 etc.

Among the different aspects of electron impact ioniza-
tion study, the determination of total ionization cross sections
of atoms and small molecules have been investigated exten-
sively both in the experimental and theoretical framework.
The double differential cross section (DDCS) measurements
of the electrons emitted from a target atom/molecule provide a
detailed understanding of the collision dynamics. Such exper-
imental investigations serve as a powerful tool for testing the
accuracy of different theoretical models. Most of the work on
electron impact ionization focuses on impact energies vary-
ing from threshold to several hundreds of eV, with limited
data existing in the higher energy regime [7]. Particularly, the
high energy (a few keV) electrons are ideally suited to explore
the applicability of the fundamental atomic collision models
which are based on the perturbative approach. Some of the
earlier work deal with the resonances in e-scattering from the
N2 at much lower energy, i.e., a few eV [8–14]. There are
several theoretical and experimental studies on the e-impact
ionization cross section [15–29]. However, the studies on the
DDCS measurements for electron impact ionization [30–32]
are very scarce. Besides providing information about the con-
tribution of the valence shell electrons in the ionization pro-
cess, the DDCS measurements also provide insight about the
ionization from the inner shells of the target molecule. Such
diatomic molecules are also well known candidates for study-
ing the quantum mechanical aspects like Young type electron
interference effect [33–35].

In this work, we have measured the e-DDCS for ion-
ization of the N2 molecule in collisions with fast electrons
having energies between 3 and 5 keV. The experimentally
obtained electron-DDCS have been compared with the two
different theoretical models, namely, the CB1 (first Born
approximation with correct boundary conditions) and the
CTMC calculations. The interpretation of the cross sections
for a multielectronic target system is a challenging task for
theoretical models. The CB1 approximation has been suc-
cessfully employed to calculate the ionization cross sections
for varieties of large molecules, such as, biomolecules and
PAH molecules under the collisions of fast electrons or fast

heavy-ions [36–42]. Furthermore, in order to assess the pos-
sible impact of different descriptions of the molecular wave
functions on the ionization cross sections, here we have also
carried out the ab initio calculations by using two differ-
ent descriptions of the N2 molecule: the RHF/6-311G and
CCSD/cc-pVTZ levels of theory. The main difficulty is caused
by the many-body feature of the collision, involving the projec-
tile, target nucleus and target electron(s). The CTMC method
has been quite successful in dealing with the ionization pro-
cess in ion-atom or ion-molecule collisions [43]. One of the
advantages of the CTMC method is that the many-body inter-
actions are exactly taken into account during the collisions on
a classical level.

The structure of this paper is as following: in section 2 we
have provided a brief outline of the experimental arrangement
followed by a short note on the theoretical models in section 3.
In section 4 we have dealt extensively with the experimen-
tal results and their comparison with the model calculations.
Finally, the conclusion is added in section 5.

2. Experimental details

An electron gun capable of producing fast electrons with ener-
gies from 1–10 keV was mounted in a high vacuum chamber
which was a 4-way-cross and maintained at a base vacuum
of ∼1 × 10−8 mbar. A differential pumping assembly was
installed after the electron gun chamber. This was followed
by the main scattering chamber which was maintained at a
base pressure of ∼5 × 10−8 mbar. The projectile electrons
of energies 3, 4 and 5 keV were used in the present experi-
ment. Two different sets of electrostatic lenses, deflectors and
apertures were used to focus and collimate the electron beam.
The projectile electrons collided with N2 gas in the scatter-
ing chamber. The scattering chamber was flooded with the
target gas at an absolute pressure of 0.1 mTorr which was mea-
sured using a capacitance manometer. The differential pump-
ing arrangement was used to maintain the pressure difference
between the interaction chamber and the e-gun chamber. The
secondary electrons emitted from the target gas were energy
analyzed using a hemispherical electrostatic energy analyzer
with an extended collimator at the entrance of the analyzer. The
energy selected electrons were detected by a channel electron
multiplier (CEM) mounted at the exit end of the spectrome-
ter. Extreme cleanliness was maintained inside the scattering
chamber in order to avoid any stray electric and magnetic field
near the interaction region which would otherwise deflect the
low energy electrons. The collection of the lowest energy elec-
trons accurately is difficult since any fringe field could reduce
the transmission of these electrons and hence the experimen-
tal uncertainties are large in this region. The Earth’s magnetic
field was reduced to about 10 mG near the interaction region by
using suitable μ metal shielding inside the scattering chamber.
Two layers of thinμ metal sheets were used for this purpose. In
addition, a pre-acceleration voltage of 6 V was applied at the
entrance and exit slits of the analyzer to enhance the collection
efficiency of the low energy electrons. The resolution of the
spectrometer was about 6%. The front of the CEM was raised
to +100 V, since the detection efficiency of CEM remains
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constant (0.87±10%) for electrons with energies between 100
and 600 eV (as known from the user manual of the CEM used
[44]). The number of projectiles colliding with the target gas
was obtained by measuring the beam current on a long Faraday
cup which was electrically isolated from the main scattering
chamber. The long Faraday cup was used to stop the flying
away of the backscattered electrons from re-entering into the
scattering chamber. A LabVIEW based data acquisition sys-
tem was used for the entire data collection. The secondary
electrons having energies from 1–500 eV were detected at 10
different angles between 30◦ and 145◦. For every spectrum,
the corresponding background spectrum was also collected in
the absence of the gas which was subtracted from the electron
spectrum obtained with the target gas. The statistical fluctua-
tions varied from ∼2% for the lowest energy electrons in the
forward angles to about 11% for the highest energy electrons
in the backward angles. In addition, the errors are contributed
from gas pressure fluctuations (∼5%), solid angle path length
integral (∼10%), resolution of the spectrometer (∼10%) and
detector efficiency (∼10%). The total uncertainties in each
DDCS data was estimated to be about 18%–22%. Details
about the analysis of the measured spectra is given in [45]. The
experimental DDCS values are provided in a supplementary
file (https://stacks.iop.org/JPB/53/235201/mmedia).

3. Theoretical models

3.1. CB1 model

The present ionization cross sections are calculated within the
1st Born approximation framework by using the partial-wave
expansion formalism recently employed for describing the
electron-induced ionization of isolated biomolecules [36–39].
In this approach, the incident/scattered electron is described
by a plane wave whereas the ejected electron is modelled
by a Coulomb wave associated to an effective target charge
Z∗

T =
√
−2n2ε where n refers to the principal quantum num-

ber of each atomic orbital component used in the molecular
target description (see hereafter) and the active electron orbital
energy ε is related to the ionization energies B of each occupied
molecular orbital by ε = −B. Besides, it will be assumed that
the passive (not ionized) electrons remain as frozen in their
molecular orbitals during the collision, which permits us to
reduce the electron target interaction potential to a one-active
electron potential (see hereafter).

Under these conditions, the triply differential cross
sections—hereafter denoted σ(3)(ΩS,Ωe, Ee)—differential in
the direction of the scattered electron ΩS, differential in the
direction of the ejected electron Ωe and differential in the
ejected energy Ee may be written as

σ(3)(ΩS,Ωe, Ee) =
N∑

j=1

σ(3)
j (ΩS,Ωe, Ee) (1)

where N is the number of molecular orbitals used in the
description of the target and with σ(3)

j expressed as a
weighted sum of the atomic triply differential cross sections
σ(3)

at,i(ΩS,Ωe, Ee) corresponding to the different components

involved in the description of the N2 target (N1s, N2s, and N2p

orbitals), namely,

σ(3)
j (ΩS,Ωe, Ee) =

∑
i

ξ j,i.σ
(3)
at,i(ΩS,Ωe, Ee) (2)

where the effective number of electrons ξ j,i as well as
the corresponding binding energy are calculated in the gas
phase with the Gaussian 09 software (see Frisch et al [46]).
In order to assess the possible impact of different descrip-
tions of N2 molecular wave functions on the DDCS, ab ini-
tio calculations were carried out at both the RHF/6-311G
and CCSD/cc-pVTZ levels of theory. The RHF/6-311G is a
rather simple restricted Hartree–Fock description of the tar-
get with the medium accuracy Pople basis set 6-311G, while
the CCSD/cc-pVTZ description is a more accurate coupled
cluster calculation using both single and double substitu-
tions from the Hartree–Fock determinant along with a much
larger Dunning’s correlation-consistent polarized basis set
with triple-zeta. The first ionization energy corrected for zero-
point vibrational energy (ZPE) was 16.900 eV with RHF/6-
311G and 16.527 eV with CCSD/cc-pVTZ using Koopman’s
theorem. The ionization energy was further constrained to
match the experimental value of 15.581 ± 0.008 for N2 in the
gas phase [47].

Thus, in the laboratory framework, the atomic triply dif-
ferential cross sections σ(3)

at,i were calculated from the atomic
transition matrix element between the ground state to the 1st
ionized level of the target. Then, by using the well-known
frozen-core approximation which reduces the present multi-
electron problem to a one active electron problem and con-
sidering the well-known partial-wave expansion of the plane
wave as well as that of the Coulomb wave, the DDCS could
be analytically expressed for each molecular orbital, the target
ionization cross sections being simply obtained by summing
up all the subshell contributions. Finally, singly differential
and total cross sections were obtained after the numerical inte-
grations over the scattering direction and the ejected energy
spectrum, respectively.

3.2. CTMC model

The CTMC method is a non-perturbative method, where clas-
sical equations of motions are solved numerically [48–51].
In the present work the CTMC simulations were made in the
three-body approximation, i.e. the many-electron target atom
was replaced by a one-electron atom and the projectile ion
was taken into account as one particle [52, 53]. For the target
atom a central model potential has been used which is based
on the Hartree–Fock method as developed by Green [54]. The
potential can be written as:

V(r) = q
Z − (N − 1)

(
1 − Ω−1(r)

)
r

= q
Z(r)

r
, (3)

where Z is the nuclear charge, N is the total number of elec-
trons in the atom or ion, r is the distance between the nucleus
and the test charge q, and

Ω(r) =
η

ξ

(
erξ − 1

)
+ 1. (4)
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The potential parameters ξ and η can be obtained in such a way
that they minimize the energy for a given atom or ion [55]. We
treat the N2 molecule as two N atoms in our simulation and
accordingly we use ξ = 1.179 a.u. and η = 2.27 a.u for the
N-atom. Further, this type of potential has certain advantages,
because it has a correct asymptotic form for both the small and
large values of r.

In the present CTMC approach, Newton’s classical non-
relativistic equations of motions for a three-body system are
solved numerically for a statistically large number of trajec-
tories for given initial conditions. We have used an ensemble
of 5 × 107 trajectories. The equations of motion were solved
using a standard Runge–Kutta method. A three-body, three-
dimensional CTMC calculation is performed as described by
Tőkési and Kövér [53]. The initial conditions of the individual
collisions are chosen at sufficiently large internuclear separa-
tions from the collision center, where the interactions among
the particles are negligible. These are selected in a similar
fashion as described by Reinhold and Falcon [56] for non-
Coulombic systems. A microcanonical ensemble characterizes
the initial state of the target. The initial conditions were taken
from this ensemble in such a way that initial binding ener-
gies of the N(2p) level (Eb = −0.5343 a.u.) and N(2s) level
(Eb = −1.371 a.u.) were constrained. For ionization chan-
nel the energy and the scattering angles of the particles were
recorded. These parameters were calculated at large separation
of the projectile and the target nucleus.

The total and double differential cross-sections were com-
puted using the following formulas:

σ =
2πbmax

TN

∑
j

b(i)
j , (5)

d2σ

dEdΩ
=

2πbmax

TNΔEΔΩ

∑
j

b(i)
j . (6)

In equations (5)–(6) TN is the total number of trajectories
calculated for impact parameters less than bmax, and b(i)

j is the
actual impact parameter for the trajectory corresponding to the
ionization process under consideration in the energy interval
ΔE and the emission angle interval ΔΩ of the electron.

3.3. CSP-ic model for TCS

In addition to comparing the data with the CB1 and CTMC
models, the total ionization cross section (TCS) data have also
been compared with a semi-empirical model, namely the CSP-
ic model [22, 57] which is used for calculating the ioniza-
tion and excitation of varieties of molecules under electron
impact. Since it has already been discussed in earlier papers we
are providing a brief outline. Initially the total inelastic cross
sections are calculated based on a complex scattering potential
VCSC, constructed using the target molecular charge density
which is obtained by a linear combination of the atomic charge
densities. This potential can be expressed as:

VCSC(Ei, r) = VST(r) + VEX(Ei, r) + VPOL(Ei, r)

+ iVABS(Ei, r) (7)

While the real part of this interaction potential takes into
account the static effect (VST), the exchange (VEX) between
the projectile and a target electron and the polarization (VPOL)
of the charge density cloud, the imaginary part is an absorp-
tion term (VABS) [59], responsible for the loss of scattered
flux into the allowed channels of electronic excitation and ion-
ization [58]. The partial wave approach under the spherical
approximation is used to calculate the complex phase shifts
δl(k) which carry the signature of the interaction between the
incident electrons and the molecule [60]. To compute the TCS
we define a ratio between total ionization cross section and
total inelastic cross sections, R(Ei) [57], such that,

R(Ei) = 1 − c1

(
c2

U + a
+

ln U
U

)
(8)

where U = Ei
I , Ei is impact energy and I is the ioniza-

tion potential of the target. We evaluate the three constants
c1, c2 and a to obtain R(Ei) and hence the total ionization cross
sections.

4. Results and discussions

4.1. Energy distribution at fixed emission angles

Figure 1 displays the absolute DDCS of the secondary elec-
trons emitted from N2 in collisions with 3 keV electrons. The
DDCS spectra are shown for six different emission angles.
The spectra fall by about four orders of magnitude in the
measured emission energy range between 1 and 500 eV. The
cross section is maximum in the lowest energy range corre-
sponding to the soft collision mechanism and then falls rapidly
with the increase in the emission energies. The soft colli-
sion mechanism involves very little momentum transfer from
the projectile to the bound electrons of the target and hence
these electrons are emitted for large impact parameter colli-
sions. The intermediate part of the spectrum is normally dom-
inated by the two-centre effect where the ejected electron is
under the influence of both the projectile and the positively
charged recoil target-ion. However, in case of electrons as pro-
jectiles, two centre effect does not play a major role unlike
the case for a typical ion-molecule collision. The sharp peak
observed at ∼350 eV corresponds to the K-LL Auger elec-
tron emission. The measured DDCS have been compared with
the CB1 model calculations. The calculations have been per-
formed using two different descriptions of the target wave
functions at the RHF/6-311G and CCSD/cc-pVTZ levels of
the theory. Both the calculations have been shown in figure 1
(solid and dash-dot-dot lines) and it is seen that in the log–log
scale, the two models almost merge with each other. This sug-
gests that the description of the target wave functions has very
limited impact on the DCCS in the energy range considered
here. In case of the forward angles, the CB1 model calcula-
tions underestimate the data upto about 60 eV, beyond which
it shows overall good agreement with the data. For the interme-
diate angles, around 90◦, the theory matches qualitatively and
quantitatively with the measured DDCS above 50 eV. How-
ever, in case of backward angles, the model underestimates
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Figure 1. Absolute e-DDCS of N2 in collisions with 3 keV
electrons: The lines corresponding to the CB1 calculations with the
RHF/6-311G (black solid line) and the CCSD/cc-pVTZ (magenta
dash-dot-dot line) descriptions of the target wave function. The
difference between these two calculations are too small and
therefore the ratio between them are shown in the insets. The CTMC
model calculations for 2N are shown by the red dashed lines.

the data over the entire spectra, with maximum discrepancy
occurring in the low emission energies. The ratio between the
CB1 predictions using two different wave functions is found
to vary very little i.e. from 1.01 in the forward angles to 1.04
for the higher backward angles (see insets in figure 1). The
experimental data have also been compared with CTMC model
calculations for twice the atomic nitrogen or 2N (red dashed
line). Overall an excellent agreement is observed with this
model over the entire energy regime. In figures 2 and 3, we
have shown the energy dependence of the e-DDCS for the pro-
jectile energies 4 and 5 keV, respectively. In both the cases
the CTMC model is seen again to match well with the data
points except for the lowest energy electrons, where it pre-
dicts slightly higher cross sections. On the other hand, the
CB1 model show a good qualitative agreement reproducing
the shape of the energy distribution accurately. However, this
model quantitatively underestimates the data below 70 eV for
all the angles. For higher beam energy i.e. at 5 keV (figure 3)
the CB1 model although predicts somewhat different cross
sections from the experiment, but the difference is quite less
compared to that for the 3 keV and 4 keV electron beam. The
insets in each panel in figures 2 and 3 show the magnified view
of the K-LL Auger peak.

Figure 4 displays the theoretical (CB1) DDCS values as
a function of the ejected electron energy for various emis-
sion angles. The calculated values are shown for incident
electron energy of 3 keV. It may be noticed that in the low
energy region, all the curves corresponding to the different

Figure 2. DDCS of secondary electrons in case of 4 keV projectile
electrons. The CB1 calculations (with RHF/6-311G wavefunction)
are shown by black solid lines. The CTMC calculations are shown
by red dashed lines. Inset: K-LL Auger peak of nitrogen for each
emission angle.

Figure 3. Similar to figure 2, except for 5 keV electrons.

emission angles bunch together. This region is dominated by
the soft collision mechanism for which the DDCS remains
almost independent of the emission angles. With the increase
in the emission energies, the spectra corresponding to the inter-
mediate angles, (i.e., 75◦, 80◦ and 90◦) start going up whereas
the spectra for the forward and backward angles show a steady
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Figure 4. Theoretical (CB1) DDCS for different emission angles for
3 keV electron beam.

fall. The separation among different lines represent the angular
distributions.

4.2. Angular distribution at fixed emission energies

To have a better understanding of the features seen in figure 4,
the absolute DDCS of the ejected electrons as a function of
different emission angles have been displayed in figure 5 cor-
responding to the projectile beam energy of 3 keV. The six
plots shown in figure 5 expand over the entire emission energy
range revealing the signature of different features at different
parts of the spectrum. In figure 5(a) an almost flat distribu-
tion is observed corresponding to the soft collision mecha-
nism which is dominated by large impact parameter events.
For higher electron emission energies, a peak like structure
starts appearing around 80◦ which sharpens further with the
increase in the emission energies. This peak is due to the binary
nature of collision i.e. the direct two-body free-electron scat-
tering between the incident electron and the target electron
while the recoil-ion remains passive. The CB1 model (black
solid and magenta dash-dot-dot lines) show a qualitative agree-
ment only but quantitatively underestimates the data, except
in the peak region, where it matches well with the measured
quantities. With the increase in the emission energies, it is
seen that the DDCS values for the forward angles are slightly
higher compared to those for the backward angles. For ejected
electron energy 160 eV (figure 5(d)), the measured DDCS for
forward angle is 1.6 times higher compared to the backward
angle, whereas for 260 eV, the difference goes up to 2.6 times
(figure 5(f)). These numbers, i.e. forward–backward angular
asymmetry parameters, are close to that predicted by the CB1
model.

It is seen that the CTMC model show very good agreement
with the data at 7 eV (figure 5(a)). However, with increase in
emission energies, it is observed that the CTMC model pre-
dicts a higher cross section for the backward angles compared
to that for the forward angles. Thereby the forward-backward
angular asymmetry is not reproduced properly by the CTMC
model unlike the cases for the experimental measurements
and the CB1 model. Similar features are also observed for the
impact energies of 4 keV (figure 6) and 5 keV (figure 7). In
order to understand and correct this behavior we made some

Figure 5. Angular distributions of e-DDCS for fixed secondary
electron energies in case of incident energy 3 keV. Black solid and
magenta dash-dot-dot lines represent the CB1(RHF/6-311G) and
CB1(CCSD/cc-pVTZ), respectively. The CTMC calculations are
shown by red dashed lines.

initial tests on the strength of the projectile electron and tar-
get electron interactions as modelled in the CTMC approach.
As a result of the standard calculations (shown in the figures),
the interaction between the two electrons is kept ‘ON’ dur-
ing the entire motion of the particles till the asymptotic limit.
However, as a initial test we also performed the simulations
by switching off the e–e interaction in the exit channel. This
indicated certain improvement in the distribution. However,
further systematic calculations are required to be performed
to improve the angular distribution. We conclude that the
present CTMC model overestimate the strength of the elec-
tron–electron interactions particularly in the exit channel. The
projectile electron sweep out the ejected target electron from
the forward angles to the backward ones. The detailed analysis
of this effect is in progress and will be published elsewhere.

4.3. Single differential cross section

Integrating the e-DDCS spectrum over the emission energy or
emission angle gives us the SDCS. Integrating over the emis-
sion energies, we obtain the SDCS i.e. dσ/dΩe, as a function
of angles which is given by:

dσ
dΩe

=

∫
d2σ

dΩedεe
dεe. (9)

Similarly, integrating over the emission angles, we get the
SDCS as a function of the emission energy:

dσ
dεe

=

∫
d2σ

dεedΩe
dΩe. (10)
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Figure 6. Similar to figure 5, shown for 4 keV electrons. The
absolute errors are shown for some data points.

Figure 7. Similar to figure 5 for incident energy 5 keV.

Figure 8 displays the SDCS i.e., dσ/dεe as a function
of the emission energies corresponding to 3, 4 and 5 keV
incident energies. For all the three beam energies, the CB1
model predicts lower cross sections compared to the data upto
∼50–60 eV, beyond which one can observe a very good agree-
ment. The discrepancy is largest for incident energy 3 keV
and least for the 5 keV electrons. The measured DDCS have
also been compared with the CTMC model (red dashed line).
Overall an excellent agreement is observed with the CTMC

Figure 8. dσ/dε as a function of emission energies for (a) 3, (b) 4
and (c) 5 keV incident energies; data compared with CTMC (red
dashed line) and CB1 (black solid line) models.

model over the entire energy regime for all the three beam ener-
gies under investigation. However, in case of 4 and 5 keV (see
figures 8(b) and (c)), the model overestimates the data for the
lowest energy electrons only by a little amount.

4.4. Total ionization cross section

Integrating the SDCS over the emission energies or emission
angles gives the total ionization cross section. The TCS were
obtained by integrating over the electron energies between 1
and 500 eV and over the emission angles from θ = 0◦ to
θ = 180◦. The data points below 30◦ and above 145◦ were
estimated by extrapolation to obtain the total cross section
and the difference was found to be about 11%–13%. It was
observed that the TCS values derived by integrating the SDCS
over the emission angles and energies varied very little i.e.
only by ∼0.3%–0.4%. In figure 9, the experimental and the-
oretical TCS values have been displayed which includes the
data obtained for the incident energies of 7 keV [61] as well as
for the 6 and 8 keV [62]. The total contribution of the K-shell
ionization (σK−LL) for 3, 4 and 5 keV beam energies are 0.23
Mb, 0.21 Mb and 0.19 Mb, respectively, whereas, the TCS at
these three energies were found to be 26.3 Mb, 16.8 Mb and
14.2 Mb.

From figure 9 it is seen that the CB1 model falls well
below the present experimental data but provides an excellent
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Figure 9. Total ionization cross section as a function of incident
electron energy along with the predictions of three different models,
i.e. the CB1, CTMC and CSP-ic.

qualitative agreement with the observed energy-dependence.
The CTMC model, on the other hand, falls a bit higher com-
pared to most of the data points but mostly within the experi-
mental uncertainties which are about 22%–27%. The present
TCS values are found to be lower than the existing data [7]
by about 20% to 40% (not shown). The CTMC calculations
also fall below these existing data and the difference increases
for higher energy. The CB1 model is closer to the present mea-
surements and has a large deviation from the existing data. The
TCS values predicted by the CSP-ic model overestimates the
measured data for all the energies, but provides a good qualita-
tive behavior regarding the energy dependence. This discrep-
ancy could be due to the consideration of the spherical charge
density of the N2 molecule and other approximations [63] used
in the semi-empirical model. It is to be noted that the TCS
calculations obtained using the two ab initio models, (CB1
and CTMC), lie below and just above the experimental values,
respectively. The CTMC model provides closest agreement to
the present data.

5. Conclusions

We have measured the absolute DDCS, SDCS and TCS of
the secondary electron emission in ionization of N2 under the
impact of 3, 4 and 5 keV fast electrons for emission angles
between 30◦ and 145◦. The experimental DDCSs spectra have
been compared with the CB1 model calculations with two
different target wave functions as well as with the CTMC
model for twice of atomic nitrogen. No significant difference
has been observed between the two sets of the CB1 model
calculations corresponding to the two wave functions at the
RHF/6-311G and CCSD/cc-pVTZ levels of theory. This sug-
gests that the description of the target wave functions have
very limited impact on the DDCS in the energy range consid-
ered here. The CTMC model provided a very good agreement
with the measured data for the entire emission spectra except
for certain energy-angle window region. The CB1 model pre-
dicted lower cross section values compared to the experimen-
tal data for all emission energies, with maximum discrepancy
lying in the low emission energy region. Although the CTMC
gives the closest representation to the experimental values, the

forward–backward angular asymmetry of the DDCS is not
reproduced properly by the CTMC model unlike the CB1
model and hence further investigations are required. The
derived TCS values have been compared both with the ab
initio CB1 and CTMC calculations as well as with the semi-
empirical CSP-ic model. While qualitatively both the CB1
and the CSP-ic models show similar energy dependence, the
CTMC gives the closest representation to the measured TCS
values within experimental uncertainties.
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Hadron therapy combined with nanotechnology has been proposed as an elegant alternative for cancer
treatment. Internal amplification of electron emission causing radiobiological effectiveness in nanoinserted
biomolecules is of prime importance and has been measured here for the iodouracil molecule. Our experiment
involves the measurement of angle and energy resolved double differential cross section (DDCS) of electron
emission from iodouraciil and uracil (and also water) in collisions with fast C6+ ions. The electron emission
from iodouracil is substantially enhanced over that from uracil or water. The enhancement is much larger
than the state-of-the-art model for Coulomb ionization based on the continuum distorted wave-eikonal initial
state (CDW-EIS) approximation. The electron sensitizing factor (≈ 2.4) is in excellent agreement with the
strand-breaking sensitizing factor (≈ 2.0) for metal nanoparticle embedded in a DNA. The enhancement is
explained in terms of collective excitation of strongly correlated 4d electrons, known as atomic giant dipole
resonance (GDR) in I atoms. The GDR contribution to the enhancement is derived, which is in excellent
agreement with recent theoretical prediction, thereby providing conclusive experimental evidence of the crucial
role of collective excitation in radio sensitization.

DOI: 10.1103/PhysRevA.102.062811

I. INTRODUCTION

Hadron therapy, which relies on charged-particle beams to
treat large cancerous tumors or those resistant to conventional
therapies, can be elegantly combined with nanotechnology
through the use of nanosensitizers to increase cancer cells’
sensitivity toward radiotherapy [1,2]. The study of interaction
of the biomolecules and water with fast ions is of immense im-
portance for its application in radiobiology as well as molec-
ular collision physics [3–15]. The high-energy ion-beam
induced cancer therapy has the added advantage of delivering
a higher dose directly to the target region, in comparison to the
conventional photon therapy. A large number of low-energy
electrons are emitted in such interaction with biological matter
including biomolecules and water. Most of these secondary
electrons are emitted near the end of the projectile’s trajectory
where the energy loss exhibits a peak known as the Bragg peak
[16]. It is now well known that the lowest energy electrons (up
to about 30 eV) are efficient at breaking the DNA or RNA
strands of the cancerous cells through dissociative electron
attachment (DEA) [17–20]. A major goal of radiotherapy is
to enhance the radiobiological effectiveness, i.e., to generate
the same or required amount of damage to the cancerous
cells with relatively lower dosage of the ion-beam radiation.
Metal nanoparticles (NPs), made of hundreds or thousands
of Pt or Au atoms, have been proposed as candidates for
radio sensitizers; for example, see, Refs. [21–23]. The most
important parameter is the sensitizing factor, i.e., the ratio of

*Corresponding author: lokesh@tifr.res.in

the single-strand break (SSB) (or double-strand break, DSB)
event with and without an NP in the DNA.

This factor is closely related to the enhancement of low-
energy electron emission in the presence of such inserted
atoms. The sensitizing factor or radiobiological effectiveness
for the isolated Pt atom attached in a plasmid DNA is found
to be ≈ 1.6 [21] and that for inserted Au NP is ≈ 2.0 [22].
The influence of plasmon excitation to provide enhancement
in e-emission has been addressed in experiments involving
C60-fullerene [24–26] as well as in models involving metal
nanopartciles by Solovyov and coworkers [2,27]. This model
has also predicted enhancements due the atomic giant reso-
nance (GDR) for which there has not been any quantitative
measurement. It was shown that insertion of a 3-nm-diameter
Pt NP provides an efficient way to induce lethal damage in
DNA. However, the sensitizing effect, in terms of the enhance-
ment of electron yields for such inserted NPs or a metallic
atom, has yet to be investigated experimentally. We present
here the measurement of the sensitizing factor FS using an
iodouracil molecule.

The class of 5-halouracil molecules (C4H3XN2O2, X = F,
Cl, Br, I) are structurally similar to uracil (C4H4N2O2), which
is one of the RNA base molecules. Iodouracil is obtained
by replacing one of the H atoms of uracil by an I atom.
Collision studies using iodouracil (as well as other halouracil
molecules) can be enlightening toward the search for a radio
sensitizer. A few studies on the low-energy electron induced
radio sensitivity through DEA [28–31] are available in the
literature. The dehalogenation of halouracils by proton impact
has been studied by Champeaux et al. [32]. The e-emission
spectra from the uracil molecule in collisions with fast protons

2469-9926/2020/102(6)/062811(7) 062811-1 ©2020 American Physical Society
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and bare carbon ions have been studied by Itoh et al. [33] and
Agnihotri et al. [34].

Iodine is known to exhibit atomic giant dipole resonance
(GDR) involving the 4d → ε f excitation in response to the
electromagnetic field [35–39]. Similar GDR has been known
to exist also for Xe [40–42] and has been predicted [2] for
other metal elements such as Ag, Au, and Pt. The resonance is
associated with the collective dipolar oscillatory motion of the
entire 4d-shell electrons [35]. Such resonances are strongly
damped and decay typically within one period of oscillation
[43]. The resonance primarily decays by emission of low-
energy electrons. For iodine [39], the GDR occurs at an energy
around ≈ 90 eV with a width of ≈ 40 eV which is also studied
in other I-based compounds (i.e. CH3I, I2, HI, etc.) [39].

In this article, the e-emission cross sections from 5-
iodouracil as well as uracil upon the impact of 5.5-MeV/u C
ions are presented. The angular and energy distributions of the
e-DDCS (d2σ/d�dε), i.e., ionization cross sections differen-
tial in both the solid angle (�) and the ejected electron energy
(ε) are measured. Experimental results are compared with
the ab initio and state-of-the-art quantum mechanical model
based on the continuum distorted wave-eikonal initial state
(CDW-EIS) approximation [44]. The total electron emission
cross section (TCS), derived by integrating the DDCS over
electron energy and emission angles, are also compared with
that for the similar results for ionization of water molecule,
measured recently.

II. EXPERIMENTAL PROCEDURE

The details of the experimental techniques are given else-
where [24,34,45]. In brief, a well-collimated beam of bare C
ions with 5.5 MeV/u of energy was obtained from the BARC-
TIFR Pelletron accelerator which collided with the targets
of iodouracil in a scattering chamber with a base pressure
less than 1 × 10−7 mbar. The target was prepared by heating
the powder sample in an oven assembly inside the scattering
chamber. A nozzle of aspect ratio (length-to-diameter ratio)
10 and of diameter 1.5 mm was used to obtain the effusive
vapor jet. The temperature of the oven was raised very slowly,
i.e., over a period of ≈ 24 hours to ≈ 120◦C to get a suf-
ficient vapor density. Under dry conditions, complete DNA
degradation occurs at above 190◦C [46]. Previous studies [32]
on fragmentation of different halouracils clearly indicate that
there is no thermal decomposition of the sample at ≈ 120◦C.
The uniform flow of molecules is ensured by monitoring the
deposition rate on a quartz crystal based thickness monitor.
The variation in the deposition rate is found to be less than
10%.

The ejected electrons are energy analyzed and detected
using an electrostatic hemispherical analyzer with a channel
electron multiplier (CEM) detector [47]. A positive voltage
of 100 V is applied to the CEM front in order to achieve a
uniform detection efficiency (≈ 0.9) throughout the detection
energy range. The residual electric and magnetic fields, in the
interaction region, which were reduced drastically can affect
the trajectories of the very-low-energy electrons (< 5 eV). In
order to increase the collection efficiency of these electrons,
a small preacceleration voltage of 6 V is applied to the en-
trance and exit apertures of the spectrometer. Additionally,

two μ-metal sheets are placed inside the chamber along its
inner surface in order to reduce the Earth’s magnetic field
drastically. The energy resolution of the spectrometer depends
mainly on the exit-slit width and the acceptance angle of the
entrance slit and is found to be 6% of the detected electron
energy.

Electron yields are measured in the range from 1 to 340 eV
at different emission angles ranging from 20◦ to 160◦. Back-
ground spectra are also recorded. A separate set of experiment
was performed with the CH4 gas under static pressure condi-
tion and the carbon KLL Auger electron spectrum has been
used for the normalization to obtain the absolute DDCS values
for the iodouracil, as given in Refs. [24,34,45]. The total
uncertainty in the deduction of the absolute values of the
DDCS is ≈ 25–30%, primarily arising from the vapor density
fluctuation ≈ 10%, the normalization procedure (15–18%),
the statistical uncertainty (≈ 5%), solid-angle path length (8–
10%), etc.

III. THEORETICAL DESCRIPTION

An independent particle approximation is employed to de-
scribe the single ionization reaction. The treatment of the case
of atomic targets [48] is extended to the case of molecular
ones. It means that only one electron of each one of the molec-
ular orbitals is considered to be promoted to a continuum state
whereas all the other target electrons (the passive electrons)
are considered to remain as frozen in their initial states. This
procedure is then applied to each one of the molecular orbitals.
The dynamics of the process is described within the prior
form of the continuum distorted wave–eikonal initial state
(CDW-EIS) formalism. The straight line version of the impact
parameter approximation is used for the calculations [49].

The interest is focused only in the spectra of the final
ejected electron parameters (energy and angle), considering
that the contribution of all molecular orientations are aver-
aged. Thus, it is assumed that the interaction between the
projectile and the passive electrons does not affect the ion-
ization process itself and the corresponding potentials can be
eliminated from the total electronic Hamiltonian [48].

Into the CDW-EIS model the initial and final distorted
wave functions for each one of the molecular orbitals are
chosen as

χ+
i = ϕi exp

[
−i

ZP

ν
ln(νs + �ν · �s)

]
exp(−iε jt ) (1)

and

χ+
f = ϕ f (�x)N∗(Z∗

T /k)1F1(−iZ∗
T /k, 1; −ikx − i�k · �x)

× N∗(ZP/p)1F1(−iZP/p, 1; −ips − i �p · �s)

× exp

(
−i

k2

2
t

)
. (2)

In these equations, ϕi and ϕ f are the initial orbital and final
plane-wave functions. The vectors �x and �s are the position
of the electron with respect to the target nucleus and pro-
jectile respectively, and ε j is the initial orbital energy of the
j-molecular orbital. Also, �ν is the collision velocity, �k and
�p = �k − �ν are the momentum of the electron with respect
to the target and projectile respectively, with ZP being the
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FIG. 1. A geometrical representation of the ground-state equilib-
rium structure of the 5-iodouracil.

projectile nuclear charge and Z∗
T being an effective target

nuclear charge to describe the interaction of the active electron
with the residual target with an effective Coulomb potential.
N (a) = exp(πa/2)	(1 − ia) with Z∗

T /k and ZP/p are normal-
ization factors, with 	 representing the Gamma function.

In order to describe ϕi, each molecular orbital was ex-
pressed as a linear combination of the atomic orbitals
(LCAO). A geometrical representation of the ground-state
equilibrium structure of the 5-iodouracil molecule is given in
Fig. 1. The atoms are labeled with a number that allows us to
identify which of them correspond to each one of the different
molecular orbitals. Ab initio calculations were performed in
the gas phase using the restricted Hartree-Fock (RHF) method
implemented in the GAUSSIAN 09 software [50]. The C, O,
H, and N atoms were represented using Pople’s split-valence
triple-zeta basis set 6-311G, while iodine was described using
a Douglas-Kroll-Hess (DKH) contracted Gaussian basis set of
triple zeta valence quality plus polarization functions (TZP),
including explicitly all electrons and scalar relativistic effects
[51]. The resulting ionization energy is 9.69 eV, which is very
close to the 9.93-eV experimental value.

No symmetry constraints were applied in the relax-
ation calculation; the resulting equilibrium structure of the
iodouracil molecule adopts the Cs point group symmetry
(mirror plane). A population analysis of all occupied orbitals
was carried out using the self-consistent field (SCF) den-
sity, with the minimum contribution percentage to include
in individual orbital population analysis set to 1%. For each
j-molecular orbital, the effective number of ξ j,i electrons, rel-
ative to the atomic component i, was obtained from a standard
Mulliken population analysis. Then, taken into account that
experimentally the orientation of the molecular target is not
distinguished, an average over all initial positions appears as
necessary. In order to simulate this average, all atomic com-
pounds of the molecular orbitals are considered centered on
a unique center, but preserving the corresponding population
analysis described above. Thus, the calculation for the differ-
ent target orientations is avoided. This approximation has been
previously employed with success to describe the existing
experimental spectra for ionization and electron capture in
ion impact on DNA nucleobases and Uracil (see, for example,

FIG. 2. Angular dependence of DDCS of electron emission from
5-iodouracil and uracil induced by 5.5-MeV/u C6+ ions.

Refs. [52,53]). The final continuum wave function associated
with each one of the atomic components of the different
molecular orbitals is described using an effective target charge
Z∗

T = Zji = (−2n2
i jε j )1/2, where n ji is the principal quantum

number corresponding to the quantum state of the considered
atom.

Proceeding in the same way as Galassi et al. [53], we
obtained double differential cross sections d2σ j/d�dε corre-
sponding to each molecular orbital, as a function of the energy
ε and the solid angle � subtended by the ejected electron,
using the expression

d2σ j

d�dε
=

Nj∑
i=1

ξ ji
d2σ ji

d�dε
, (3)

where ξ ji corresponds to the population of the i atomic compo-
nent of the j molecular orbital and d2σ ji/d�dε represents the
double differential cross section for ionization of this atom.
Nj is the total number of the atomic components of each j
molecular orbital. Then, the double differential cross section
of the complete molecule can be calculated summing over all
molecular orbital contributions,

d2σ

d�dε
=

N∑
j=1

d2σ j

d�dε
. (4)

In this equation, N is the total number of molecular or-
bitals. Population and binding energies of the uracil molecular
orbitals as well as a representation of their equilibrium geome-
tries were given in Galassi et al. [53].

IV. RESULTS AND DISCUSSION

The angular dependence of the observed DDCS are plotted
and compared with the values calculated from the CDW-EIS
model at four selected energies (i.e., 21, 40, 100, and 180 eV)
in Fig. 2. The observed data show broad peaks around 80◦ at
all the energies and such a peaking behavior is well explained
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FIG. 3. Energy dependence of DDCS of electron emission from
5-iodouracil and uracil induced by 5.5-MeV/u C6+ ions. The DDCS
below 40 eV for uracil at forward angles are shown in insets.

in terms of binary-collision mechanism in ion-atom collisions.
Accordingly, the behavior is consistent with the CDW-EIS
model as shown in Fig. 2.

Ejected energy dependence of the e-DDCS for the
iodouracil and uracil at four different emission angles are
shown in Fig. 3. The DDCS spectra starting from a few eV
to 330 eV are displayed. The carbon KLL Auger electron
peak is observed at ≈ 240 eV. The DDCS spectra show a
rapid decrease, i.e., by ≈ 3 orders of magnitudes, with the
increasing electron energy (cf. Fig. 3) indicating the dominant
contribution of the low-energy electrons. For iodouracil the
experiment-theory agreement is not so good, but for uracil
the agreement is reasonably good. In particular, the model
(dashed lines) explains the uracil data quite well for back-
ward angles over the whole energy range. For the forward
angles, the theory agrees with the data quite well above 30 eV.
Even at lower energies, the calculations fall slightly higher
than the data but remain within experimental uncertainties.
To explain this, we have used two insets (for the forward
angles) in which the low-energy data (up to 40 eV) are plotted
for uracil. The larger disagreement with the iodouracil data,
particularly at lower energies in the case of forward angles, is
interesting since this energy range is quite important for the
hadron therapy. This different could be related to the atomic
GDR which is not included in the model calculation (see
below). The angular dependence of the iodouracil-to-uracil
DDCS ratio is plotted in Fig. 4(a). The CDW-EIS model
underestimates the DDCS ratio values at all four energies. The
observed energy dependence of iodouracil-to-uracil DDCS
ratios are plotted in Fig. 4(b) for fixed emission angles. The
enhancement of e-DDCS is found to be almost independent

FIG. 4. (a) Angle and (b) energy dependence of the DDCS ratio
of iodouracil to uracil. The dashed lines represent the ratio value of
one.

of e-emission angle. The average ratios at the forward and
backward angles are about 2.3. This implies that the intro-
duction of the I atom in the uracil molecule enhances the
e-emission from iodouracil substantially, giving rise to sensi-
tizing factor F el

S ≈ 2.3. However, according to the CDW-EIS
model which includes all the orbitals (29 for uracil and 55
for iodouracil), the calculated (Fig. 5) ratio is less than 1.05
for around 3 eV. Then it increases to about 1.05–1.10 for
10 eV, 1.10–1.15 for 15 eV, and 1.15–1.23 for 25 eV. For
30 eV energy, this ratio is between 1.17 to 1.30. An average
enhancement of fionz ≈ 1.15 is estimated for the energy range
of 1 to 30 eV, which is relevant for the present purpose. There-
fore, experimentally measured F el

S ≈ 2.3 cannot be explained
in terms of the CDW-EIS based on independent electron ap-
proximation. The Auger cascade can contribute only little, i.e.,
≈ 12%, considering only the N4,4OO Auger lines [54], giving
the Auger factor fA ≈ 1.12

The atomic GDR of the 4d electrons decays by the emis-
sion of the low-energy electrons, causing an enhancement

FIG. 5. Angle dependence of the theoretical DDCS ratio of
iodouracil to uracil in low emission energies.
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as predicted in Refs. [2,27]. The GDR induced enhance-
ment fGDR is thereby derived from the total enhancement
as, 2.3/( fionz. fA), i.e., fGDR ≈ 1.8. This is also close to the
observed enhancement due to collective plasmon excitation in
C60 fullerene for which the enhancement factor was about 1.5
[24,55,56]. In the present study, any structure in the electron
DDCS spectrum due to the deexcitation of the GDR (with en-
ergy EGDR) is not visible. Such electron peak should appear at
an energy lower than EGDR since some energy must be spent to
ionize these bound electrons. The width of the GDR peak (i.e.,
about 40 eV) is too large for the resonance to be observable
on top of the steep energy dependence of the DDCS.

The measured TCS for iodouracil and uracil are 8.51 ×
10−15 and 4.44 × 10−15 cm2, respectively. To understand the
radio-sensitizing effect one important aspect is to compare
the DDCS or TCS with that for the water molecule, since
water constitutes about 60% of the human body. The TCS
for e-emission from iodouracil is found to be ≈ 15 times
larger than that for a water molecule having a TCS, ≈5.6 ×
10−16 cm2 [57]. If one normalizes the TCS for the equal
volume of water and iodouracil, then the sensitizing factor
(F el

S ) becomes 15/6 = 2.5 since the volume of iodouracil is
six times larger than that of the water molecule. However,
the theoretical (CDW-EIS) prediction [14], based on Coulomb
ionization alone, for the iodouracil-to-water molecule ratio
[fionz] is only 6.2[= 5.47 × 10−15 cm2/8.8 × 10−16 cm2] and
≈ 1.0 based on the volume-normalization. Assuming the rest
of the e-emission process is mostly governed by the GDR in I
atom (apart from Auger cascade) one again obtains the GDR
contribution as fGDR = 15/(6.2 fA), i.e., about 2.20 ± 0.44
(which is independent of single molecule since molecules
of same volume are considered). This value is in excellent
agreement with that derived above, i.e., 1.80 ± 0.36 from the
iodouracil-to-uracil ratio. Since they are very close to each
other one may use an average value of fGDR ≈ 2.0. It may
also be noted that the sensitizing factor F sb

S , measured from
the DNA strand-breaking statistics, for an isolated Pt atom
embedded in a plasmid DNA was found to be quite close, i.e.,
≈ 1.6 [21] and that for an inserted Au NP of bigger size was
≈ 2.0 [22], again in excellent agreement with the measured
F el

S of 2.3 ± 0.5 between an iodouracil and uracil and 2.5
between iodouracil and water. We may therefore conclude that
F sb ∼ F el

S .
To get insight into the derived value of fGDR (≈ 2.0) involv-

ing iodine, we may refer to the predicted values [2] for the Ag
atom. In both the atoms, all 10 electrons in the 4d-subshell
contribute to the atomic GDR. However, in real application
with nanoparticle (NP) inserted in a DNA a large number of
atoms are involved. For example, in the case of the Ag NP
of diameter 1 nm the predicted enhancement (over water of
same volume) was about 15 to 30 times in the e-energy range
of 0 to 25 eV due to the atomic GDR exited by protons of
velocity (v) 6.35 a.u. This implies an enhancement of a factor
of ≈ 1.0 to 2.0 (over 0 to 25 eV) per Ag atom since the

number of contributing Ag atoms were about 1/3 of the total
of 40 atoms [58] in the NP based on the impact parameter
(b) consideration [2]. This enhancement was re-estimated for
the present collision velocity using the scaling approach. At
v ≈ 15 a.u., the range of b and therefore the fraction of Ag
atoms contributing to the GDR increases to about 85–90%.
The reduction in the GDR cross section was also accounted
for by using Eqs. (18) and (19) in Ref. [27]. Finally, the
reduction in the TCS of water was also considered using the
v−1.7 scaling rule [57]. Thus, the enhancement per Ag atom
over water would be a factor of ≈ 3.0 [2,27,58] at 25 eV.
Therefore, over the e-energy 0 to 25 eV, this factor will be
1.5 to 3.0, giving an average value of f Ag

GDR ≈ 2.25. This value
is in excellent agreement to that derived f I

GDR ≈ 2.0 ± 0.4 for
the I atom and thereby confirming the theoretical prediction
on the GDR contribution to the sensitizing effect.

V. CONCLUSIONS

In conclusion, the DDCS and TCS of e-emission from
iodouracil and uracil upon the bombardment of 5.5-MeV/u
bare C ions have been measured. The measured radio-
sensitizing or electron enhancement factors of 2.3 and 2.5 over
uracil and water, respectively, are in excellent agreement with
the radio-sensitizing factors measured in the case of Pt or Au
NP embedded in a DNA from the strand-breaking studies. The
enhancement is substantially large compared to the prediction
of the state-of-the-art CDW-EIS model but the atomic GDR
of the strongly correlated 4d electrons in the I atom is shown
to play a crucial role. The GDR contribution provides an
enhancement of a factor of 2.0 ± 0.4, which is in excellent
agreement with the theoretical prediction based on the GDR
in an atom with filled 4d subshell (such as Ag). This provides
conclusive experimental evidence of the crucial role of the
collective excitation in radio sensitization. It is evident that
introduction of a single halogen atom, I, in the biomolecule,
can indeed cause a substantial nanosensitizing effect. There-
fore, the halouracil molecules, in particular, iodouracil, may
have potential as a prototypical system for the radio sensitizer,
provided it satisfies other practical considerations.
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Abstract. Absolute double differential cross sections (DDCS) of secondary electrons emitted in ionization
of O2 by fast electrons have been measured for different emission angles. Theoretical calculations of atomic
DDCS were obtained using the first Born approximation with an asymptotic charge of ZT = 1. The
measured molecular DDCS were divided by twice the theoretical atomic DDCS to detect the presence of
interference effects which was the aim of the experiment. The experimental to theoretical DDCS ratios
showed clear signature of first order interference oscillation for all emission angles. The ratios were fitted
by a first order Cohen-Fano type model. The variation of the oscillation amplitudes as a function of the
electron emission angle showed a parabolic behaviour which goes through a minimum at 90◦. The single
differential and total ionization cross sections have also been deduced, besides the KLL Auger cross sections.
In order to make a comparative study, we have discussed these results along with our recent experimental
data obtained for N2 molecule.

1 Introduction

Cross section measurements of electron impact ionization
of different atoms and molecules have been a subject of
study over decades. Several theoretical and experimental
works have been executed to measure the total ioniza-
tion cross section (TCS) or single differential cross section
(SDCS) for different target species. The cross sections, dif-
ferential over electron emission energy and angle, provide
more detailed picture of the collision mechanisms. The
DDCS measurements of O2 and N2 induced by intermedi-
ate energy electrons have been performed previously [1].

Apart from differential cross section measurements,
another interesting feature of diatomic molecules is its
resemblance with Young’s double slit for electron waves
where the two nuclei act as the two slits, as predicted
by Cohen and Fano in 1966 [2]. Electrons are emitted
coherently from the two centers of the molecule giving
rise to interference oscillations. Several works towards the
interference effect have been carried out in case of the
simplest diatomic molecule, H2 in collisions with fast elec-
trons, heavy ions or photons [3–6]. Extending the work fur-
ther from H2 to more complex diatomic molecules, such
as N2 and O2, oscillation has been observed in individ-
ual orbitals when impacted with photons [7]. The oscil-
lations observed in individual orbitals were phase shifted
from each other. For heavy ion impact, there lies some
controversy about the evidence of oscillation both for

a e-mail: lokesh@tifr.res.in

N2 and O2 [8–10]. However, for proton impact on N2,
it has been theoretically shown that interference signa-
tures appear in double differential cross sections (DDCS)
for the two innermost molecular orbitals, being them in
phase opposition [11]. Recently, the interference related
experiments have also been performed for heteronuclear
molecules [12,13].

In this work, we aim to investigate the presence of in-
terference effect for the multi-electronic target O2 upon
impact with fast electrons of energy 7 keV. Recently in-
terference oscillation have been observed in triple [14] and
double [15] differential cross section measurements of N2

by intermediate and high energy electrons respectively.
To our knowledge, no such observation has been reported
for electron impact ionization of O2 (except a very re-
cent work, indicated below). In case of fast electron beam
as projectile, the Coulomb perturbation strength is quite
small compared to fast heavy ions (e.g. C or O ions) of sim-
ilar velocity for which simultaneous multiple ionization of
different orbitals are quite strong. In this respect the elec-
trons can be considered as a “gentle” projectile resulting in
negligible multiple ionization. In this work we will mainly
talk about the interference oscillations observed for oxy-
gen molecule from the DDCS ratios. Though detailed dis-
cussions about interference oscillations for N2 have been
reported in reference [15], to make a comparative study
for the two molecules we have added some of our recent
and detailed data of N2 which are not shown in [15] along
with the data for molecular oxygen. As explained below,
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the ratio of DDCS for O2-to-2O (i.e. twice the atomic
DDCS) was used to derive the interference oscillation.

In the absence of experimental atomic cross sections,
the DDCS for atomic oxygen were obtained from a the-
oretical formalism, where the multielectronic system was
reduced to a single effective electron problem. In a simi-
lar manner, the DDCS for atomic N were also obtained.
Since the main goal of this work is to explore the interfer-
ence oscillation through the study of DDCS ratios, we do
not make any attempt to predict the molecular DDCS, as
proper molecular calculations are at present in progress.
Detailed discussion on the theoretical formalisms concern-
ing the coherent electron emission from different target
molecules are discussed in reference [16]. Further details
of theoretical work in connection with the N2 ionization is
given in our recent work [15]. Atomic units are used unless
otherwise stated.

2 Experimental details

The projectile electrons of energy 7 keV was obtained from
a commercially available electron gun. The beam was fo-
cussed and collimated using Einzel lens, electrostatic de-
flectors and several apertures of different diameters. Mag-
netic coils were also used for better alignment. A stable
beam of about 900 nA current was used throughout the
experiment with minor fluctuations in the presence and
absence of gas.

The experiment was performed in high vacuum condi-
tion at a base pressure of 5 × 10−8 mbar. The chamber
was flooded with the target gases (O2, N2) at an abso-
lute pressure of 0.15 mTorr which was monitored with a
capacitance manometer. The electrons ejected after colli-
sion with the projectile beam were energy analyzed with
the help of a hemispherical analyzer and further detected
by a channel electron multiplier (CEM). The entire spec-
trometer was kept on a motorized turntable. The front of
the CEM was biased at positive potential of 100 V, since
the detection efficiency of CEM remains fairly constant
(∼85%) within an electron energy range of about 100–
700 eV. The entrance and exit slits were biased with a
pre-acceleration voltage of 6 V which enhanced the col-
lection of the low energy electrons. The Earth’s magnetic
field was reduced to about 10 mG near the interaction re-
gion. The low magnetic field was achieved with two sets
of μ-metal sheets lined on the inner wall of the scattering
chamber. The incident beam was collected on a Faraday
Cup for beam normalization purpose. The Faraday Cup
was sufficiently long in order to prohibit the back scat-
tered electrons from reaching the interaction region. The
projectile beam transmission was obtained by comparing
the current from two positions of the analyzer, i.e. aligned
along 0◦ and then by moving it away from the beam path.
When the analyzer is placed in-line with the beam direc-
tion, the projectile beam had to pass through several (i.e.
five) apertures on the spectrometer, apart from the ones
used for beam collimation, before falling on the Faraday
cup. In the present experiment, the beam transmission
was ∼85%.

The secondary electrons were collected for different
emission angles between 15◦ and 145◦. At each angle, elec-
trons emitted with energy from 1–600 eV and 1–550 eV
were detected for O2 and N2 respectively. The energy
resolution of the analyser was ∼6% where the contri-
bution from acceptance angle is about 1%. The sources
of uncertainties in the DDCS measurement were from
the statistical fluctuation (2%–10%), gas pressure fluctua-
tion (6%–7%), efficiency (10%), resolution (5%–10%) and
solid-angle-path-length integral (10%–12%). Overall error
was estimated to be around 20%.

3 Theory

In the present study the interest is focused in the case
of electrons as projectiles. A detailed analysis of the cal-
culation of DDCS for electron emission from diatomic
molecules by impact of protons and electrons was given
in a recent review [16] and references therein.

As the possible existence of interference patterns is ex-
plored here from the ratio between experimental molecu-
lar DDCS and atomic DDCS corresponding to each one of
the atomic compounds of the molecule, we pay particular
attention to the determination of the latter ones.

In order to calculate the atomic cross sections, within
the framework of an independent electron model, it is as-
sumed that only one target electron (the active one) is
ionized in the final channel of the reaction, whereas the re-
maining passive electrons are considered as frozen in their
initial orbitals during the reaction. In this context, DDCS
were determined within a first-order Born approximation
(B1), where the projectile dynamics is described through
a plane-wave, in both the initial and final channels. In the
entry channel, a Roothaan-Hartree-Fock representation of
the different atomic orbitals was employed [17] and in the
exit one, a Coulomb residual continuum function with an
effective charge ZT of unity was taken. This charge may
be interpreted as the asymptotic one felt by the ionized
electron due to its interaction with the residual target.

4 Results and discussions

4.1 Energy distribution of DDCS spectrum

Figure 1 displays the energy distributions of the secondary
electrons ejected from O2 molecules. The solid line corre-
sponds to twice the atomic oxygen calculations. They are
seen to be close to data points for the extreme forward
and backward angles, whereas the difference is largest in
case of angles near 90◦. The sharp peak around 480 eV for
all emission angles correspond to the K-LL Auger electron
emission which is shown in the insets in Figure 1.

The energy distribution of the secondary electrons
emitted in collision of 7 keV electrons with N2 target is
shown in Figure 2 for different emission angles. Theoretical
calculations for twice the atomic nitrogen are also shown.
The K-LL Auger electrons for nitrogen are emitted around
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Fig. 1. The measured absolute DDCS of O2 for different emis-
sion angles. The red solid line corresponds to twice atomic O
calculation using ZT = 1. The Auger peak for each angle is
shown separately in the insets.

Fig. 2. Absolute electron DDCS of N2 at different forward
and backward emission angles; Auger peaks are shown in the
insets. The theoretical cross sections for twice atomic nitrogen
(red solid line) are calculated using ZT = 1.

355 eV, which is seen by the sharp peak in the DDCS spec-
trum (insets in Fig. 2). In case of extreme forward angles
(20◦ and 35◦), the cross section is seen to have a sharp rise
for lowest emission energies (≤5 eV) unlike that observed
from the calculations. Although the origin of such unusual
rise is not understood, but a systematic error due to un-
subtracted slit-scattering background can not be ruled out
completely.

4.2 Angular distribution of DDCS spectrum

The angular distribution of the secondary electrons emit-
ted from O2 and N2 are displayed in Figures 3 and 4 re-
spectively. Tables 1 and 2 display some of the selected
DDCS values, for a ready reference. The solid lines in

Fig. 3. DDCS at fixed electron emission energies for O2. The
red solid line corresponds to the theoretical calculations for 2O.

Fig. 4. DDCS for N2 at fixed electron emission energies along
with theoretical calculations for 2N (solid lines).

Figure 3 correspond to twice the theoretical calculations
of atomic oxygen. The atomic cross sections are seen to
be larger than the measured DDCS for molecular target
with the discrepancy being largest for low emission en-
ergies. The distribution is seen to be almost flat for low
emission energies which is governed by soft collision mech-
anisms. Here the electrons are emitted with large impact
parameter. With increase in emission energy, a peaking is
observed around 80◦ which is explained in terms of the
binary nature of the collision. Similar distributions for N2

are also observed (shown in Fig. 4). The red curves rep-
resent the theoretical calculations for 2N. Though overall
qualitative matching is observed, theory underestimates
the data for all cases. A minor signature of forward-
backward asymmetry is observed for O2 for higher emis-
sion energies.
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Table 1. Measured DDCS for N2 in units of Mb eV−1 sr−1 for different emission angles.

Energy
15◦ 20◦ 35◦ 45◦ 60◦ 70◦ 75◦ 80◦ 90◦ 100◦ 105◦ 120◦ 135◦ 145◦

(eV)
3 – 0.163 0.128 0.113 0.105 0.102 0.0983 0.092 0.0778 0.0568 0.0818 0.0644 0.0693 0.0724
5 – 0.089 0.075 0.0713 0.073 0.0725 0.0719 0.0684 0.0655 0.051 0.0647 0.0512 0.0554 0.0554
10 0.045 0.038 0.039 0.0394 0.0446 0.047 0.0458 0.0456 0.0444 0.0403 0.043 0.0346 0.0342 0.0334
21 0.0106 0.0102 0.0126 0.0135 0.0176 0.018 0.0184 0.0188 0.0186 0.0161 0.0169 0.013 0.0107 0.0105
41 3.1E-3 2.9E-3 4.1E-3 4.5E-3 5.6E-3 6.5E-3 7.1E-3 7.8E-3 7.6E-3 6.4E-3 6.7E-3 4.4E-3 3.5E-3 3.1E-3
60 1.4E-3 1.4E-3 1.7E-3 1.9E-3 2.9E-3 3.6E-3 4.2E-3 4.1E-3 3.9E-3 3.1E-3 2.9E-3 1.9E-3 1.6E-3 1.4E-3
100 4.6E-4 4.3E-4 5.5E-4 6.5E-4 1.1E-3 1.5E-3 1.7E-3 1.8E-3 1.7E-3 1.2E-3 1.02E-3 5.7E-4 4.5E-4 4.4E-4
140 2.8E-4 2.4E-4 2.8E-4 3.3E-4 5.2E-4 8.0E-4 1.1E-3 1.1E-3 9.4E-4 5.2E-4 4.3E-4 2.6E-4 2.01E-4 1.9E-4
180 1.7E-4 1.5E-4 1.5E-4 1.9E-4 3.1E-4 5.7E-4 7.4E-4 7.6E-4 5.6E-4 2.9E-4 2.4E-4 1.3E-4 1.2E-4 1.1E-4
220 1.3E-4 1.1E-4 1.1E-4 1.5E-4 2.3E-4 3.9E-4 5.2E-4 5.4E-4 4.0E-4 1.7E-4 1.6E-4 8.6E-5 7.3E-5 7.4E-5
250 1.1E-4 8.8E-5 9.3E-5 1.1E-4 1.5E-4 3.0E-4 3.4E-4 4.2E-4 2.5E-4 1.4E-4 1.1E-4 6.1E-5 5.9E-5 5.9E-5

Table 2. Measured DDCS for O2 in units of Mb eV−1 sr−1 for different emission angles.

Energy
30◦ 35◦ 45◦ 60◦ 70◦ 75◦ 80◦ 90◦ 100◦ 120◦ 135◦ 145◦

(eV)
3 0.0993 0.0933 0.071 0.0672 0.0655 0.0632 0.0654 0.0606 0.0542 0.0675 0.0601 0.0646
5 0.0586 0.0533 0.0445 0.0421 0.0419 0.0415 0.0424 0.0405 0.0401 0.0408 0.0398 0.0383
10 0.0303 0.0288 0.0265 0.0279 0.0282 0.0284 0.0273 0.0256 0.0278 0.0257 0.0232 0.0238
21 0.0146 0.013 0.0137 0.0151 0.0152 0.0148 0.0147 0.014 0.0142 0.0114 9.7E-3 8.6E-3
41 4.4E-3 4.7E-3 4.9E-3 6.5E-3 6.9E-3 6.6E-3 6.6E-3 6.6E-3 5.4E-3 4.1E-3 3.4E-3 3.03E-3
60 2.2E-3 2.3E-3 2.7E-3 3.3E-3 4.1E-3 3.8E-3 4.0E-3 3.9E-3 3.4E-3 2.4E-3 1.8E-3 1.7E-3
100 6.4E-4 7.0E-4 8.6E-4 1.2E-3 1.5E-3 1.7E-3 1.8E-3 1.7E-3 1.3E-3 6.9E-4 5.8E-4 5.4E-4
140 2.8E-4 2.8E-4 3.7E-4 6.1E-4 9.5E-4 9.4E-4 9.7E-4 8.9E-4 5.8E-4 3.1E-4 2.4E-4 2.5E-4
180 1.8E-4 1.8E-4 1.9E-4 3.4E-4 6.0E-4 6.2E-4 6.8E-4 5.3E-4 3.3E-4 1.6E-4 1.3E-4 1.2E-4
220 1.1E-4 1.0E-4 1.3E-4 2.5E-4 4.1E-4 4.9E-4 4.8E-4 3.7E-4 2.0E-4 8.7E-5 7.2E-5 7.7E-5
260 7.3E-5 7.1E-5 8.8E-5 1.7E-4 3.4E-4 3.4E-4 3.6E-4 2.6E-4 1.2E-4 5.3E-5 4.6E-5 5.0E-5
300 6.2E-5 5.9E-5 6.9E-5 1.3E-4 2.8E-4 2.9E-4 2.9E-4 2.01E-4 7.8E-5 4.4E-5 3.6E-5 3.02E-5
340 4.9E-5 4.4E-5 4.8E-5 9.7E-5 2.3E-4 2.4E-4 2.5E-4 1.5E-4 5.5E-5 3.2E-5 2.8E-5 2.5E-5
400 3.8E-5 4.2E-5 4.8E-5 8.3E-5 1.8E-4 2.0E-4 1.8E-4 9.6E-5 4.5E-5 2.6E-5 2.4E-5 2.4E-5

In Figure 5 we have shown the angular distribution of
the Auger electron peak for O2 and N2. The KLL Auger
electrons are emitted when K-shell ionization of the target
atom takes place. As already seen from Figures 1 and 2,
the peaks for O2 and N2 are seen around 480 eV and
355 eV, respectively, as expected. We have obtained the
area under the Auger peak for each case. For an atom
one may expect an isotropic angular distribution of the
KLL Auger electron. In case of the O2 molecule we do
see such an isotropic behaviour (Fig. 5a). However, in the
case of the N2 molecules although the general behaviour
is almost isotropic within about 15%, there is a oscillatory
structure in the distribution (shown by the blue solid line
in Fig. 5b, which is a guide to eye). The origin of such
behaviour in the case of N2 is not obvious. For the N and
O atoms, the fluorescence yields are negligible. The total
K-shell ionization cross sections, thus, derived from the
K-LL Auger yield, are found to be 0.095 Mb for O2 and
0.163 Mb for N2.

4.3 Experimental-to-theoretical DDCS ratio

From Figures 1 and 2, it is seen that the cross sections for
both molecular and atomic targets fall by several orders of
magnitude within the detected electron energy range. On

the other hand, the variation due to interference effects
contributing from the molecule is rather small and hence
cannot be observed readily from the DDCS spectrum.

In a previous work [15], DDCS for impact of electron
beams on N2 targets have been approximated by,

σmol = 2σat(k)
[
1 +

sin [kc(θ)d]
kc(θ)d

]
(1)

where σat is the atomic cross section corresponding to
each individual molecular compound, and sin[kc(θ)d]

kc(θ)d is a
Cohen-Fano type term originated from the coherent elec-
tron emission from the molecule. Here k is the electron
momentum, d is the internuclear distance of the diatomic
molecule, and c(θ) is an adjustable frequency parameter.
This expression has been employed just as an extension of
the one obtained in collisions between ion beams and H2

targets [2,5,18–20].
Therefore, to reveal the contribution due to interfer-

ence effects, it is necessary to omit the variation of the
cross section over the emission energy by dividing the
molecular DDCS by twice the corresponding atomic cross
section (see Eq. (1)). Due to the absence of measured data
for the atomic target, the DDCS for O2 are divided by the
theoretical atomic calculations. In Figure 6, the DDCS ra-
tios of O2 to twice the theoretical cross sections of atomic
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Fig. 5. Angular distribution of K-LL Auger electron emission
for O2 in (a) and N2 in (b). Blue solid lines are a guide to eye.

oxygen are displayed for several forward and backward
angles. The ratios reveal clear oscillatory structures for
all the emission angles. In the case of 30◦ and 35◦, half
sinusoidal oscillatory structure is observed about a hor-
izontal line. However, for other angles, full oscillation is
observed. It may also be noticed that the oscillatory struc-
ture for the backward angles rides over a straight line of
small positive slope. Also, a finer look into the ratio plots
reveal that the oscillations are around 0.5–0.6, instead of
the expected value of 1.0. These differences may be at-
tributed to the fact, that the calculated atomic cross sec-
tions overestimate the data for all cases as can be readily
seen from the energy distribution in Figure 1. To get a
quantitative idea of the oscillatory structure with respect
to electron velocity, the ratios have been fitted with the
Cohen-Fano type model which is expressed as follows:

σmolecule

2σatom
= D + F (θ)

sin [kc(θ)d)]
kc(θ)d

. (2)

In this equation, F (θ) is the amplitude of the oscillation,
k is the electron momentum, d is the internuclear dis-
tance (2.28 a.u. for O2), and c(θ) is the variable frequency
parameter. For most of the backward angles, to account
for the minor increasing trend in the oscillation, we have
added a linear term in equation (2) along with the Cohen-
Fano term. The slope was found to be almost same for
these angles. The fitting is seen to match quite well for all
the angles.

Fig. 6. Molecular to atomic cross section ratio (σO2/2σO).
Solid line represents the Cohen-Fano fitting given by
equation (2).

Similar DDCS ratios for nitrogen molecule are shown
in Figure 7. In the case of N2, the data have been divided
by the calculated cross sections of 2N. Half sinusoidal os-
cillations for all emission angles are also observed for N2.
The blue curve in each plot corresponds to the fitting given
by equation (2). Here, a half sinusoidal oscillation is ob-
served for all angles between 0.5 and 3.5 a.u. The fitted
curve is seen to match well upto 3 a.u. for all angles ex-
cept for 135◦. By comparing Figures 6 and 7, it may be
observed that for extreme forward angles (20◦, 30◦, 35◦)
the frequency of oscillation is almost same for O2 and N2.
However, for extreme backward angles (e.g. 135◦), the fre-
quency for O2 is much larger than that for N2.

The variation of the oscillation amplitude as a func-
tion of the emission angle for both O2 and N2 is shown in
Figure 8. The green open circles correspond to the ampli-
tude variation for O2 whereas the blue open triangles are
that for N2. For both the targets, the amplitude is seen
to be higher for the extreme forward and backward an-
gles with the minimum being observed around 90◦. Addi-
tional experimental and theoretical investigations need to
be taken up in order to understand this behaviour. Though
qualitatively the variation of the amplitude with angle is
seen to be the same for O2 and N2, but quantitatively
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Fig. 7. DDCS ratio (σN2/2σN). Blue solid line is the Cohen-
Fano model fitting to the ratio points.

Fig. 8. Variation of oscillation amplitude as a function of the
emission angle for O2 and N2. The blue open triangles and
green open circles represent the data for N2 and O2 respec-
tively. The fitted parabolic lines are shown as a guide to eye.

it is observed that the DDCS ratios for N2 have higher
amplitude of oscillation compared to that for O2. In a
very recent work [21] on e-impact ionization of O2, the in-
terference oscillation has been observed from the forward-
backward angular asymmetry parameter which does not
require any theoretical cross section.

4.4 Single differential cross section

The DDCS spectrum when integrated over the electron
emission energy or emission angle gives the single differen-
tial cross section (SDCS). Integrating the DDCS spectrum
over the emission energy gives the SDCS as a function of
the emission angle:

dσ

dΩe
=

∫
d2σ

dΩedεe
dεe. (3)

Fig. 9. Absolute electron SDCS for O2 (a) and N2 (b) as a
function of the emission angle.

Similarly, integrating the DDCS spectrum over the emis-
sion angle provides the SDCS as a function of the emission
energy:

dσ

dεe
=

∫
d2σ

dεedΩe
dΩe. (4)

The variation of SDCS as a function of the emission an-
gle is shown in Figures 9a and 9b for O2 and N2 respec-
tively. The integration of the DDCS spectrum has been
performed over an energy range of 5–340 eV for O2 and
5–300 eV for N2. From the figure, it is seen that the SDCS
for the extreme forward angles remain almost constant. A
peaking structure is observed around 80◦. Minor signature
of forward-backward asymmetry is seen in the SDCS spec-
trum for O2 but no such angular asymmetry is observed
for N2.

Finally by integrating the DDCS spectrum over the
energy and angular range we obtained the total cross sec-
tion (TCS). The TCS was found to be 11.2 (±2.2) Mb for
O2 and 14.6 (±2.9) Mb for N2.

5 Conclusion

The absolute DDCS of the secondary electrons emit-
ted in ionization of O2 by 7 keV electrons were mea-
sured for different forward and backward angles. The sec-
ondary electrons having energies between 1 and 600 eV
have been detected. The evidence of interference oscil-
lations for the diatomic molecules have been revealed
in the DDCS-ratios. The oscillations were further fitted
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by the Cohen-Fano model for interference in molecular
double-slit. The frequency of the oscillation for O2 was
found to be higher than that for N2 for extreme backward
angles. Though in the case of fast heavy ion impact, inter-
ference oscillations for these molecules are not consensual,
the present work reveals a clear signature of interference.
This result, however, is in qualitative agreement with the
observed oscillations in photoionization. In addition, the
SDCS, the TCS and the KLL Auger electron cross sections
have also been deduced.
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Abstract
Absolute double differential cross sections (DDCSs) of secondary electrons emitted from O2 under
the impact of 7 keV electrons were measured for different emission angles between 30° and 145°
having energies from 1–600 eV. The forward–backward angular asymmetry was observed from
angular distribution of the DDCS of secondary electrons. The asymmetry parameter, thus obtained
from the DDCS of two complementary angles, showed a clear signature of interference oscillation.
The Cohen–Fano model of Young type electron interference at a molecular double slit is found to
provide a good fit to the observed oscillatory structures. The present observation is in qualitative
agreement with the recent results obtained from photoionization.

Keywords: ionization, di-atomic molecule, Young type interference, electron emission, angular
asymmetry

(Some figures may appear in colour only in the online journal)

1. Introduction

The proposition of Cohen and Fano [1] regarding the analogy
of electron emission from a homonuclear di-atomic molecule to
that of the two slits of Young’s double slit experiment for
interference effect attracted a great deal of experimental and
theoretical work for more than a decade and still continues to
be an interesting field of research. Although the initial pre-
diction was in connection with the photoionization of di-atomic
molecules, the first set of experiments revealing evidence of the
interference effect were carried out using fast heavy ions as
projectiles colliding on a H2 molecule [2–6]. Several exper-
imental and theoretical works have been carried out henceforth
to investigate interference oscillation in the ionization of H2

with heavy ions, electrons and photons as probes [7–12]. The
first experimental evidence of the interference effect for fast
electrons impacting on D2 was shown by Fremont and co
workers [13]. Further progression from the simplest homo-
nuclear di-atomic molecules H2 and D2, the interference effect
was studied in photoionization of a N2 molecule [14–16]. In
the case of heavy ion impact ionization of N2 and O2, the
evidence of such an interference effect is not fully conclusive

[17–20]. According to a theoretical prescription by Tachino
et al, [21] for the proton impact ionization of N2, it was inferred
that the interference oscillations may not be readily observed in
multi-electronic targets due to the cancellation of phase mis-
matched oscillation contributing from each individual orbitals.
Recently, Ilchen et al [22] have shown clear interference
oscillations in individual orbitals of N2 and O2 by photo-
ionization, but the oscillations are out of phase for different
orbitals. A detailed theoretical review, along with experimental
evidence on coherent electron emission from di-atomic mole-
cules using different probes can be found in [23]. In recent
times, apart from investigating the existence of interference
oscillations in double differential cross section (DDCS) ratios,
some of the other studies involve various aspects of inter-
ference oscillations and its application towards the precise
structural determination of the molecules [24, 25].

Electrons impart less perturbation to the target system
with respect to heavy ions, causing mostly single ionization
and less multiple ionization from different orbitals of the
target molecules. Therefore, electrons can be considered as a
better probe for studying interference phenomena in N2 and
O2. Recently, experiments on low and high energy electron
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impact ionization of N2, measuring the triple differential cross
sections (TDCSs) [26] and DDCSs [27], respectively, have
been reported. Both the TDCSs and DDCSs ratios revealed
signatures of interference oscillations. Extending this work
further, we have now investigated for interference oscillation
from the electron DDCS spectra, obtained from collisions of
fast electrons with O2. To the best of our knowledge, such
evidence of the interference effect in the case of O2 with
electrons as projectile has not been reported earlier.

In most of the previous work cited above, the interference
effect has been revealed from the ratio of molecular-to-atomic
cross sections. This method is applied based on the fact that
the effect due to interference is very small compared to the
steep fall of DDCSs with energy. Hence, interference oscil-
lation is not readily observed in the DDCS spectrum. To
enhance the visibility of oscillation, it is necessary to elim-
inate the variation of cross sections over electron energy and
hence the molecular DDCS is divided by the atomic DDCS.
Another possible method to look for the interference effect is
the use of forward–backward asymmetry, obtained from the
measured angular distribution of the electrons emitted from
the molecular target [9].

In this work, we report the energy and angular distribu-
tions of the DDCS of secondary electrons emitted in ioniz-
ation of O2 induced by fast electrons of 7 keV. Further, the
interference effect in the case of O2 has been explored from
the asymmetry parameter ( ka( )) which showed a clear sig-
nature of oscillation. In addition to the measurements for O2,
similar measurements have also been performed for an atomic
target, helium, in order to show that Young type interference
is absent in the case of such a monocentric target.

2. Experimental details

A brief outline of the experimental arrangement is presented
here. The projectile electrons of energy 7 keV were obtained
from a commercially available electron gun. These fast
electrons were guided up to the interaction region in the
scattering chamber with the help of Einzel lenses and elec-
trostatic deflectors. In addition to the lenses and deflectors, a
pair of magnetic coils were also added in the beamline.
Several apertures were used to cut the beam, ensuring a well
collimated parallel electron beam with a current of ∼800 nA,
which was used for the present experiment.

The scattering chamber houses a motorized turntable and
a hemispherical electrostatic analyzer used for measuring the
energy and angular distributions of the secondary electrons.
The base pressure in the scattering chamber was 5 × 10−8

mbar, which was achieved with the help of a 2000 l/sec turbo
molecular pump backed by a tri-scroll pump. The chamber
was flooded with molecular oxygen at an absolute pressure of
0.15 mTorr. To maintain the pressure difference between the
scattering chamber and the electron gun, a differentially
pumped chamber was connected just before the scattering
chamber. The voltages applied on the two electrodes of the

analyzer were set using the following formulae

HV V
R R

R
V 1c e c1

2 1

1
= +

-
+( ) ( )

HV V
R R

R
V , 2c e c2

2 1

2
= - +

-
+( ) ( )

where R1 and R2 are the radii of the inner and outer hemi-
spheres, respectively, and εe denotes the electron energy. A
pre-acceleration voltage (Vc) of 6V was applied at the
entrance and exit slits of the spectrometer to increase the
collection efficiency of the low energy electrons. The Earth’s
magnetic field was reduced to about 10 mGauss near the
interaction region by lining the inner walls of the scattering
chamber with μ-metal sheets. The electrons ejected from O2

in collisions with 7 keV projectile electrons were scanned
with the hemispherical analyzer for energies between
1–600 eV. The electrons emitted in all directions were scan-
ned by placing the analyzer at different forward and backward
angles (30°, 35°, 45°, 60°, 70°, 75°, 80°, 90°, 100°, 120°,
135° and 145°) with respect to the incident beam direction.
For the helium target, however, the data were collected for a
few forward and backward angles. The number of electrons of
a particular energy were detected by a channel electron
multiplier (CEM). The front of the CEM was biased to +100
V, since the efficiency of the CEM for electron detection
remains almost constant (∼0.85) for energies between 100
and 700 eV (obtained from the manual). The energy resolu-
tion of the analyzer is about 6% of the pass energy and the
angular acceptance of the analyzer is ±3.5°. Figure 1 shows a
detailed view of the experimental setup.

The absolute DDCS was obtained using the following
formula
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where Ne and Nb are the number of electrons detected in the
presence and absence of the target gas inside the interaction
chamber, Np and Np¢ are the number of projectile electrons
with and without the target gas, respectively, n is the target
number density under static gas pressure condition, D is the
efficiency of the detector, η is the energy resolution of the
analyzer and l effW( ) is the solid angle path length integral
which is given by

l
w w h

LR sin
, 4eff

1 2 2

q
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where w1, w2 and h2 are the widths and height of the rec-
tangular apertures on the front and back of the collimator, L is
the length of the collimator and R is the distance of the col-
limator from the center of the interaction region.

The overall error in the present experiment was about
15%–19%, having contributions from pressure fluctuation,
counting statistics, detector efficiency, solid-angle path length
integral and resolution of analyzer. The error due to statistical
fluctuations was about 2%–5%, except at high energies and
extreme backward angles, where the statistical fluctuations
were maximum up to 9%–10%.
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3. Results and discussions

3.1. Energy and angular distribution of the electron DDCS

The absolute DDCSs of the emitted electrons from O2 for
fixed electron emission angles are displayed in figure 2. From
the figure, it is seen that the cross section decreases by several
orders of magnitude in the scanned secondary electron energy
range. The DDCS is seen to be maximum in the low energy
part of the spectrum. This region is dominated by the soft
collision process, where the momentum transfer from the
projectile is very less, and hence the electrons are ejected with
a large impact parameter. The intermediate part of the spec-
trum is dominated by the two center effect, where the ejected
electron is under the influence of both the projectile and the
recoil target nucleus. In the case of electrons as a probe, the
two center effect is not a dominant feature compared to highly
charged ions. Going further down the spectrum, a sharp peak
is observed, at around 480 eV, which is contributed by the
K-LL Auger electrons. Since the peak is sitting over a rapidly
falling background, the peak position for different angles may
vary slightly. However, from the inset in figure 2 it is clear
that the peak appears at the expected energy i.e. 480 eV for all
the angles.

Figure 3 displays the measured absolute DDCS of
emitted electrons as a function of emission angles for six
different electron energies namely 5 eV, 8 eV, 11 eV, 35 eV,
90 eV and 320 eV. The total errors are shown for some points.
The angular distributions are seen to be almost flat for the low

Figure 1. Graphical representation of the experimental setup. Upper panel: scattering chamber housing the spectrometer, turntable and the
focussing elements; the differential pumping chamber; and electron-gun housing chamber. Three turbo pumping stations attached with these
three chambers are not shown. Lower panel: Magnified, cross sectional view of the beamline components (not to scale) along with the
spectrometer and Faraday Cup. E1 and D1 are the Einzel lens and electrostatic deflectors, respectively, mounted in the e-gun assembly;
similarly, another set of Einzel lens (E2) and deflectors (D2) are mounted in the beamline. Several apertures, placed at different points along
the beamline are also shown.

Figure 2.Absolute electron DDCS for different forward and backward
emission angles. The Auger peaks are displayed in the inset. The
statistical errors are shown, which are within the symbol sizes.
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emission energies. This feature is explained by the fact that in
the soft collision region, the cross section is independent of
the angle, resulting in a uniform distribution over the mea-
sured angular range. At a relatively higher emission energy,
the cross section for extreme forward angles is seen to be
slightly higher compared to the extreme backward angles. For
example, in the case of 90 eV, the cross section for the for-
ward angle (30°) is higher than that for the backward angle
(145°) by a factor of 1.3. Similarly for 320 eV, this factor is
about 1.8. This difference in cross section is attributed by the
forward–backward angular asymmetry. The peak like struc-
ture around 80° for high energies is observed due to the
binary nature of collision, where the electrons are elastically
scattered by the target nucleus.

3.2. Asymmetry parameter

The forward–backward angular asymmetry in the angular
distribution spectra arises due to the motion of the electron in
the field of two charged particles in the final state and due to
the non-Coulombic potential of the multi-electronic target. In
the case of electron impact ionization, the former process does
not have a major contribution towards asymmetry. The
angular asymmetry parameter ka( ) is defined as follows:

k
k k

k k
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2

2

is in au and θ is the low
forward angle. Expanding ks in terms of the Legendre poly-
nomials
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where P cosL q( ) is the Legendre polynomial. As already
shown by Fainstein et al [28], values up to L = 2 contribute
mainly to the asymmetry parameter. Calculating ka( ) for
θ = 0 and considering the first few terms of the series
expansion, we get
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Thus, ka( ) is the ratio of the odd terms to the summation of
even terms. In the present case, we have used θ = 35° and 45°
for calculating k,a q( ).

3.3. Interference oscillation from the asymmetry parameter

From figure 2, it is readily observed, that the variation of cross
section over electron emission energies is by several orders of
magnitude within few hundreds of eV. On the other hand, the
variation due to the interference effect is rather small, and hence
it is almost impossible to observe interference oscillations from
the energy distribution spectrum. One of the most commonly
used tools for deducing the interference oscillations is by
dividing the molecular cross section by twice the corresponding
atomic cross section. By using this technique, we can negate the
cross section variation over energy, and only the oscillatory
structures arising from the interference effect, if any, are
observed. The drawback of this well known technique is that, it
may be a difficult task to produce atomic oxygen for the mea-
surement of the electron emission cross sections. In the absence
of measured atomic DDCSs, one uses the theoretical cross
sections for the atomic targets, and thus the DDCS ratios are
obtained by dividing the measured molecular cross sections by
twice the theoretical cross sections of the atomic target to reveal
the interference oscillations. As shown in our earlier work [27],
the shape and value of the experimental-to-theoretical DDCS
ratios are highly sensitive to the different effective charges used
for atomic cross section calculations. Thus, it is important to
check for interference oscillation which is devoid of the choice
of effective charge used in the atomic calculations. On the other
hand, the theoretical calculation for ionization of molecular O2,
which needs a proper description of molecular wavefunction, is
not presently available to us. Therefore, a complete theoretical
DDCS ratio (O2-to-2O) is also not available.

In this regard, the other method used for observing the
interference oscillation is from the forward–backward asym-
metry parameter (FBAP). In this process, only the measured
DDCS, at forward and backward angles, for the molecular
target are used for deriving the oscillatory structures. Since
this method essentially uses the ratios of measured DDCS,
hence it is free from the normalization procedure used to
obtain the absolute DDCS. Also, it does not require the
DDCS of an atomic target and hence is independent of the
choice of effective charge. Therefore in this paper, instead of
studying the experimental-to-theoretical DDCS ratios, we
present the results on the FBAP.

We have calculated the FBAP k,a q[ ( )] from the measured
DDCS for two sets of complementary angles i.e, 35°–145° and
45°–135°. Figures 4 and 5 display the variation of k,a q( ) as a

Figure 3. The measured absolute DDCS for the fixed electron
emission energies as indicated in the different panels. The total errors
are shown for few data points.
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function of emitted electron velocity. A full sinusoidal oscilla-
tion is observed in both the figures within the ejected electron
velocity range of 0.7 to 4.5 au (in figure 4) and 1.0 to 4.2 au
(figure 5). In agreement with earlier studies [2, 3], the frequency
of oscillation is found to be more in the case of backward angles
compared to the forward angles. This difference in frequency
between the two complementary angles produces the oscillation
in ka( ). Though in the case of θ = 35°, the oscillation is
observed about a horizontal line around 0.16, but for θ = 45°,
the oscillation is seen to vary between 0.06 and 0.3 with an
increasing trend in the high velocity region. The entire experi-
ment was performed with good counting statistics, which
ensured that the observed oscillations in ka( ) were not con-
tributed from statistical fluctuations. In addition to the observed
oscillatory structure in ka( ) for O2, the inset of figure 5 displays
the variation of ka( ) as a function of velocity in the case of an
atomic target, such as, helium. The FBAP for helium is seen to
increase monotonically with velocity. Such a monotonic beha-
viour is well known and a quite general phenomenon for ion–
atom collisions involving atomic H, He and multi-electronic
atoms [29, 30]. The black dashed line in the inset is a guiding
line to indicate the steady increase of the FBAP for He atom, in
contrast to the oscillations seen for the O2 molecule.

The asymmetry parameter for O2 has been fitted with a
model based on the formalism proposed by Cohen and Fano
on Young type interference from a molecular double slit. The
DDCS for O2 (under dipole approximation) can be written as
[2]

k A k
kc d

kc d
, 1

sin
. 8O2s q

q
q

= +
⎡
⎣⎢

⎤
⎦⎥( ) ( ) ( ( ) )
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Here k represents the electron momentum in au, d is the
internuclear distance (2.28 au for O2) and A(k) is an expo-
nentially decreasing function of velocity, which attributes to
the incoherent non-oscillatory part that corresponds to the
atomic cross section. The quantity c q( ) is an adjustable fre-
quency parameter and the term kc d

kc d

sin q
q

( ( ) )
( )

is known as the

Cohen–Fano term [1, 2]. As shown by Nagy et al [31], if the
momentum transfer is neglected completely, then c = 1,
whereas if only the transverse component of momentum
transfer is neglected then, using a peaking approximation it is
found that the frequency c cos q= ( ). In the case of H2, it has
been observed that for backward emission angles, the oscilla-
tion frequency is higher than the corresponding forward angles,
indicating a deviation from the cos q( ) dependence [8, 9].
Considering both the electron and heavy ion impact on H2,
Chatterjee et al [32] have given a functional form of c q( ). On
the other hand, for N2, it has been shown recently [27] that the
functional form c(θ) differs from that observed in the case of H2.

It was shown by Stolterfoht et al[2] that the oscillatory
term survived in the DDCS expression (in equation (8)) even
after integrating over all possible orientations of the molecule.
The expression was applied in the case of H2. However, the
same behaviour is expected even for other homonuclear di-
atomic molecules, such as, O2.

Replacing k,s q( ) in equation (5) by that in equation (8),
we get the following expression for ka( ) :

k
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where, A and B are the amplitudes of oscillation for the two
complementary angles, c q( ) is the frequency of the forward
angle, θ (= 35° and 45° in the present case), β is the ratio of
oscillation frequency for backward to forward angles, i.e.
c cp q q-( ) ( ) and other symbols remain same as those in
equation (8). The model fitting, as a function of velocity is
shown by the solid blue lines in figures 4 and 5. The fitted
curve is seen to have an overall good agreement with the
calculated values of ka( ), except for the very low velocity
region. In this region, though a qualitative agreement is seen,
but quantitatively, the fitting overestimates the derived values
of ka( ). The fitting parameter β, which was found to be 1.14

Figure 4. Forward–backward asymmetry parameter obtained from
the DDCS of two complementary angles i.e., 35° and 145°. The
solid line represents the fitted curve (equation (9)).

Figure 5. Asymmetry parameter for angles 45° and 135° along with
the fitting (solid line). Inset: asymmetry parameter derived for He
using the same complementary angles, black dashed line is a guide
to eye.
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for θ = 35° and 1.15 for θ = 45°, provided a good fitting to
the asymmetry parameter.

The asymmetry parameter has also been derived for two
non-complementary angles i.e. 30° and 145° (shown in
figure 6). A clear oscillatory structure is seen about a hor-
izontal line in the velocity range of 0.7 to 4.2 au. The fitted
curve matches well beyond 1.25 au. The oscillatory structure
in figure 6 looks similar to those observed in figures 4 and 5.
This behaviour is due to the fact that the DDCS values for
angles near 35° do not vary much, which can be seen in
figure 3. Hence, it is seen that exactly two complementary
angles are not an absolute necessity for observing the oscil-
lations in ka( ). Preferably, one low forward angle and a high
backward angle suffice for revealing the oscillation in
asymmetry parameter.

4. Conclusions

We have measured the absolute DDCS of the secondary
electrons emitted from 7 keV electron impact ionization of O2

molecule. The cross sections were measured for electron
energies between 1 and 600 eV within an angular range of
30°–145°. The angular distribution of the DDCS spectra
showed forward–backward asymmetry. The asymmetry
parameter, ka( ), was derived from the measured DDCS for
two sets of complementary angles which revealed clear sig-
nature of oscillations. A good fitting to the asymmetry para-
meter by the Cohen–Fano model, provided unambiguous
evidence of the interference effect in the case of electron
impact ionization of O2. To make a comparative study
between the molecular and atomic target, the asymmetry
parameter was also calculated for helium, which showed
monotonically increasing behaviour as compared to the
oscillations observed for the O2 molecule.
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Ionization of N2 in collisions with fast electrons: Evidence of an interference effect
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Absolute double differential cross sections (DDCS) of electron emission were measured for ionization of
N2 by fast electrons with energy 7 keV. Measurements were performed for different electron emission angles
and energies. Evidence of oscillation due to Young-type interference was observed in the DDCS ratios for all
angles. The frequency for large backward angle is found to be larger compared to that for small forward angle.
Consequently, the forward-backward asymmetry parameter reveals the oscillatory structure even more clearly.
The oscillations observed for both experimental-to-theoretical DDCS ratios and forward-backward asymmetry
were well explained by the Cohen-Fano model of interference in a molecular double slit. A periodic deviation
of the Cohen-Fano model from the asymmetry parameter data reveals the presence of a higher-frequency
component. The first Born model was employed to explain the results of molecular nitrogen for which a
complete-neglect-of-differential-overlap approximation was used along with an effective atomic number.
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I. INTRODUCTION

Electron-impact ionization of atoms and molecules is an
important field in the study of basic atomic collision physics.
There have been numerous experimental and theoretical
investigations in this field for many decades. Many aspects
of electron-induced ionization are being investigated, such
as total cross sections, single and double differential cross
section (DDCS), e-2e and e-3e collision processes, as well as
double and multiple ionizations [1,2]. The e-DDCS spectrum
carries rich information regarding the collision mechanisms
compared to the single differential and total cross sections.
Such measurements of the absolute cross sections at the DDCS
level are scarce, although it has major applications in other
fields, such as plasma physics, astrophysics, cluster physics,
and, in general, atomic collision physics involving photons,
electrons, and ions as projectiles.

However, other fundamental processes which have implica-
tions for basic quantum physics, such as Young-type electron
interference from a molecular double slit which is a relatively
new feature, can be well investigated from an electron DDCS
spectrum arising from such collisions. Such an interference
and the resulting oscillation in the electron spectrum was
predicted by Cohen and Fano in 1966 [3]. Investigation of the
interference effect in the electron emission spectrum arising
from a diatomic molecule in collision with photons, electrons,
and fast heavy ions has been the subject of intensive exper-
imental and theoretical studies. For homonuclear diatomic
molecules, since the two atomic centers are indistinguishable,
the probability of electron emission from either atom is
expected to add coherently, resulting in an interference effect.
The two atoms are analogous to the two slits in Young’s double-
slit experiment on light scattering, which played a major role
in the formation and progress of quantum mechanics.

Experiments on ionization of H2 by heavy ions, electrons,
and photons [4–11] were performed to investigate the inter-
ference effect. Similarly, other diatomic molecules, such as

*lokesh@tifr.res.in; ltribedi@gmail.com

N2, O2, and CO [11–23], have been the subject of study in
recent years to look for an interference effect. Although in the
case of H2, evidence of an interference effect was seen for both
heavy-ion and electron impact, for multielectronic targets such
as O2 and N2, there is an ambiguity in such observation in the
case of heavy-ion impact. For the N2 molecule, the oscillation
which was observed by proton impact [12] has been interpreted
to have the signature of a second-order scattering process only.
On the other hand, in the case of H2, a double-collision model
was used [24,25] to explain the observed double-frequency
component (second-order process), along with the presence
of a first-order Cohen-Fano oscillation. According to the
continuum distorted wave–eikonal initial state (CDW-EIS)
model [26], for proton impact ionization of N2, oscillations
are visible in individual orbitals, which are phase shifted from
each other. Thus, adding up the contributions from all orbitals
leads to the cancellation of intensities and therefore the DDCS
spectra may not reveal any signature of oscillation. The recent
experimental work on the DDCS measurement of N2 [16] did
not show any appreciable oscillation, also for O2, where no
oscillation was observed [17]. On the contrary, Ilchen et al. [18]
demonstrated the existence of interference oscillation in
photoionization of 1σg and 1σu orbitals of N2 molecule.
There exists a phase mismatch in the oscillations of these
two individual orbitals. Similarly, interference oscillation was
observed clearly in the vibrationally resolved states of N2 [11].

Fast electrons impart much weaker perturbation to the
target as compared to fast heavy ions during collision. It
is well known that heavy ions cause simultaneous multiple
ionization of outer shells of atoms along with single ionization.
Thus, multiple ionization of different orbitals complicates the
process, which as a result may create difficulty in observing
the oscillations. In the case of fast electron collisions, the
probability of multiple ionization is much less compared to
that for heavy-ion collisions [27]. In this work, we present
the DDCS spectra of the secondary electrons ejected due to
the collision of fast electrons with N2 and a clear signature of
first-order interference effect is visible from the DDCS ratios,
which is in partial agreement with the observation in [14].
The DDCSs are measured as a function of emitted electron
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energy and angle. The forward-backward angular asymmetry
parameter and the details of the interference oscillation are
deduced from the measured DDCS spectra.

II. EXPERIMENTAL DETAILS

We present a brief sketch of the experimental setup used
for the measurement of energy and angular distributions of
the secondary electrons. The experiment has been performed
with a 7 keV (projectile velocity vp ∼ 22.7 a.u.) electron
beam obtained from a commercially available electron gun.
These fast electrons were initially focused using a set of einzel
lens and deflectors present within the electron gun assembly.
Electron being a light mass particle and the distance between
the electron gun filament and interaction region in the scatter-
ing chamber being quite large (∼1.5 m), one set of lens and
deflectors was not sufficient to get a well-collimated parallel
beam near the interaction region. Another set of einzel lens,
a pair of electrostatic deflectors, and a collimator stack with
three collimators were incorporated in the beam line to focus
the beam. The last aperture of 2.5 mm diameter was used to cut
the beam before it reached the interaction region. For better
alignment, two sets of magnetic coils were also introduced in
the beam line. Finally, a well-collimated parallel beam was
directed to the N2 target gas present in the scattering chamber.
The beam current was typically around 900 nA, which
remained almost stable throughout the experimental process
with minor fluctuation in the presence and absence of gas.

The collision processes took place in a high vacuum
scattering chamber made of stainless steel having diameter
of 18 inches. It is equipped with a motorized turntable
and a hemispherical electrostatic analyzer. A base pressure
of 7 × 10−8 mbar was achieved with a 2000 l/sec turbo
molecular pump backed by a triscroll pump. The chamber was
flooded with the target gas (molecular nitrogen) at an absolute
pressure of 0.15 mTorr, which was measured by a capacitance
manometer (MKS Baratron). The Earth’s magnetic field was
reduced to about 5–10 mGauss near the interaction region by
placing two μ metal sheets on the inner side of the scattering
chamber. In addition, it was also ensured that the electric and
magnetic field due to the lens and deflectors in the beam line did
not have any effect on the emitted secondary electron spectrum,
particularly for the low-energy electrons. The electrons ejected
from the target after the collision process were energy analyzed
by the hemispherical electrostatic analyzer sitting on the
turntable. The hemispherical analyzer has an inner and outer
diameter of 25 and 35 mm, respectively. A preacceleration
voltage of 6 V was applied at the entrance and exit slit
of the spectrometer to enhance the collection efficiency of
the low-energy electrons (<5 eV) which otherwise may be
deflected by the presence of any stray electric or magnetic
field near the interaction region. The energy-analyzed electrons
were detected by a channel electron multiplier (CEM) placed
after the exit slit of the hemispherical analyzer. The cone of
the CEM was kept at a positive potential of 100 V because
the detection efficiency of the CEM remains constant (0.85)
for electron energies between 100–500 eV, as obtained from
the operation manual of the detector. Since the chamber is
flooded with target gas, the collision volume is extended along
the electron beam and therefore the acceptance angle of the

analyzer varies between 3.4◦ to 3.6◦ based on the emission
angle. The corresponding estimated average uncertainty in
electron emission angle is about 3.7◦. Energy resolution of
the analyzer is about 6% in which the contribution due to the
acceptance angle is about 1% (see Ref. [28]). At each energy,
the number of electrons ejected were detected for a specified
amount of incident projectile charge collected on a Faraday
cup. A LABVIEW-based data acquisition system was used for
scanning the voltages on the hemispheres and to collect the
data for different electron energies.

The secondary electrons having energies of 1–550 eV were
detected for different angles from 15◦ to 145◦. The error due
to statistical fluctuation was low (4%–6%) throughout the
experiment. Gas pressure fluctuation was about 6% to 7%. The
maximum absolute error in the data for the present experiment
was about 15%.

III. THEORETICAL MODELS

The DDCS of ionization of N2 molecules is obtained by
the method proposed by Senger et al. [29], developed in
the framework of the complete neglect of differential over-
lap (CNDO) approximation [30]. Briefly, molecular orbitals
(MOs) are constructed from a linear combination of atomic
orbitals in a self-consistent field approach by using a minimal
basis size: only atomic orbitals of those which are occupied
in the ground state of the atoms of the molecule are utilized.
In this treatment, the weight of such atomic contributions is
expressed in terms of the electronic population.

For the ground state of the N2 molecule, the electronic
configuration is (N1s)4 (σg2s)2 (σu2s)2 (πu2p)4 (σg2p)2. The
contribution of the different atomic states to the MO extracted
from Ref. [31] is shown in Table I, as well as the corresponding
measured MO binding energies taken from Ref. [32]. As a
consequence, in the monocentric CNDO model, the DDCS for
a particular MO reduces to a sum of the cross sections for
N atomic compounds weighted by the weights resulting from
the Mulliken population analysis for the considered MO (see
Table I) [29]. The total DDCS for the molecule is obtained
then as a sum of all MO contributions.

The electronic configuration of the ground state 4S3/2 of
the N atom is (1s)2(2s)2(2p)3. Within the framework of
an independent electron model, the multielectronic problem
is reduced to a single-electron one under the following
assumption. It is supposed that one of the target electrons (the
active electron) is ionized in the final channel of the reaction,
whereas the other ones (the passive electrons) remain as frozen
in their initial orbitals. Hence, no appreciable relaxation of the
target is assumed during the effective collision time, which is

TABLE I. Population and experimental binding energies of the
N2 molecular orbitals (MOs).

MO Population [31] Expt. energy (eV) [32]

N 1s 4.00 N 1s −409.90
σg2s 1.50 N 2s + 0.50 N 2p −37.23
σu2s 1.47 N 2s + 0.53 N 2p −18.60
πu2p 4.00 N 2p −16.80
σg2p 0.5 N 2s + 1.50 N 2p −15.50
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justified as the latter is much less than the relaxation time of
the target at the impact energies of interest [33].

The DDCS for a particular orbital of the N target is obtained
from the following expression:

d2σ

d�edEe

= (2π )4 kks

ki

∫
d�s |tf i |2, (1)

where k and ks are the momenta of the active ejected electron
and the scattered one, respectively, whereas d�e and d�s

represent the corresponding differential solid angles with
respect to the incidence direction defined by the incident-
electron momentum ki . Moreover, Ee = k2/2 is the energy
of the emitted electron.

The prior version of the transition-matrix element reads

tf i = 〈ψ−
f |Vi |ψi〉, (2)

where ψi is the wave function in the initial channel and ψ−
f is

the final wave function with correct asymptotic conditions. Vi

is the perturbation in the entrance channel.
The initial wave function is chosen as a product between a

plane wave for the incident projectile and a bound-state wave
function φj for the active electron,

ψi = eiki ·R

(2π )3/2
φj (r), (3)

where R and r are the position vectors of the incident electron
and the active electron, respectively. Atomic orbitals φj (j =
1s,2s,2p) are described here within the Roothaan-Hartree-
Fock approximation [34].

In the first Born approximation, the final-state wave
function is chosen as

ψ−
f

∼= eiks ·R

(2π )3/2
C(k,r,γ ), (4)

where

C(k,r,ν) = 	(1 − iγ )
eik·r

(2π )3/2
e−πγ/2

× 1F1[iγ ; 1; −i(kr + k · r)] (5)

describes the ionized electron in the field of the residual
target at asymptotically large distances. 1F1 is the confluent
hypergeometric function and γ = −ZT /k is the correspond-
ing Sommerfeld parameter. Here, ZT is an effective charge
corresponding to the residual target seen by the active electron.

According to the choice of the initial state, the perturbation
Vi in the initial channel is taken as

Vi = 1

rp

− 1

R
, (6)

where rp = r − R is the position vector of the active electron
with respect to the projectile. The perturbation Vi corresponds
to the interaction of the projectile with the active electron
and with a net charge equal to unity. This is compatible with
the complete screened charge of the nuclei by the passive
electrons.

In order to evaluate the influence of the passive electrons
in the final channel, either an asymptotic charge ZT = 1,
which corresponds to a total screening of the nucleus, or

ZT = Zbk =
√

−2n2
j εj [35] is used in the DDCS calculations

for both N and N2 targets. For the case of atomic cross-section
calculations, εj is the Roothaan-Hartree-Fock energy [34],
whereas for N2 computations, εj represents the MO energies
shown in Table I. In both cases, nj is the principal quantum
number of the atomic orbital involved in the calculations.
Further details can be found in Ref. [36].

IV. RESULTS AND DISCUSSIONS

In this section, the experimentally observed DDCS spectra
for the N2 target and consequently the interference oscillations
obtained from the DDCS ratios are discussed along with the
forward-backward asymmetry.

A. Energy distribution of electron DDCS
at fixed emission angles

The measured absolute electron DDCSs for N2 as a function
of emitted electron energy for four different emission angles
are shown in Fig. 1. The theoretical cross sections for N2 and
2N, calculated using effective charges ZT = 1 and ZT = Zbk ,
are also plotted. From the figure, it is seen that the cross section
decreases over four orders of magnitude in the measured
electron energy range. In the low-energy part of the spectrum,
the cross section reaches a maximum due to the contribution
from the soft electron emission process where the momentum
transfer is small and the electrons are emitted with very large
impact parameter. The calculations for N2 and 2N are seen
to merge almost completely for either values of ZT . The
calculation with ZT = 1 matches with the experimental data
qualitatively, but overestimates it for all angles. The calculation
corresponding to Zbk is seen to have better agreement with data
beyond 20 eV for all angles. For extreme backward angles,
ZT = Zbk underestimates the data. In the low-energy region,

FIG. 1. Absolute DDCS for different emission angles: Theo-
retical cross sections for N2 (red solid line) and 2N (blue dashed
line) corresponding to ZT = 1 are displayed. The calculations using
ZT = Zbk are also shown by the orange dash-dotted line (N2) and
green dotted line (2N). The calculations for N2 and 2N, being almost
identical, cannot be distinguished.
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the discrepancy between data and theoretical calculation using
Zbk is larger in the case of forward angles compared to the
backward angles. The sharp peak observed at about 355 eV
corresponds to the K-LL Auger electron emission, which is not
taken into account in the theoretical calculations. The DDCS
for N2 (under dipole approximation) can be written as [4]

σN2 (k,θ ) = σ2N (k)

[
1 + sin[kc(θ )d]

kc(θ )d

]
. (7)

Here, k represents the electron momentum in a.u. and d is the
internuclear distance (2.1 a.u. for N2). The quantity c(θ ) is
an adjustable frequency parameter, and the term sin[kc(θ)d]

kc(θ)d is
known as the Cohen-Fano term [3,4,37]. The DDCS for 2N
(σ2N) was obtained from theoretical calculations. The ratio
DDCS(N2)/2DDCS(N) shows the interference oscillation,
which is discussed in the following section.

B. Angular distribution of electron DDCS
at fixed emission energies

Figure 2 displays the angular distribution of DDCS for
different electron emission energies. An absolute error of 15%
is shown for some data points. The four theoretical curves
correspond to the cross sections for N2 and 2N with the effec-
tive charge ZT = 1 and ZT = Zbk . The theoretical calculations
match qualitatively with the data, but ZT = 1 overestimates
the measured values in all cases. The calculations with Zbk

underestimate the data for 9 eV, but match qualitatively for
higher energies. A closer inspection into the plots for 120
and 200 eV show that the curves for ZT = Zbk are below the
measured values for extreme forward and backward angles.
In the case of low emission energies, the distributions are
almost flat, but with the increase in electron emission energy,
the distributions gradually show a peaking structure around
80◦. This difference in the shape of the distribution for low
and high energy is understood in terms of the binary nature
of collisions. Further, from the figure it is readily seen that
for lower electron energies, the DDCS values are almost the
same for extreme forward and backward angles. However,
with the increase in energy, the DDCS for forward angles is

FIG. 2. Absolute DDCS for fixed electron emission energies.
Legends are similar to that mentioned in Fig. 1.

slightly greater than for backward angles. This behavior is
also reproduced qualitatively by the theoretical calculations,
although they do not match quantitatively with data. It can be
inferred that there is only minor signature of forward-backward
angular asymmetry in the case of electron-impact collisions.

C. DDCS ratios

1. Experimental-to-theoretical DDCS ratios

As seen from Fig. 1, the DDCSs for N2 and independent
N atoms fall by several orders of magnitude with the electron
energy, whereas the variation due to the interference effect
is rather small. To enhance the visibility of interference
oscillation, it is essential to omit the variation of cross section
with electron energy. Therefore, the DDCS for N2 should be
divided by the corresponding DDCS of the two N atoms. In the
absence of experimental data for atomic N, the experimental
DDCSs for N2 were divided by theoretical DDCS for 2N,
which has been calculated using the effective charges ZT = 1
and ZT = Zbk . Figures 3 and 4 show the DDCS ratios obtained
using ZT = 1 and ZT = Zbk , respectively. In Fig. 3, a half
sinusoidal oscillatory structure is observed about a horizontal
line around a value of 0.5 forward angles and around 0.6 for
145◦. The oscillations are expected to be around a horizontal
line near 1.0, but as seen from Fig. 1, the calculations using
ZT = 1 overestimate the measured data for all angles, resulting
in the oscillations being observed below 1.0. In the case of
145◦, the oscillation frequency is seen to be much higher
compared to the other angles. The ratios are fitted by the
Cohen-Fano-type function (shown by solid lines in Fig. 3)
given by

σnorm(k,θ ) = A + F
sin[kc(θ )d]

kc(θ )d
, (8)

where σnorm(k,θ ) represents the DDCS ratio, i.e., (σN2/σ2N).
The fitted curve matches quite well with the ratios except for
145◦, where large discrepancy can be observed beyond 2.5 a.u.
Such mismatch may be ascribed to the difference between the
measured data and theory for 2N.

FIG. 3. Experimental-to-theoretical DDCS ratios (σN2/σ2N) at
different scattering angles for ZT = 1. The solid line corresponds
to the analytical fitting function given in Eq. (8).

052703-4



IONIZATION OF N2 IN COLLISIONS WITH FAST . . . PHYSICAL REVIEW A 94, 052703 (2016)

FIG. 4. Ratio of N2 DDCS to twice atomic nitrogen DDCS
obtained using ZT = Zbk for atomic N cross section. The solid line
corresponds to a linear function of negative slope used for fitting the
ratios.

Figure 4 shows similar DDCS ratios which have been
obtained using the effective charge ZT = Zbk for 2N. The
ratios show an oscillatory structure overriding on a straight
line of negative slope. To reveal the oscillations clearly, a linear
function (shown by the red line) was fitted to the ratios. The
cross-section ratios were then divided by the fitted line and the
resulting DDCS ratios are shown by the blue circles in Fig. 5
for four different angles. The linear fitting was performed to
observe the oscillation about a horizontal line. Half sinusoidal
oscillatory structures are observed around a horizontal line

FIG. 5. DDCS ratios (σN2/σ2N) obtained after dividing by the
linear fitted line in Fig. 4. The solid curve shows the fitting function
given in Eq. (8).

near 1.0 for all the angles. This oscillatory behavior, thus, is
qualitatively similar to that observed using ZT = 1, as shown
in Fig. 3. The ratios were further fitted by the Cohen-Fano
function given in Eq. (8). It is seen that the fitted function
(shown by the blue solid line) has a good agreement with the
experimental-to-theoretical ratios.

The choice of effective charge ZT for calculating the atomic
N cross sections plays a crucial role in determining the shape
of the oscillations in the DDCS ratios, as seen in Figs. 3 and 4.
Though, from Fig. 1, a better agreement is observed between
the measured DDCS of N2 with that of 2N using ZT = Zbk

at higher energies, the ratios do not reveal proper oscillation.
The oscillation, about a horizontal line, is finally revealed only
after dividing by a fitted straight line. On the other hand, for
the DDCS for 2N using ZT = 1, although it overestimates the
N2 cross section (Fig. 1), it provides clearer oscillation about
a horizontal line.

It should be mentioned here that the relative N2/N triple-
differential cross section (TDCS) of Ref. [14] shows clear
structure, although the agreement with the Cohen-Fano factor
is a bit poor at such lower-impact energy (250 eV), compared
to the high-energy electron beam used in this experiment.
Also we should note that in Ref. [14], the experiments and
calculations are done only for the 3σg orbital, whereas our
experimental results are presented for all molecular orbitals.
We know from the case of ion impact that the interference
effect can be shadowed [16,17,26] when the sum of all orbital
contributions is included. The remarkable result obtained
in our work is that the signature of interference patterns
appears for the DDCS ratio considering the contributions of
all molecular orbitals. This is possibly due to the fact that
simultaneous multiple ionization of different orbitals is much
less in the case of fast electron-impact ionization, compared
to that for heavy-ion collisions in Refs. [16,17].

2. Frequency parameter

The variation of the angle-dependent frequency parameter
c(θ ) [obtained from the fitting function in Eq. (8)] as a
function of electron emission angles is displayed in Fig. 6.
It is seen that for all of the forward angles, frequency remains

FIG. 6. Frequency parameter c(θ ) plotted as a function of electron
emission angle. The solid line is to guide the eyes.
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almost constant up to 90◦. In the case of backward angles,
the frequency parameter increases steadily with the increase
in the observation angle. The frequency parameter changes
from a value of 1.2 to 1.45 over the entire angular range,
giving an enhancement of a factor of about 1.20(8). The
shape of the angular dependence of c(θ ) is quite different than
that for H2 [8]. N2 is a multielectronic target, and therefore
ionization is possible from different molecular orbitals and
hence some difference can be expected in the observed
oscillation parameters compared to that for the simplest
molecule, i.e., H2.

3. Forward-backward angular asymmetry

In the previous section, we have obtained the interference
oscillation from the ratio of the experimental DDCS for N2

to that of theoretical DDCS for atomic nitrogen. From Figs. 3
and 4, it is inferred that the pattern of interference oscillation
depends on the choice of effective charge ZT used for atomic
N calculations. Another possible way to deduce the oscillation
is from the asymmetry parameter according to the prescription
given in [38]. In this method, the oscillation is directly
determined from the ratios of the measured DDCS and hence
does not depend on the absolute normalization procedure. In
addition, since it involves the DDCS for the molecular target
only, it is also free from atomic cross section and the choice
of any effective charge. According to [39], non-Coulombic
potential for a multielectronic atom or molecule contributes to
the forward-backward asymmetry. In the case of a diatomic
molecule, the Young-type interference can also influence
the asymmetry parameter, as shown in Refs [7,38,40]. The
asymmetry parameter α(k) is defined as

α(k) = σ (k,θ ) − σ (k,π − θ )

σ (k,θ ) + σ (k,π − θ )
, (9)

where k is momentum and θ is chosen to be a small forward
angle, 35◦. As shown by Fainstein et al. [39], expanding σ (k,θ )
in terms of the Legendre polynomials and considering the
first few terms of the series expansion, α(k) represents the
asymmetry parameter for θ = 0. Since the variation of angular
distribution around 0 and π is very small, we have used θ =
35◦ in the present case to calculate α(k) approximately. The
asymmetry parameter, obtained from the molecular DDCS for
two complementary angles, is shown in Fig. 7 as a function
of electron velocity. The quantity α(k) shows a full sinusoidal
oscillation with a minor increasing trend in the ejected electron
velocity range of 0.6 to 3.5 a.u. From Fig. 6, we have seen that
the frequency of oscillations is greater for backward angles
compared to forward angles. This difference in frequency for
two complementary angles give rise to the oscillatory structure
in α(k). By replacing the DDCS in Eq. (9) with that in Eq. (7),
which contains the Cohen-Fano term, one gets an expression
for the asymmetry parameter α(k) as follows [40]:

α(k) = kβc(θ )d(A−B) +{Aβ sin[kc(θ )d] − B sin[kβc(θ )d]}
kβc(θ )d(A+ B) +{Aβ sin[kc(θ )d]+B sin[kβc(θ )d]} ,

(10)

where electron energy εk = k2/2, A and B are the amplitudes
of oscillation for the two complementary angles, d is the
internuclear distance, c(θ ) is the frequency of low forward

FIG. 7. Forward-backward asymmetry parameter obtained from
measured DDCS of N2 for low forward angle (35◦) and large
backward angle (145◦). The solid line corresponds to the model fitting
given by Eq. (10). Inset: asymmetry parameter divided by first-order
fitting function.

angle having θ (= 35◦ in this case), and β is the ratio
of oscillation frequency for backward to forward angles,
i.e., c(π − θ )/c(θ ). The model fitting matches well with the
experimental data above 1.4 a.u., as represented by the solid
line in Fig. 7. A closer look at Fig. 7 shows that though the
fitting matches well with the data, a periodic deviation is also
observed. In order to study the deviations, we have divided the
data points by the first-order fitting function (see the inset). The
resulting data reveal an oscillatory structure which is further
fitted by a model (solid line), similar to the Cohen-Fano-type
formalism,

RN = D + E
sin(nkd)

nkd
, (11)

where n is the frequency of oscillation, which is found to
be 1.8, i.e., almost twice the frequency of the primary os-
cillation. This clearly indicates the presence of a higher-order
contribution arising from a second-order scattering mechanism
[24,25,41].

V. CONCLUSION

We have measured the absolute DDCS of the secondary
electron emission in ionization of the N2 molecule under the
impact of fast electrons (7 keV) for emission angles between
15◦ and 145◦. Experimental data have been compared with
the theoretical calculations based on the B1 model, under the
CNDO approximation with two different values of effective
charges. The experimental-to-theoretical DDCS ratios (i.e.,
N2/2N) were calculated using two different values of ZT . The
ratios show an oscillatory structure due to the Young-type
interference, whose shape was found to be dependent on the
choice of ZT . Though in the case of ZT = 1 the DDCS ratios
revealed clear oscillations, for ZT = Zbk the ratios had to be
normalized by a linear function to deduce the oscillations
clearly. The ratios have been fitted with the Cohen-Fano
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model for either case. The derived values of the frequency
parameter are seen to be constant for all forward angles and
increase for backward angles. The forward-backward angular
asymmetry displayed the oscillation very clearly and the fitting
function based on the Cohen-Fano model matches well with
the experimental ratio. However, periodic deviation from the
first-order function indicates the presence of a second-order
interference effect. It should be emphasized that since the
asymmetry parameter is free from experimental normalization

procedure and does not require any theoretical atomic N cross
section, it therefore provides a more convincing proof of the
oscillation.
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