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Abstract In the present work, the thermal analysis of the

bulk metallic glass with composition Zr52Cu18Ni14Al10Ti6
has been done by differential scanning calorimetry (DSC)

through non-isothermal method. DSC curves indicate a two-

step crystallization process at all four heating rates, i.e., 5, 10,

15, and 20 �C min-1. Non-isothermal crystallization studies

of the alloy indicate that kinetics conform to Johnson–Mehl–

Avrami (JMA) model. The master plot method and nor-

malized heat flow curve prove the validity of JMA model.

Analysis of the second crystallization event has been done by

using various isoconversional and isokinetic methods

available in the literature. Activation energy of crystalliza-

tion increases, whereas the value of Avrami exponent

decreases, with increase in crystallized fraction. The fitting

curve using Lasocka’s empirical relation shows that the

influence of the heating rate for secondary crystallization

event is larger than the primary crystallization event.

Keywords Crystallization kinetics � DSC � Secondary

crystallization � Isoconversional methods � Isokinetic

methods

Introduction

Bulk metallic glasses having exceptional glass-forming

ability (GFA) provide an opportunity to study the crystal-

lization kinetics in the entire undercooled region. Crystal-

lization process can be investigated under isothermal and

non-isothermal conditions. Non-isothermal experiments

can be performed more easily and faster than isothermal

experiments. Moreover, they provide smaller signal-to-

noise ratio for kinetic experiments [1]. So to study crys-

tallization process under non-isothermal condition, various

approximation and theoretical models have been

proposed [2–6].

Crystallization kinetics of the Zr-based metallic glasses

can be understood by two methods namely isokinetic and

isoconversional methods. Isokinetic methods are also

known as model-dependent methods since they depend

upon different reaction models, and transformation mech-

anism remains constant with time and temperature. In case

of isoconversional methods, which are known as model-

free method, transformation mechanism varies with degree

of conversion. Different kinetic parameters can be evalu-

ated by both methods.

Since the discovery of Zr-based metallic glasses, various

efforts have been made to understand their GFA and

thermal stability against crystallization. Many studies

regarding the crystallization kinetics under isothermal and

non-isothermal conditions for Zr-based metallic alloys are

available in the literature [7–13]. Qiao and Pelletier [14]

have studied crystallization kinetics of Zr55Cu30Ni5Al10

metallic glass by isochronal and isothermal routes.

Prashanth et al. [15] investigated the kinetics of Zr65Ag5-

Cu12.5Ni10Al7.5 and showed that crystallization process is

diffusion-controlled with three-dimensional growth.

Lu et al. [16] studied the crystallization process of three
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clearly separated crystallization peaks of (Zr46Cu42Al7-

Y5)95Be5 by isoconversional, isokinetic, and master plots

methods. More recently, Kasyap et al. [17] have carried out

crystallization kinetics of Ti20Cu60Zr20 metallic glass using

isoconversional methods by modulated differential scan-

ning calorimetry (DSC).

The aim of this paper was to study the second crystal-

lization event of Zr-based metallic glass and to obtain

accurate values for the activation energies of crystallization

as well as other kinetic parameters. It is important to study

variation in activation energy, E, with degree of crystal-

lization as it provides useful information about the different

mechanisms involved in the transformation process.

Experimental

Ingots of alloys of nominal composition Zr52Cu18Ni14-

Al10Ti6 were obtained using arc melting technique. The

amorphous ribbons of Zr52Cu18Ni14Al10Ti6 composition

were prepared by a single roller melt-spinning technique in

an argon atmosphere at Bhabha Atomic Research Centre

(BARC), Mumbai (India). EDAX was done to confirm its

elemental composition of the present metallic glass.

Thermal analysis of sample was carried out in a DSC-50

Shimadzu, Japan, at four different heating rates 5, 10, 15,

and 20 �C min-1. Aluminum pans were used as sample

holders. The sample was heated in air atmosphere up to

560 �C at different heating rates.

Theoretical background

For non-isothermal crystallization kinetics, the reaction rate

can be expressed by the following kinetic equation [18]:

da
dT

¼ 1

b
kðTÞf ðaÞ ¼ k0

b
exp � E

RT

� �
f ðaÞ ð1Þ

where k(T) is the rate constant, b is the heating rate, a is the

degree of conversion, and f(a) is the reaction model. The

determination of kinetic parameters k0, E, and f(a) is the

chief aim of studying kinetics of crystallization. So to

determine kinetic triplet, various isoconversional and

isokinetic methods are used.

Isoconversional methods

Isoconversional methods are independent of reaction

model f(a), and hence, they are also known as model-free

methods. Further, model-free methods are classified as

linear integral and linear differential methods. Integral

isoconversional methods depend on the approximation of

the temperature integral. Differential isoconversional

methods are based on the rate of transformation.

Separation of variables and integration of Eq. (1) gives:

gðaÞ ¼
Za

0

½f ðaÞ��1 ¼ k0

b

ZT

0

exp � E

RT

� �
dT ð2Þ

Above integral equation does not have an exact analytical

solution; hence, various approximations of this integral are

suggested in the literature [19–23] for the evaluation of

activation energies dependent on the degree of conversion, a.

Starink [21] has analyzed and discussed various isoconver-

sional methods in terms of their applicability and limitations.

The general form of the linear equation expressing the

linear integral isoconversional methods is [24]:

ln
b
Tk
a

� �
¼ �A

Ea

RTa
þ C ð3Þ

where the parameters k and A are dependent on approxi-

mations of temperature integral, C is constant, and the

subscript a designates the degree of conversion for Ozawa–

Flynn–Wall (OFW) (k = 0, A = 1.0516), Kissinger–Aka-

hira–Sunose (KAS) (k = 2, A = 1), and so on.

Isokinetic methods

These methods are model-fitting methods that depend upon

the consideration of various kinds of models for the determi-

nation of kinetic parameters E and k0. Isokinetic methods are,

in general, employed to study the kinetics of phase transfor-

mations occurring in isothermal conditions. The isokinetic

methods are mainly based on the Kolmogorov–Johnson–

Mehl–Avrami (KJMA) rate equation [25–29], given by

da
dt

¼ nkð1 � aÞ �lnð1 � aÞ½ �ðn�1Þ=n ð4Þ

where a is the degree of conversion at a particular time, n is the

Avrami (growth) exponent, and k(T) is the rate constant given

by

kðTÞ ¼ k0 exp � E

RT

� �
ð5Þ

where k0 is the pre-exponential factor, E is the activation

energy, and R is the universal gas constant.

From Eqs. (4) and (5), transformed fraction can be

expressed as

a ¼ 1 � exp � k0

b

ZT

T0

exp � E

RT

� �
dT

2
64

3
75

n

ð6Þ

The integral in Eq. (6) does not have an exact solution,

and hence, one has to switch to approximations. Various
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approximations have been used in the literature to obtain an

accurate solution of the integral [30–32]. On employing

Gorbachev approximation [32], i.e., Eq. (7), in Eq. (6), we

obtain Eq. (8).

ZT

0

e�E=RTdT ¼ RT2

E þ 2RT
e�E=RT ð7Þ

a ¼ 1 � exp � k0RT2

bðE þ 2RTÞ exp � E

RT

� �
dT

� �n� �
ð8Þ

The values of E, n, and k0 can be determined by fitting the

experimental data of a to Eq. (8) with the help of least

square method.

Results and discussion

In order to confirm the elemental composition of Zr52-

Cu18Ni14Al10Ti6 amorphous ribbons, energy-dispersive

X-ray analysis (EDX) was performed. EDX scan of whole

surface of the specimen gives an average composition of

this alloy as shown in inset of Fig. 1. This value is close to

the nominal composition Zr52Cu18Ni14Al10Ti6.

Figure 2 shows the DSC curves for Zr52Cu18Ni14Al10Ti6
at four different heating rates (5, 10, 15, and 20 �C min-1).

It can be observed that crystallization occurs in two steps.

The first and second peaks of crystallization correspond to

low temperature and high temperature, respectively. As

heating rate increases, the peak shifts toward higher tem-

perature, which implies that crystallization depends upon

the heating rate during the continuous heating process. The

second crystallization event is more sensitive toward

heating rate as compared to first peak. Earlier, Patel et al.

[33] have carried out the analysis of crystallization kinetics

of Zr52Cu18Ni14Al10Ti6 for the first peak by isokinetic and

isoconversional methods. The analysis of the first peak

revealed that the activation energy (E) initially increases

slowly in the range a (=0.3–0.6) followed by a quick

increase in E with a. This indicates that second crystal-

lization step starts even before the first step is completed.

This inspires us for the analysis of next crystallization

event. Also in order to understand the overall crystalliza-

tion process, analysis of second peak is important. The

second peak or crystallization event may have originated

due to following reasons: (a) The nature of crystal pro-

duced during first crystallization is metastable. With

increase in temperature, these metastable materials trans-

form into another structure. (b) A multicomponent metallic

glass does not crystallize in a single step. The crystal which

persists within the melt is of different composition which

crystallizes with a much slower kinetics to another phase at

high temperature. (c) Some of the crystals formed during

first crystallization are small, and they grow to form larger

grains. The calorimetric data of this glass cannot determine

which of these occurrences are more favorable [34]. A

sharp peak is observed for first crystallization event due to

the formation of nuclei at higher rate, whereas for the

second peak, it is found to be broad as growth takes place

slowly. Also, a small peak is observed around 730 K, at all

heating rates. The intensity of this peak is very small as

compared to the other two peaks. This less prominent peak

may have occurred due to the overlapping of first and

second peaks. This does not indicate any significant pro-

cess. Hence, we have analyzed only the prominent peaks.

The crystallized fraction, a, is calculated from DSC curve

at different temperatures. The so-obtained DSC data can be

analyzed by both methods, i.e., isokinetic and

isoconversional.

Now to understand which method is more appropriate to

study the second step crystallization process, various test-

ing techniques are carried out to fit experimental data.

Element Mass% Atomic %
Al 3.63 9.80
Ti 4.09 6.21
Ni 10.90 13.52
Cu 15.91 18.22
Zr 65.48 52.25

0
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Fig. 1 Energy-dispersive X-ray analysis (EDX) of Zr52Cu18Ni14-

Al10Ti6 amorphous ribbons
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Fig. 2 DSC curve for Zr52Cu18Ni14Al10Ti6
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Firstly to check the validation of JMA model, experimental

data of fractional crystallization are fitted by iterative least

square fitting method using Eq. (8). Initial estimate of

E and k0 is calculated from Kissinger equation.

The sigmoidal shape (Fig. 3) of crystallized fraction

with temperature represents the bulk crystallization and

excludes the chance of surface crystallization [35]. The

above sigmoidal curve represents three different stages of

crystallization. In the initial stage, only nucleation occurs,

and with further increase in reaction rates, both nucleation

and growth of nuclei take place. Finally, due to decrease in

surface area, nuclei start coalescing and hence reaction rate

decreases. The perfect fitting of experimental data to

Eq. (8) confirms the validity of JMA model. Table 1

reports the value of n, k0, and E at different heating rates

calculated by least square fitting method.

Malek [36] gave another testing technique for checking

the validity of KJMA model in non-isothermal conditions

in which two functions y(a) and z(a) are calculated. The

dependence of y(a) and z(a) on a can be expressed as

below:

yðaÞ ¼ / expðE=RTÞ ð9Þ

zðaÞ ¼ /T2 ð10Þ

where / is the heat flow evaluated during the crystal

growth, represented by the following equation

/ ¼ DHck0 expð�E=RTÞf ðaÞ ð11Þ

and

f ðaÞ ¼ nð1 � aÞ � lnð1 � aÞ½ �ðn�1Þ=n

ð12Þ

where DHc is the enthalpy difference associated with

crystallization process. The maximum of y(a) and z(a) is

represented by aM and ap. In the present case, we have

calculated both y(a) and z(a) as expressed in Eqs. (9) and

(10), respectively. According to Malek, KJMA model is

valid if the maximum value of z(a) function, i.e., aP, lies

between 0.61 and 0.65. Here, the value of aP comes out to

be in the range 0.57–0.66. Hence, KJMA model can be

used to study the kinetic process (Fig. 4).

If 0\ aM\ aP, and aP is not equal to zero, then the

equation for f(a) given by Sestak–Berggren can be used for

evaluating the kinetic parameters.

Sestak–Berggren (S–B) [37] equation is given as:

f ðaÞ ¼ aMð1 � aÞN ð13Þ

where M and N are kinetic parameters, and their ratio can

be calculated as:

M

N
¼ aM

ð1 � aMÞ ð14Þ

Considering S–B equation, the reaction rate can be

given as:
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Fig. 3 Variation in crystallized fraction with temperature at different

heating rates: Symbols represent experimental points, and solid lines

show the least square fitted curve by Eq. (8)
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Table 1 Values of Avrami (growth) exponent (n), pre-exponential

factor (k0), and activation energy (E) obtained by least square fitting

of fractional crystallization data for second crystallization peak

Heating rates/�C min-1 KJMA

n k0/s-1 E/kJ mol-1

5 1.09 3.66 9 1015 264

10 1.13 2.8 9 1015 260

15 1.22 2.08 9 1015 258

20 1.26 2.28 9 1015 258
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da
dt

¼ Z exp � Ea

RT

� �
aMð1 � aÞN ð15Þ

Another way of representing S–B equation is:

ln
da
dt

� �
exp

Ea

RT

� �� �
¼ ln Z þ N ln½aM=Nð1 � aÞ� ð16Þ

The value of N can be obtained from the slope of the

plot ln[(da/dt) exp(Ea/RT)] versus ln[aM/N(1 - a)]. Then,

the parameter M can be calculated from Eq. (14).

After calculating value of M and N, S–B equation is

obtained. Then, the so-obtained f(a) is used to plot the

master curve. In master plot method [38], the f(a) is cal-

culated at a = 0.5, and then, theoretically calculated values

of f(a) are reduced by dividing it by f(0.5):

f ðaÞ
f ð0:5Þ ¼

da=dt

da=dtð Þ0:5

exp Ea=RTð Þ
exp Ea=RT0:5ð Þ ð17Þ

The left-hand side of Eq. (17) represents the theoretical

value of reaction model, whereas right-hand side represents

the experimental values obtained from DSC data.

The master plots represented by Fig. 5 show the com-

parison between theoretical and experimental values of

reduced f(a) with respect to f(0.5). The trend followed by

the theoretical models for all heating rates is same as the

experimental results. The theoretical curves deviate from

experimental curve at a = 0.1. This deviation increases till

a = 0.2, and then, it decreases. The deviation of theoretical

S–B curves from experimental curve decreases with

increase in heating rate, while for JMA the deviation

increases. At a = 0.5, both curves match well with

experimental curve till the end of the peak. Master plots

confirm the validity of S–B model and JMA model for Zr-

based metallic glass.

Further, theoretical normalized heat flow curves are

obtained from Eqs. (11) and (12), using calculated kinetic

parameters E and n, to check the applicability of KJMA

model. From Fig. 6, it can be observed that at initial stage,

the theoretical heat flow curve matches with experimental

data. Both the reaction models superimpose the experi-

mental heat flow curve at peak temperature for all the
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heating rates. After peak, the theoretical model provides a

fairly good agreement with experimental data. Therefore, a

good match between the theoretical heat flow curves with

experimental data indicates that the crystallization kinetics

for Zr-based system can be studied by both reaction

models, i.e., KJMA and SB. As heating rate increases, the

normalized heat flow curve obtained by SB reaction model

exactly matches with the experimental data. Hence, to

study the crystallization process, isokinetic methods are

necessary. But, they provide single values of kinetic

parameters, which is insufficient to understand entire

crystallization process. So, isoconversional method which

gives E depending on a is important. Hence, in the present

case, the crystallization kinetics is studied by both isoki-

netic and isoconversional methods.

Isoconversional methods

Linear integral isoconversional methods

Kissinger–Akahira–Sunose (KAS) method To evaluate

the temperature integral in Eq. (2), Kissinger–Akahira–

Sunose (KAS) [2, 39] used the approximation given by

Coats and Redfern [40], and hence derived the following

equation:

ln
b
T2
a

� �
¼ � Ea

RTa
þ ln

k0R

Ea

� �
ð18Þ

The slope and intercept of ln(b/Ta
2) versus 1000/Ta plot

provides the values of Ea and the k0 for constant conver-

sion, a (Fig. 7). Table 2 reports the values of local acti-

vation energies, Ea. Further special cases of KAS method

are discussed.

(a) Kissinger method Kissinger equation is based on the

assumption that the rate of reaction is highest at peak

temperature (Tp). It calculates activation energy at a

constant degree of conversion, a, i.e., at Ta = Tp

only.

ln
b
T2

p

 !
¼ � E

RTp

þ ln
k0R

E

� �
: ð19Þ

The slope and intercept of the ln(b/Tp
2) versus 1000/

Tp plot gives the values of activation energy, E, and
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the pre-exponential factor (k0), respectively. k0 is the

frequency factor, i.e., the number of jumps required

by an atom to overcome the barrier, and forms stable

nuclei. The value of E and k0 is given in Table 3.

This method is independent of reaction order and has

very less dependence on the thermal history of the

material (Fig. 8).

(b) Augis and Bennett’s method This method is a

modification of Kissinger equation in which peak

temperature (Tp) along with onset temperature of

crystallization (To) is used [41]. This method is

applicable to heterogeneous reactions.

ln
b

Tp � To

� 	
 !

¼ � E

RTp

þ ln k0ð Þ ð20Þ

The values of E and k0 calculated, respectively,

from the slope and intercept of the plot ln(b/

(Tp - To)) versus 1000/Tp (Fig. 9) are given in

Table 3.

(c) Boswell method Boswell method [42] was formu-

lated to overcome the limitations of Augis and

Bennett method. As ((Tp - To)/Tp) & 1, Augis and

Bennett methods may provide crude results. This

method determines the activation energy at peak

temperature, shown in Table 3.
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Fig. 7 KAS plot for a = 0.7

Table 2 Local activation energies (Ea) at different degrees of con-

versions, a for different methods

A Ea/kJ mol-1

KAS OFW Friedman

0.1 265 ± 5 290 ± 5 328 ± 6

0.2 310 ± 6 307 ± 5 355 ± 6

0.3 322 ± 5 320 ± 5 356 ± 6

0.4 329 ± 6 327 ± 6 376 ± 6

0.5 346 ± 7 344 ± 7 394 ± 7

0.6 364 ± 7 360 ± 7 413 ± 7

0.7 381 ± 7 376 ± 6 439 ± 6

0.8 403 ± 8 398 ± 8 484 ± 7

0.9 448 ± 6 441 ± 7 531 ± 6

Table 3 Activation energy (E) and pre-exponential factor (k0) for

different methods

Methods E/kJ mol-1 k0/s-1

Kissinger 308 ± 8 4.77 9 1015

Augis and Bennett 324 ± 10 2.56 9 1019

Boswell 314 ± 8 –

Ozawa 311 ± 8 –

Gao and Wang 357 ± 9 –
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ln
b
Tp

¼ � E

RTp

þ const ð21Þ

The value of E as calculated from the slope of the

plot ln(b/Tp) versus 1000/Tp (Fig. 10) is

314 kJ mol-1 for peak-2.

Ozawa–Flynn–Wall (OFW) In OFW [43, 44] method,

Doyle’s approximation [45–47] is used to simplify the

temperature integral in Eq. (2) which is approximated to be

equal to (-E/RT):

ln b ¼ �1:0516
Ea

RTa
þ Const ð22Þ

The plot ln(b) versus 1000/Ta for constant conversion, a,

is shown in Fig. 11 for peak 2. The values of Ea are reported

in Table 2. At peak crystallization temperature, i.e.,

Ta = Tp, the value for activation energy is determined using

Eq. (22) for Ozawa method. This method involves the

substitution of Tp for Ta in Eq. (22). The value of E calcu-

lated from Ozawa method is reported in Table 3 (Fig. 12).

Linear differential isoconversional methods

Friedman method Friedman [48] derived an expression

for estimation of activation energy of crystallization based

on the differential of the transformed fraction. Since it does

not require any approximation for temperature integral,

accurate results of E are expected to be obtained. The

expression given by Friedman is as follows:

ln
da
dt

� �
a

¼ ln b
da
dT

� �
a

¼ � Ea

RTa
þ ln k0f ðaÞð Þ ð23Þ

Since it is a differential method, so its accuracy depends

upon signal noise. The values of Ea calculated from the

slope of the plot ln(b(da/dT)a) versus 1000/Ta for constant

conversion, a (Fig. 13), are given in Table 2.
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A special case of Friedman method, which involves the

determination of E only at Tp, was suggested by Gao and

Wang [49]. This model is based on the assumption of

random nucleation and site saturation. The expression used

by Gao and Wang is as follows:

ln b
da
dTp

� �
¼ � E

RTp

þ Const ð24Þ

The values of E can be calculated from the slope of the

plot ln(b(da/dTp)) versus 1000/Tp. The values are given in

Table 3 (Fig. 14).

It is observed that E values for second step of crystal-

lization are greater than that of first step, by all the models.

This indicates that secondary crystallization requires more

energy for overcoming the barrier and forming stable

nuclei. In general, it is observed that activation energy for

first peak is higher compared to second peak [50, 51],

indicating that the primary phase transition has modified

the matrix and secondary crystallization has become easier.

But for the present case, it is observed that activation

energy for first peak [33] is lower than second peak. For

Co69Fe3Si18B10 metallic glass [50], the values of E for first

and second step are 370 and 327 kJ mol-1, respectively, by

Kissinger method. But for the present case, E values are

found to be 259 and 308 kJ mol-1 for first and second

peaks, respectively. Also, the activation energy increases

rapidly for second peak. For the first peak, it was found to

increase from 264 to 303 kJ mol-1, whereas for the second

peak, it increases from 265 to 448 kJ mol-1 by KAS

method.

In Fig. 15, variation in local activation energies (Ea)

with crystallized fraction (a) for peak 2 is shown by three

different methods, i.e., KAS, OFW, and Friedman. The

value of activation energies is reported in Table 2. It can be

observed that values of Ea obtained by KAS and OFW

methods lie close to each other. As observed from Fig. 15,

the values of local activation energy of crystallization

constantly increase with the crystallized fraction a. This

increase in Ea may be understood in terms of decrease in

free volume of crystal due to the presence of primary

crystallites. The formation of secondary crystallite takes

place on primary crystallites. For the growth of secondary

crystallites, the atoms are required to move through the

melt which faces a barrier due to the presence of primary

crystallites and decreasing free volume. As a result of

which the activation energy Ea for secondary crystalliza-

tion increases with increase in a, at a higher rate as com-

pared to primary crystallization.

Isokinetic methods

Matusita and Sakka method

Matusita and Sakka [52] gave the following expression for

studying the non-isothermal crystallization kinetics of

metallic glasses.

ln½� lnð1 � aÞ� ¼ �n ln b� mE

RT
þ Const ð25Þ

where the integer m defines the dimensionality of the

crystal, and the Avrami exponent n gives information about

the nucleation process. The value of n can be obtained from

the slope of the plot of ln[-ln(1 - a)] versus ln b, at a

constant temperature. Further, the slope of the plot

ln[-ln(1 - a)] versus 1000/T at a constant heating rate

gives the value of m. The value of m for second crystal-

lization peak is 1.32. This implies that secondary crystal-

lization proceed through one-dimensional growth of nuclei.

Table 4 represents the values of Avrami exponent (n) and
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dimensionality (m) calculated by Matusita and Sakka

method. It can be noticed that the value of n increases with

increasing heating rates, indicating a higher particle density

at higher heating rates (Figs. 16, 17).

For the non-isothermal crystallization, the local Avrami

exponent can be calculated from the following equation [53]:

nðaÞ ¼ � R

EðaÞ
dðlnð�lnð1 � aÞÞÞ

dð1=TÞ ð26Þ

Figure 18 represents the variation in local Avrami

exponent with crystallized fraction at constant heating rate

of 5 �C min-1. It can be observed from this figure that the

value of n(a) decreases with an increase in a, indicating

that the transformation rate of crystalline particles

decreases throughout the crystallization process. Similar

behavior is observed at all heating rates.

Modified Kissinger method

The modified Kissinger [54] equation is expressed as:

ln
bn

T2
p

 !
¼ � mE

RTp

þ Const ð27Þ

The slope of ln(bn/Tp
2) versus 1000/Tp gives the value of

activation energy of crystallization. In this approach, the

determination of the parameters m and n becomes impor-

tant for the determination of E. Here, m = n - 1, and the

value of n is obtained from Matusita and Sakka method.

The value of E obtained is 269 kJ mol-1 (Fig. 19).

Effect of heating rate on primary and secondary

crystallization processes

Primary crystallization process for Zr52Cu18Ni14Al10Ti6
metallic glass was analyzed by Patel and Pratap [33]. The

value of Avrami growth exponent (n) was found to be 2.66,

which indicates that surface crystallization occurs in pri-

mary step of crystallization process. In the second step of

crystallization, the value of Avrami exponent indicates

diffusion-controlled crystallization process.
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Table 4 Values of Avrami exponent (n) and dimensionality (m) by

Matusita and Sakka method
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Figure 20 shows the variation in characteristic temper-

atures, i.e., onset and peak crystallization (Tx and Tp,

respectively), for peak 1 and peak 2, with heating rate.

Lasocka’s relation [55] was used to study the relation-

ship between temperature and heating rate.

T ¼ A þ B ln b ð28Þ

where A and B are constants. Least square method was used

to obtain the values of A and B. The value of B indicates

sensitivity toward heating rate. The values of constants

A and B are reported in Table 5. From the table, it can be

observed that the value of slope for peak 2, i.e., secondary

crystallization, is greater than primary crystallization. The

value of B for Tx2 is largest, whereas it is smallest for Tp1.

Hence, secondary crystallization is more sensitive toward

heating treatment.

Conclusions

The second peak in curve which represents secondary

crystallization was investigated to understand complete

crystallization process. A criterion given by Malek and

master plot method suggests that JMA model is applicable

for kinetic studies. Further, normalized heat flow curve was

examined to check the validity of JMA and SB models for

studying kinetic process. The results indicate that both

models lie in close agreement with experimental data at

higher heating rates. Since, to understand the entire crys-

tallization process, the information of value of E at dif-

ferent a is necessary, both routes for studying non-

isothermal crystallization were followed. The non-isother-

mal crystallization kinetics for Zr52Cu18Ni14Al10Ti6
metallic glass was studied by both isokinetic and isocon-

versional methods. Isokinetic methods provide the single

value of activation energy E with Avrami exponent that

gives the dimensionality of crystal growth. Isoconversional

methods provide the activation energy Ea depending on

different values of a. Hence, crystallization which is

complex process can be well understood by both methods.

Different kinetic parameters obtained by both methods for

studying crystallization kinetics provide good result in the

entire range. All the methods satisfactorily explains the

variation in Ea with a. The activation energies obtained by

KAS, OFW, and Friedman show an increasing trend with

a. The increase in Ea with a may be due to decrease in free

volume, which provides hindrance in diffusion of atoms

toward stable configuration. The value of Avrami exponent

decreases with a, indicating decrease in nucleation rate.

The sensitivity of the characteristic temperatures toward

heating rate is more for secondary crystallization event as

compared to the primary crystallization event.
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Abstract. A quantitative measure of the stability of a glass as compared to its corresponding crystalline state can
be obtained by calculating the thermodynamic parameters, such as the Gibbs free energy difference (�G), entropy
difference (�S) and the enthalpy difference (�H ) between the super-cooled liquid and the corresponding crystalline
phase. �G is known as the driving force of crystallization. The driving force of crystallization (�G) provides very
important information about the glass-forming ability (GFA) of metallic glasses (MGs). Lesser the driving force
of crystallization more is the GFA. The �G varies linearly with the critical size (dc). According to Battezzati and
Garonne the parameter γ ( = (1−(�Hx/�Hm))/(1−(T x/T m))) in the expression for�G should be a constant (i.e.,
0.8), but its uniqueness is not observed for all MGs. The thermal stability of various alloy compositions is studied by
their undercooled liquid region (�T = T x − T g). Large �T x implies greater stability against crystallization of the
amorphous structure. Other GFA parameters are also calculated and correlated with critical size (dc).

Keywords. Metallic glass; Gibbs free energy; critical size.

1. Introduction

Metallic alloys can be converted into metallic glasses by
cooling their melt at a high rate, i.e., 105–106 K s−1, such
that their molecules does not get sufficient time to occupy
stable configuration, thereby suppressing their crystalliza-
tion event. These supercooled metallic alloys with a disor-
dered atomic scale arrangement and connected by metal-
lic bonds are known as ‘metallic glasses (MGs)’. Metallic
alloys which fail to crystallize during solidification even at
low critical cooling rate, i.e., less than 100 K s−1, form ‘bulk
metallic glasses (BMGs)’ with thickness ranging from 1 mm
to several centimetres due to smaller cooling rates. MGs
and BMGs are prepared by different synthesis routes. Melt
spinning technique is used to prepare amorphous ribbons of
metallic alloys, which involves rapid cooling. On the other
hand, BMGs are formed by different methods such as copper
mould casting, arc melting, which require comparatively low
cooling rate. These metastable materials possess excellent
properties, such as high strength, high hardness, exhibit good
corrosion resistance and attractive soft magnetic behaviour.1,2

This inspires us to study the thermal properties of MGs in
the undercooled region. To design an alloy having excel-
lent glass-forming ability (GFA), many empirical approaches
have been proposed based on trial and error experiments,3–5

but there are no justified theories and scientific rules. The
GFA of alloys may be characterized by the Gibbs free energy

∗Author for correspondence (apratapmsu@yahoo.com)

difference (�G). Decreasing �G acts as a driving force for
nucleation causing an increase in critical nucleation work and
a reduction in nucleation rate. Lele et al6 studied the tem-
perature dependence of free energy of crystallization. It pro-
vides an insight for understanding the effect of heating rate
on nucleation in undercooled region. The value of �G can
be calculated by the measurement of specific heat difference
�Cp, which is difficult to attain experimentally. So, differ-
ent theoretical approximations of �Cp results in a variety of
expressions of �G.7,8 To understand glass formation and to
predict GFA, Guo et al9 have imposed physically accepted
boundary conditions to evaluate the GFA criteria, and per-
formed statistical analysis in order to identify the best GFA
criterion. Recently, Tang et al10 have studied the GFA of
Ce-based alloys, using different GFA parameters.

All GFA parameters are correlated with in order to inter-
pret its sensitivity towards the GFA of MGs. Senkov11

introduced GFA parameter based on fragility of MG
and found a good correlation with critical cooling rate.
Also Xiu-lin and Ye12 formulated a new GFA parame-
ter based on thermodynamic analysis and found a good
correlation with dc for Ca-Mg-Cu BMGs. In the present
work, �G and other GFA parameters5,13–16 for different MGs
are calculated and are correlated with critical size to study
the GFA of metallic alloys. �G is evaluated by different
theoretical expressions. We have calculated �G to under-
stand the glass formability of various MGs, i.e., Ca50Mg25

Cu25,17 Mg65Cu25Y10,18,19 Mg65Cu20Zn5Y10,20 Mg59.5Cu22.9

Ag6.6Gd11,21,22 Fe41Co7Cr15Mo14C15B6Y2,23,24 Zr41.2Ti13.8

Cu12.5Ni10Be22.5,24,25 Zr65Cu17.5Ni10Al7.5,24,26,27 Pd40Ni40
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P20,24,26,28 Pd40Ni10Cu30P20,24,26,29 and Au76.9Ge13.65

Si9.45
28,30 by different expressions.

2. Theory

The general equation for �G between the undercooled liquid
and corresponding crystalline phase is given by

�G = �H − T �S (1)

�H = �Hm −
Tm∫

T

�CpdT (2)

and �S = �Sm −
Tm∫

T

�Cp
dT

T
(3)

Where, �Sm, �Hm and Tm are the entropy, enthalpy and
temperature of fusion, respectively. They are related to each
other by the relation:

�Sm = �Hm/Tm (4)

So the equation becomes,

�G = �S (Tm − T ) −
Tm∫

T

�CpdT + T

Tm∫

T

�Cpd(ln T )

Turnbull5 assumed �Cp to be zero. So �G can be written as

�G = �Hm

(
�T

Tm

)
. (5)

Assuming �Cp = constant, one gets

�G = �Sm (Tm − T ) + �Cp

[
T ln

(
Tm

T

)
− (Tm − T )

]
.

To simplify the above equation, Thompson and Spaepen7

(T–S) used the following approximation:

ln
Tm

T
∼= 2�T

Tm + T
.

And they derived an expression given as

�G = �Hm�T

Tm

(
2T

Tm + T

)
. (6)

This equation is only valid for small �T , and leads to error
in calculations of �G values at larger undercooling.

Generally, multicomponent MGs exhibit larger undercool-
ing range. Hence, equation (6) cannot be used for a wide
range of MGs.

Lad et al8 assumed �Cp = �Hm/Tm and used Taylor
series expansion of ln(Tm/T ) = ln(1 + �T/T ) = �T[1−

�T/2T ]/T , retaining terms up to second order and derived
the expression:

�G = �Hm�T

Tm

(
1 − �T

2T

)
[Lad-I] (7)

Again, considering Taylor series expansion of ln(Tm/T ) =
ln(1 + �T/(Tm + T )/2) and retaining up to second-order
terms, i.e., ln(Tm/T ) = 4T �T/(Tm + T )2, Lad et al31 gave
the expression:

�G = �Hm�T

Tm

(
4T 2

(T + Tm)2

)
[Lad-II] (8)

As stated by Hoffman32

ln
Tm

T
= 2

Tm − T

Tm + T
.

With this approximation equation becomes

�G = �Hm�T

Tm

(
T

Tm

)
. (9)

According to Battezatti and Garone33 the expression for �G

is given as follows:

�G = �S(Tm −T )−γ�Sm
[
(Tm − T ) − T ln(Tm/T )

]
.

(10)

The γ -parameter in the above equation is represented as:

γ = (1 − �Hx/�Hm)

(1 − �Tx/�Tm)
, (11)

where �Hx denotes the enthalpy difference at crystallization.
Singh and Holz34 (S and H) gave the following expression

for linear variation of �Cp with T :

�G = �Hm�T

Tm

(
7T

Tm + 6T

)
. (12)

Ji and Pan35 considered hyperbolic variation of �Cp with
T (�Cp = �Hm/T ) and derived the following expression:

�G = 2�Hm�T

Tm

(
T

Tm + T
− �T 2Tm

3 (Tm + T )3

)
. (13)

Dubey and Ramchandrarao36 derived expression for �G

based on the hole theory of liquids given as:

�G = �Hm�T

Tm
− �Cm

p (�T )2

2T

(
1 − �T

6T

)
. (14)

Finally Lele et al6 derived an expression of �G to study
its temperature dependence for the entire undercooled region
represented as:

�G = �Hm�T

Tm
− �Cm

p (�T )2

(Tm + T )
. (15)
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3. Results and discussion

3.1 Regression analysis

The reliability of GFA criteria is evaluated by linear regres-
sion analysis and hence these criteria are correlated to their
corresponding dc. The GFA criterion is considered to be bet-
ter if the coefficient of correlation R2 is larger. The GFA
parameters are calculated based on the available experi-
mental data of characteristic temperatures, crystallization
enthalpy and fusion enthalpy of BMGs in the literature.
Critical size is a conclusive criterion for measuring GFA
of BMGs. So dc is related with other parameters to check
whether these parameters can be used to evaluate the GFA.
A statistical correlation factor, R2 have been evaluated from
the plots of dc vs. GFA parameter for various BMGs. Higher
the value of R2, better is the correlation between dc and GFA
parameters. The value of R2 can give idea about how efficient
are the different GFA parameters to evaluate GFA of MGs.
The value of R2 determines the relationship between GFA
criteria and dc. It should reflect one-to-one correspondence
between the two variables. If the value of R2 is around unity,

it is considered to be highly correlated and having exact
linear relationship. The advantage of doing such a regression
analysis lies in the fact that it provides consideration to select
GFA criteria, and this study is useful to get a quantitative
idea about how different GFA parameters reflect the GFA of
different metallic alloys.

Figure 1a–d shows the plots of dc vs. thermodynamic
parameter �G, and other parameters Trg, �Tx,Q, α, β, γm,
respectively, for the BMGs listed in table 1. By using the lin-
ear regression method, a linear relationship can be obtained
between dc and GFA parameters. From the plots it can be
observed that all GFA parameters show a correlation with dc,
indicating that all these parameters to a certain range reflect
GFA of alloys. The values of correlation coefficient R2 were
computed to be 0.67 for the dc–�G plot, 0.01, 0.58, 0.64,
0.53 for the dc–Q, γm, α, β plots, 0.68 for dc–Trg plot and
0.32 for dc–�Tx plot, respectively. From the values of R2, it
can be observed that �G, which is the driving force of crys-
tallization and reduced glass transition temperature Trg, better
represents GFA of different MGs. �G(Tg) varies inversely
with dc and hence it shows a negative correlation with dc. As
�G(Tg) increases, dc decreases and hence GFA decreases.

Figure 1. Variation of Gibb’s free energy difference �G, Trg, �Tx and other GFA parameters with critical diameter
(dc).
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Table 1. Thermodynamic parameter �G by different theoretical expressions.

�G(Tg) by different expressions (kJ mol−1)

γ

Systems dc (mm) Lad-I Lad-II Hoffman Turnbull Ji and Pan S and H T and S B and G (equation 11)

Ca50Mg25Cu25 9 2.287 1.938 2.037 3.193 2.424 2.954 2.487 2.339 1.29
Mg65Cu25Y10 4 2.317 1.961 2.117 3.697 2.576 3.341 2.692 2.718 1.05
Mg65Cu20Zn5Y10 6 2.082 1.760 1.898 3.289 2.308 2.984 2.410 2.000 1.57
Mg59.5Cu22.9Ag6.6Gd11 27 1.791 1.515 1.599 2.555 1.912 2.354 1.967 1.805 1.35
Fe41Co7Cr15Mo14C15B6Y2 16 2.375 2.004 2.134 3.535 2.572 3.232 2.661 2.087 1.78
Zr41.2Ti13.8Cu12.5Ni10Be22.5 25 2.065 1.760 1.836 2.774 2.163 2.585 2.209 2.134 1.2
Zr65Cu17.5Ni10Al7.5 16 2.754 2.324 2.487 4.198 3.008 3.822 3.124 2.880 1.31
Pd40Ni40P20 10 2.417 2.050 2.151 3.335 2.552 3.092 2.615 2.604 1.08
Pd40Ni10Cu30P20 72 1.536 1.337 1.373 1.905 1.576 1.805 1.596 0.994 3.09
Au76.9Ge13.65Si9.45 0.04 2.466 2.302 2.642 5.597 3.263 4.826 3.589 4.124 0.8

Lower the value of �G, lesser will be the driving force of
nucleation, which degrades the crystallization hence better
will be the GFA. So thermodynamically the GFA of metallic
alloys can be understood by �G(Tg). Other GFA parame-
ters show a reasonable linear relation with dc, except for Trg.
As Trg increases GFA also increases and it shows a positive
correlation with dc. GFA of MG is considered to be high if
the value of Trg lies in the range 0.66–0.69. In the present
case Pd40Ni10Cu30P20 has Trg value of 0.68, indicating that
it is a best glass former among all. The parameter α derived
by Mondal and Murty37 is independent of Tg, so for metal-
lic alloys for which distinct Tg is not observed the GFA can
be estimated which proves its applicability. The parameter
Q is derived based on consideration of liquid-phase stability,
resistance to crystallization and enthalpy of crystallization,
which is heating rate dependent. So it may not be sufficient
to study the GFA of metallic alloys. �Tx represents the sta-
bility of glass, i.e., how far is the crystallization from glass
transition. A greater value of �Tx represents greater stabil-
ity of glass against crystallization. But from figure 1c it can
be seen that there exists a weak correlation between �Tx and
dc, which implies that GFA is not closely related to �Tx . dc

represents GFA of MGs, as dc increases GFA increases. A
good GFA parameter is expected to show one-to-one corre-
spondence with dc. So for the same value of dc a good GFA
parameter should have same values. But for the parameter
�Tx few MGs with same value of dc have different �Tx val-
ues. Although GFA and glass thermal stability are related
properties, �Tx cannot be used to understand both of them.
Weinberg38 found that a high GFA does not always indicate a
high thermal stability. Hence, GFA and thermal stability can
be different for few MGs. Therefore �Tx cannot be used as
a GFA parameter.

In the present case, correlation between GFA criteria and
dc gives lower value of R2. This may be due to the fact
that the compositions of metallic alloys used in this study
are significantly different from each other. The MGs having
slight variation in composition show high value of R2. Cai et
al39 studied GFA of Zr-Al-Ni-Cu-based bulk MGs and found

that GFA parameters show strong correlation with critical
size.

From figure 1 it can be observed that different GFA param-
eters deviate from the fitted line. For some GFA criteria, the
deviation from the fitted line is quite large as the regres-
sion analysis is based on dispersed data on different metallic
systems.

The values of R2 for α and β are found to be higher than
that of �Tx , which imply that they are strongly correlated
and better indicator of GFA. The weak correlation of �Tx is
due to the fact that it can only reflect the stability of glass,
whereas α and β combine both the properties i.e., thermal
stability of glass and ease of glass formation. It is reported in
literature that some glass-forming criteria such as �Tx and
Trg when correlated with Rc or dc show a high degree of
diversion in number of cases.40,41 So analysing data which
is highly distributed may not provide accurate results. The
value of R2 for the plots of different GFA parameter with
dc is not so high because dc is also dependent on different
casting conditions used by different researchers.

3.2 Estimation of Gibbs free energy difference

�G plays an important role in predicting GFA of metal-
lic alloys. Driving force for crystal nucleation can be esti-
mated by the calculation of a thermodynamic parameter, i.e.,
�G. The value of �G increases with lowering of temper-
ature due to decrease in entropy of metallic alloy. It indi-
cates that at lower temperature ample amount of driving force
is available for crystallization. Hence, nucleation starts at
lower temperature followed by the growth of crystal. As tem-
perature increases growth of stable nuclei takes place. At
glass transition temperature (Tg) the driving force is maxi-
mum, which allows the amorphous alloy to move towards
crystallization. With further increase in temperature, �G

approaches towards zero. Hence, crystallization event ends
due to increase in entropy of the alloy resulting in melting of
alloy. So estimation of �G at Tg becomes important to study
the GFA of metallic alloys.
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Table 2. Thermodynamic parameter �G for different metallic glasses.

�G(Tg) by different expressions (kJ mol−1)

�G(Tg) (kJ mol−1) Dubey and
Systems Experimental Ramchandrarao Lele et al

Mg65Cu25Y10 2.761 2.601 2.787
Zr41.2Ti13.8Cu12.5Ni10Be22.5 2.190 2.361 2.414
Pd40Ni40P20 2.953 2.573 2.677
Pd40Ni10Cu30P20 1.378 1.386 1.440
Au76.9Ge13.65Si9.45 4.486 4.638 4.841

In the present case, �G(Tg) has been calculated by the
various theoretical expressions given by Turnbull, T and S,
S and H, Ji and Pan, Lad et al, Hoffman, Battezzati and
Garonne. Here all expressions of �G are based on differ-
ent temperature dependence of �Cp. All these expressions
estimate �G(Tg) with minimum experimental data avail-
able. The calculated values of �G(Tg) are shown in table 1.
Based on the experimental data available in literature for
few MGs, it is observed from the above calculated values of
�G(Tg) by different expressions that provide accurate val-
ues of �G at Tg for all systems. The experimental values of
�G(Tg) for Mg65Cu25Y10,18 Zr41.2Ti13.8Cu12.5Ni10Be22.5,25

Pd40Ni40P20,28 Pd40Ni10Cu30P20
27 and Au76.9Ge13.65Si9.45

28

are as shown in table 2. For Pd40Ni40P20 the experimental
results lie close to the values obtained by S and H expres-
sion, whereas for Pd40Ni10Cu30P20 alloy Hoffman and Lad-
II expressions show better agreement. Also it was found that
T and S as well as B and G provide good results for other
BMGs. Hence, these expressions may give accurate results
for few BMGs, but it may not be true for all the cases. So, one
cannot predict which equation gives better results for evalu-
ation of �G, for a wide range of MGs with different com-
positions. As stated by Battezzati and Garonne33 the value
γ should be equal to 0.8 for all MGs, but from the table 1
it can be observed that it varies for different MGs. The rea-
son for variation of γ can be the difficulty to choose suit-
able crystallization step in multistep crystallization process
for multicomponent MGs. Moreover Tx and �Hx are also
heating rate dependent.42 So γ cannot be considered as con-
stant and it is calculated by using equation (11). There are
some more expressions available in literature43–45 to deter-
mine �G, which require more experimental parameters to
obtain exact values.

Also thermodynamic analysis is carried out by the
expressions of �G given by Lele et al6 and Dubey and
Ramchandrarao,36 which are found to be in close agree-
ment with the experimental results. The values of �G(Tg) as
calculated by both expressions are shown in table 2.

The metallic alloy is considered to be a good glass for-
mer if the value of �G is low. Pd-based metallic alloys are
found to have highest GFA, having minimum critical cooling
rate.46 Here the value of �G of Pd40Ni10Cu30P20 composi-
tion was found to be the lowest (= 1.378 kJ mol−1) among
all composition indicating its higher GFA.

4. Conclusion

Based on reasonably good correlation with dc, thermody-
namic parameter �G reflects the GFA of metallic alloys. �G

shows a negative correlation with dc, whereas other param-
eters show a positive correlation. The correlation of dc with
other parameters also shows linear dependence, suggesting
that they are equally important to predict GFA of all MGs. Trg

also show a high correlation with dc, hence it is a good GFA
indicator. So thermodynamically the GFA of the metallic
alloys can also be predicted and alloy with higher GFA can
be designed. By comparing the values of GFA parameters of
glass-forming alloys, one can conclude that Pd40Ni10Cu30P20

has high GFA among all as it has lowest value of �G and
large stability against crystallization, indicated by greater
value of �Tx (= 85 K).
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Knowledge of Glass forming Ability (GFA) of metallic glasses is of great importance as it gives 

an insight of a better Glass former. Number of GFA parameters like Gibb’s free energy difference 

∆G, ∆S, ∆H, η, γ, γm, Q, Trg (=Tg/Tl) etc. are calculated and compared for Mg-Ni-Pr-based metallic 

glass forming alloys to predict which parameter describes the best GFA criterion. On the basis of 

these parameters the excellent glass forming composition is identified. Also the GFA parameters 

of Mg-Ni-Pr-based alloys are studied in air and argon atmosphere. Present work suggests that ∆G 

is the best GFA criterion and Mg-Ni-Pr-based metallic glassy alloys can be successfully fabricated 

in air due to its high oxidation resistance ability. 

Keywords: Bulk Metallic Glasses, Gibb’s Free Energy, GFA. 

Introduction 

Bulk metallic glasses have found significant interest in research as it has many 

applications. Various parameters and criteria have been proposed to predict GFA. Glass 

formation is a competition process between super-cooled liquid and the related crystalline 

phases.1 In order to find better glass forming metallic glass many theoretical approaches 

have been put forward through criteria like reduced glass transition temperature(Trg), 

order parameter(η), parameters Q, γ, γm, and the Gibb’s Free energy difference (∆G) 

between the super-cooled liquid and crystalline phases. A large number of systems follow 

these all criteria with some exceptions. The driving force of nucleation is given by 
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thermodynamic factor i.e. Gibb’s free energy difference ∆G. Lower the value of ∆G 

lesser will be the driving force of nucleation which degrades the crystallization hence 

better will be the GFA.2 

In the present work different GFA criteria for Mg-Based metallic alloys with different 

composition and in different atmosphere are calculated. The thermodynamic properties 

like ∆G and ∆S are also determined. 

Formulation of Theoretical Expression 

The Gibbs free energy difference gives a qualitative measure of the stability of the glass 

compared to the crystalline state. The difference in Gibbs free energy between the liquid 

and crystalline phases is given by 

 ∆G = ∆H - T∆S. (1) 

Where, ∆ = ∆ − ∆∫
mT

m p

T

H H C dT .  (2) 

And  

 ∆ = ∆ − ∆∫
mT

m p

T

dT
S S C

T
 (3) 

Where, Tm is the melting temperature, ∆Sm is the entropy of fusion and ∆Hm is the 

enthalpy of fusion. They are related to each other by the following relation: 

 
∆

=∆ m

m

m

H
S

T
. (4) 

∆Cp, defined as Cp
l - Cp

x, is the difference in specific heat of liquid and the corresponding 

crystalline phases of metallic alloy. The most common linear expression is given by 

 ∆Cp = AT + B. (5)  

Substituting Eq. (5) in Eqs. (2) and (3), Eq. (1) can be simplified to 

 ( )21
ln

2

∆ ∆  ∆ = − ∆ + − ∆  
m m

m

H T T
G A T B T T

T T
. (6)    

 Considering large undercooled region of the multicomponent metallic alloys Lad et al.3 

obtained the following expression. 

 1
2

∆ ∆ ∆ ∆ = −  
m

m

H T T
G

T T
. (7) 

Considering logarithmic term in eq. (6) and taking the Taylor series expansion up to 

second order gives the following approximation:  

 
( )2

4
ln

∆  ≅   +
m

m

T T T

T T T
. (8) 
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Substituting Eq. (8) in Eq. (6) Lad et al.4 obtained the following equation for the Gibb’s 

free energy difference 

 
( )

2

2

4 ∆ ∆
∆ =  

+ 
m

m m

H T T
G

T T T
. (9) 

The entropy difference can be obtained by taking partial derivative of ∆G w.r.t to t: 

 
( )∂ ∆

∆ = −
∂

G
S

T
. (10) 

Substituting Eq. (7) & (9) in (10) we get the following equation, 

 
2 2

1 2

3

2

 ∆ −
∆ =   

m m

m

H T T
S

T T
. (11) 

 
( )

2 2

2 3

4 2 3 ∆ − +
∆ =  

+ 
m m m

m m

H T T T TT
S

T T T
. (12)  

Results and Discussion 

Many criteria have been predicted for finding the GFA of metallic glasses like γm(=2Tx-

Tg/Tl), Q(=(Tg+Tx)/Tl), η (=1- ∆Hx/∆Hm), γ(=Tx/(Tg+Tl)),  Trg(=Tg/Tl) etc. where, Tl, Tx, Tg 

are liquidus,  crystallization, and glass transition temperature respectively. All parameters 

are calculated in Table-1 which shows that Trg, γ, γm gives constant value which cannot 

give idea about variation in GFA for the given compositions. One can see that there is a 

significant variation in ∆G values which can predict better glass forming composition. 

∆G is the driving force for crystallization. Lower the value of ∆G, higher is the GFA of 

metallic alloys. 

Table 1. Different GFA Criteria 

Systems.5 ∆Tx 

(K).5 

 

Q Trg
5 

 

η γ 5 γm ∆G1(Tg) 

(Lad-1) 

kJ/mol 

∆G2(Tg) 

(Lad-2) 

kJ/mol 

∆G1(Tg) 

/∆Hm 

∆G2(Tg) 

/∆Hm 

∆S1(Tg) 

(Lad-1) 

kJ/mol 

∆S2(Tg) 

(Lad-2) 

kJ/mol 

Mg48Ni31Pr21 47 0.451 0.570 0.627 0.403 0.695 2.92 2.47 0.265 0.249 1.77 1.45 

Mg63Ni22Pr15 52 0.803 0.574 0.339 0.407 0.708 1.35 1.14 0.265 0.224 0.53 0.51 

Mg65Ni21Pr14 42 0.907 0.569 0.238 0.396 0.675 1.38 1.17 0.264 0.224 0.91 0.72 

Mg65Ni21Pr14  

(air) 

41 0.814 0.574 0.322 0.397 0.678 1.50 1.26 0.265 0.223 0.93 0.75 

 

∆G is calculated for the entire undercooled region, from Lad-1 &Lad-2 equations.  

Figure -1 shows ∆G variation with temperature for Mg48Ni31Pr21 and Mg63Ni22Pr15 

metallic glasses. Lower the value of ∆G(Tg) indicates better GFA and hence Mg63Ni22Pr15  

is better glass former. 
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Figure 1. Gibb’s free energy difference with 

Temperature for Mg48Ni31Pr21 and Mg63Ni22Pr15 

 Figure 2. Gibb’s free energy difference with 

Temperature for Mg65Ni21Pr14 in air and argon 

atmosphere. 

 

 

 

 

Figure 3. Entropy Difference with Temperature for 

Mg63Ni22Pr15 and Mg48Ni31Pr21. 

 
Figure 4. Entropy Difference with Temperature 

for Mg65Ni21Pr14  in air and argon  atmosphere. 

 

Lower value of ∆G (Tg) indicates higher GFA and hence Mg63Ni22Pr15 is better glass 

former. Lad-2 gives smaller value of ∆G(Tg) than Lad-1 for both the systems as given in 

table-1 which indicates that it is good approximation.Mg65Ni21Pr14 metallic glass 

produced in argon is better glass former than Mg65Ni21Pr14 produced in air as ∆G(Tg) is 

lower for sample prepared in argon as shown in figure-2. Mg-Ni-Pr system has high 

oxidation resistance ability so it can be prepared in air but for other BMGs it is not 

possible as in air they favour crystallization. The entropy difference, ∆S, between the 

undercooled liquid and the corresponding crystalline phase has also been calculated from 

Eq. (11) &(12), and plotted in fig. (3) & (4), for all the four composition i.e. 

Mg48Ni31Pr21,  Mg63Ni22Pr15 , Mg65Ni21Pr14 , Mg65Ni21Pr14 (air). 

Conclusion 

It can be concluded that Mg63Ni22Pr15 is the best glass former among all composition as 

the driving force of crystallization; ∆G is very low for it which indicates excellent GFA. 
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Mg65Ni21Pr14 though has better GFA in argon atmosphere, but it can also be successfully 

prepared in air which is not possible for synthesis of other BMG’s. ∆G value for 

Mg65Ni21Pr14 metallic glass which is prepared in air has comparatively smaller value of 

∆G (Tg) which indicates that Mg65Ni21Pr14 is also a good glass former. 
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Abstract The advent of bulk metallic glasses (BMG) has

opened lot of scope of wide range of applications for this class

of amorphous materials. Thermodynamics plays a very

important role in glass formation in multicomponent metallic

alloys. BMG’s can be synthesized with relatively lower

cooling rate with ease now. However, the glass formation in

these systems seems to depend on quite a few parameters like

enthalpy of melting, reduced glass transition temperature,

under cooling. In present paper, we have studied the glass

forming ability of Pd-based metallic glasses using theoreti-

cally determined Gibbs free energy difference (DG), between

the supercooled liquid and the corresponding crystalline

phase, and the critical cooling rate (Rc). Time–temperature-

transformation (TTT) diagrams were constructed to calculate

Rc using Uhlmann and Davies formulation. Different theo-

retical expressions of DG are incorporated in nucleation and

growth equations to find Rc from TTT diagram. The results

obtained theoretically by Dhurandhar et al. expression of DG,

assuming hyperbolic variation of specific heat difference

(DCp), were found to be in excellent agreement with experi-

mental data for different Pd-based systems.

Keywords Bulk metallic glasses (BMG) � Glass forming

ability (GFA) � Critical cooling rate (Rc) � Gibbs free

energy difference � Time-temperature transformation

(TTT) curves

Introduction

The glass forming ability (GFA) is an open problem ever since

the discovery of metallic glass. A metallic alloy can be

transformed into glassy state provided that the melt can be

undercooled to sufficiently low temperature and occurrence of

crystallization is avoided. If cooling rate is high enough then

less time will be available for molecules to arrange themselves

and crystallization will not occur, hence glass formation will

be favored. Scientific efforts have made to predict GFA of

metallic alloys, thermodynamically as well as kinetically, so

that metallic glasses with excellent GFA can be designed

[1–3]. Thermodynamically, Gibbs free energy difference is a

good indicator of GFA [4]. It is well known that the GFA of

metallic alloy is expressed in terms of critical cooling rate (Rc)

or critical size (Zc). But Zc is dependent on fabrication method

rather than alloy composition [5]. So Rc is a ideal route to

determine the GFA of metallic alloy. The experimental

measurement of Rc involves series of continuous cooling

experiments. To evaluate GFA by Rc for different alloy sys-

tems number of solidification trials with different cooling rates

are necessary. So to estimate Rc theoretically, TTT curves are

used. Rodova et al. [6] determinedRc of molten Zinc Chloride

experimentally under isothermal and non-isothermal condi-

tions, whereas theoretically Rc was determined using TTT

curves. The calculation of Rc basically involves three factors

[7]. (1) Computational model to calculate critical volume

fraction crystallized, (2) expression to calculate nucleation

and growth rate, (3) evaluation of several parameters used in

nucleation and growth equations. From the knowledge of

above criteria, theoretically Rc can be determined by TTT
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curves. The TTT curve gives the time required to form volume

fraction (X) of crystal during isothermal treatment. During

solidification, crystallization occurs which is a two-step pro-

cess i.e., nucleation and growth. Hence, TTT curves give the

transformation of nucleation controlled to growth controlled

crystallization [7]. This method is also known as ‘‘Nose

method’’ [8]. It is observed that the nose method of predicting

Rc is in reasonably good agreement with other methods [9].

Rc is the quantitative measure of the GFA, above which

no crystallization occurs when melt is solidified. Also,

lower Rc always corresponds to higher GFA [10]. The

critical cooling rate (Rc) depends on three factors: nucle-

ation rate and its temperature variation, crystal growth rate

and its temperature dependence and relationship between

the two quantities and volume fraction (X) [8].

Many studies have been reported to evaluate GFA for Pd-

based metallic glasses [11, 12]. Nishiyama et al. [13] reported

that Pd40Cu30P20Ni10 have high GFA with low critical cooling

of 0.1 K s-1 for glass formation and maximum size is about

72 mm by water quenching technique. Also Xu et al. [14]

demonstrated that the accurate experimental determination of

some parameters, which are crucial for calculating Rc, is diffi-

cult. So they have drawn some random values of parameters

and using the classical theory examined probabilistic distribu-

tion of Rc for Pd-based metallic glasses. Kim et al. [15] eval-

uatedRc for different metallic glasses by combining continuous

cooling transformation (CCT) and continuous heating trans-

formation (CHT) curves. More recently Xu et al. [16] have

calculated Rc for Fe-based metallic alloy by Ulhmann [5] and

Barandiaran–Colmenero method. In Ulhmann method, differ-

ent expressions of DG and different models of viscosity [g(T)]

were examined and it was found that Rc obtained by Thomp-

son–Spaepen (TS) [17] expression for DG was in accordance

with the experimental result. Ge et al. [18] have used Davies

Uhlmann kinetic formulation to construct TTT curves of Cu-Zr

binary alloys and found that Rc obtained using TS equation for

DG gives better results than Turnbull equation.

In this study, the determination of Rc for the glass for-

mation for Pd-based alloys is presented using TTT curves.

Different theoretical models of DG in undercooled region

of Pd-based metallic glasses are used and incorporating the

so obtained values in nucleation and growth equations

corresponding TTT curves are constructed. The main aim

of this work is to reveal which expression for DG is suit-

able for determining Rc and how the variation in DG affects

the value of Rc for glass formation of Pd-based alloys.

Theory

The volume fraction of crystallized material in an under-

cooled liquid alloy is very small so the critical volume

fraction X can be expressed as [5, 19]:

X ¼ p
3
Ivu

3t4 ð1Þ

where Iv is the steady state nucleation rate, u is the crystal

growth rate and t is the time taken for X to crystallize.

The Iv can be written as [20]

Iv ¼ A

gðTÞ exp �DG�

kBT

� �
ð2Þ

where A is the fitting parameter given by the following

equation:

A � NA

Vm

kBT

3pa3
0

ð3Þ

with a0 being the average atomic diameter and

DG�ðTÞ ¼ 16pr3=3½DGðTÞ=Vm�2 ð4Þ

where DG is the Gibbs free energy difference between

liquid and crystalline phases, g is the temperature depen-

dent viscosity of molten alloy, kB is the Boltzman constant,

Vm is the molar volume and r (T) is the temperature

dependent interfacial energy using the enthalpy of fusion

given as [21]:

rðTÞ ¼ aDHm

NAV2
m

� �1=3
T

Tm

ð5Þ

where a = 0.76 for all Pd-based metallic systems.

For constructing TTT curve, the temperature depen-

dence of viscosity (g) of Pd-based alloys is essential. The

estimation of the viscosity for Pd-based alloys is based on

Vogel–Fulcher–Tamman (VFT) equation:

gðTÞ ¼ g0 exp
DT0

T � T0

� �
ð6Þ

where g0, D and T0 are constants, which are necessary to be

determined in order to obtain the expression of the

viscosity.

The crystal growth u can be expressed by [22]:

u ¼ f
D

a0

1 � exp �DG
RT

� �� �
ð7Þ

where

D ¼ kBT

3pa0gðTÞ
ð8Þ

with

f � 0:2 Tm � Tð Þ=Tm ð9Þ

So, to construct TTT diagram and to understand overall

transformation kinetics of the amorphous alloys all

parameters such as DG, r, g(T) need to be determined.

2084 S. R. Prajapati et al.
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Estimation of the difference of Gibbs free energy

between solid and liquid

The Gibbs free energy difference between the liquid and

crystalline phases is given by

DG ¼ DH � TDS ð10Þ

where

DH ¼ DHm �
ZTm

T

DCpdT ð11Þ

and

DS ¼ DSm �
ZTm

T

DCp

dT

T
ð12Þ

where, DSm, DHm and Tm are the entropy, enthalpy and

temperature of fusion, respectively. They are related to

each other by the relation: DSm = DHm/Tm. DCp is the

difference in specific heats of liquid phase and crystalline

phase. In the case of non-availability of DCp some

approximated theoretical models have been proposed,

which result in the different expression of DG.

Turnbull [23] assumed DCp to be zero. So DG can be

written as

DG ¼ DHm

DT
Tm

� �
ð13Þ

DCp is assumed to be constant under condition of small

undercooling. So DG can be written as

DG ¼ DSm Tm � Tð Þ þ DCp T ln
Tm

T

� �
� Tm � Tð Þ

� �

ð14Þ

Thompson and Speapen (TS) [17] gave the following

expression of DG, assuming DCp to be constant:

DG ¼ DHmDT
Tm

2T

T þ Tmð Þ

� �
ð15Þ

Lad et al. [24] (Lad-1) assumed DCp = DHm/Tm and used

Taylor series expansion of ln(Tm/T) = ln(1 ? DT/

T) = DT[1 - DT/2T]/T, retaining terms up to second order

and derived the expression:

DG ¼ DHmDT
Tm

1 � DT
2T

� �
ð16Þ

Again, considering Taylor series expansion of ln(Tm/

T) = ln [1 ? DT/(Tm ? T)/2] and retaining up to second-

order terms i.e., ln(Tm/T) = 4TDT/(Tm ? T)2 Lad et al.

[25] (Lad-2) gave the following expression:

DG ¼ DHmDT
Tm

4T2

T þ Tmð Þ2

 !
ð17Þ

Another approximation for DCp is considering the hyper-

bolic variation (DCp = DCp
m Tm/T). Dhurandhar et al. [26]

assumed the variation of DCp to be inversely varying with

temperature.

DG ¼ DHmDT
Tm

� DCm
p Tm ln

Tm

T
� DT

Tm

� �
ð18Þ

Singh and Holz [27] derived an expression for DG,

assuming a linear variation of DCp with T i.e.,

DCp = AT ? B, where A and B are unknown constants.

Making use of this expression of DCp in Eqs. (10)–(12),

and using an ansatz, derived the expression of DG as:

DG ¼ DHmDT
Tm

7T

Tm þ 6T

� �
ð19Þ

Determination of Rc from TTT curves

A TTT diagram corresponding to a critical volume fraction

of X = 10-6 can now be constructed. By substituting the

expression of g(T) and the different expressions of DG i.e.,

Eq. (13) and from Eq. (15) to (18), the corresponding TTT

curves for Pd-based alloys were obtained. So the Rc for the

glass formation of Pd-based alloys can be given by nose

method [8] as:

Rc ¼
Tm � Tn

tn
ð20Þ

where Tm is the melting temperature, Tn and tn are the

temperature and time corresponding to the nose of TTT

curves, respectively.

Results and discussion

Determination of DG using different theoretical

models

Several Pd-based alloys form BMGs which are known for

their good GFA. In the present study, we have investigated

the GFA of five different Pd-based alloys. In order to check

the applicability of various GFA parameters, they are

correlated with Rc. So, determination of Rc is important for

studying the GFA of metallic glasses. The evaluation of Rc

requires the knowledge of DG. A low value of DG implies

that a larger embryo for nucleation is required, which will

require greater chemical fluctuations. Hence, the value of

DG between liquid and crystal phases will be smaller [28].

Small DG also indicates small free volume in a metallic

Effect of driving force of crystallization on critical cooling rate... 2085
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glass. This enhances the formation of short range order in

the alloy near melting point. So, for a good glass-forming

system, the values of DG and Rc need to be smaller. A

smaller value of DG indicates smaller nucleation (Iv) and

growth rates (u), as indicated by Expressions (2) and (7).

Lower Iv and u corresponds to lower crystallization rate,

hence greater GFA. Figure 1 shows variation of DG with

temperature, calculated by different theoretical approaches.

The DG (Tg) values for different alloy compositions, by

different theoretical approaches, are shown in Table 1.
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Fig. 1 Variation of DG with temperature for Pd-based metallic glasses
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In present work, we have calculated DG values in entire

undercooled region, using different expressions available in

literature [17, 23–27]. Various expressions used here are

based on different dependence of DCp on temperature.

Turnbull expression considers DCp to be equal to zero. In

general, DCp is found to decrease with increase in tempera-

ture for metallic glasses. Also DG does not increase rapidly

and shows saturation at large DT. Since, Turnbull expression

does not involve any variation in DCp with temperature;

hence it provides good results in smaller undercooled region,

but fails to account for nonlinearity in large undercooled

region for metallic glasses. Further, the expressions given by

Lad et al. [24, 25] are based on constant DCp approximation,

given by DCp = DHm/Tm. These expressions fairly explain

the nonlinearity in DG, particularly at large DT, for few

metallic glass systems and it clearly shows the improvement

of the proposed expression given by Eqs. (16) and (17) over

Turnbull expression [23]. Also these expressions are widely

used for metallic glasses, since they require lesser number of

experimental parameters forDG calculations. But they fail to

explain the variation ofDGwith temperature for a wide range

of metallic glasses.

It can be observed from Fig. 1 that for Pd42.5Cu30-

Ni7.5P20 metallic glass, the result obtained by Lad-2

expression lies in close agreement with the experimental

values of DG, but Lad-1 overestimates the experimental

values. For alloys Pd40Cu40P20, Pd40Ni40P20, and Pd77.5-

Cu6Si16.5, the expressions given by Lad et al. underestimate

the experimental values. Hence, Lad-1 and Lad-2 expres-

sions show different variation for different glassy systems

and therefore they are not suitable to study the variation of

DG for Pd-based metallic glasses. DG values were also

calculated using expression given by Dhurandhar et al.

[26]. The values obtained by this expression perfectly

matches with the experimental values in all systems.

Furthermore, we have also used expression given by

Singh and Holz Eq. (19), which involves linear variation of

DCp with temperature. Moreover, it is derived using an

ansatz for explaining the temperature dependence of DCp.

The values of DG calculated by this expression overestimate

the experimental values for all Pd-based alloys. Hence it does

not account for the variation of DG with T in entire under-

cooled region. TS expression explains the nonlinearity in the

entire undercooled region. It can be seen from Fig. 1 that for

Pd40Cu40P20 and Pd77.5Cu6Si16.5 metallic glasses, the values

of DG obtained by TS expression superimposes the experi-

mental values. But for other three systems, it does not give

accurate results. Table 1 reports the values of DG at Tg.

DG (Tg) is a good indicator of the glass-forming ability of

metallic glasses. Among various Pd-based alloys, Pd42.5-

Cu30Ni7.5P20 system possesses the lowest value of DG (Tg).

Hence, it has the highest GFA. This is in accordance with the

Inoue’s empirical rules [29, 30], which states that the GFA of

a metallic glass increases with the increase in the number of

alloying elements. Even a minor change in composition of

metallic glasses affects the GFA greatly. From above com-

positions, it can be seen that minor addition of Ni to Pd40-

Cu40P20 alloy increases its GFA by almost twice the value. It

can be observed from Table 1 that expression given by

Dhurandhar et al. provides value of DG (Tg) very close to the

experimental values for all the Pd-based alloys. Further,

DG values calculated by this expression also provide a good

match with the experimental results in the entire undercooled

region as observed from Fig. 1. Turnbull expression for

DG was used which gives very crude results in case of

BMGs.

The GFA of metallic glasses are supposed to increase as

size mismatch among the constituent atoms increase. The

atomic radii of Pd, Ni, Cu, Si and P are 140, 149, 145, 110,

98 pm, respectively. It can be observed from the atomic

size that for some glasses size mismatch does not effec-

tively reflects the GFA of metallic glass, such as the GFA

of Pd40Ni40P20 metallic glass is smaller than that of Pd40-

Cu40P20 metallic glass, although the atomic sizes of their

components are almost same. So size mismatch can not

always justify the GFA of metallic glasses.

Another criterion for glass formation is negative heat of

mixing. The mixing enthalpy of stable metallic liquid can

be given by [31]:

DHmix ¼ 4
Xn

i¼1;i 6¼j

DHmix
AB CiCj ð21Þ

Table 1 DG (Tg) values for various Pd-based alloys by different methods

Alloys DG/Tg/J mol-1

Expt. [12] Dhurandhar et al.

(hyperbolic)

Lad-1 Lad-2 Turnbull Singh and

Holz

TS

Pd40Ni40P20 2953.83 2954.84 2631.44 2240.10 3553.83 3308.48 2881.07

Pd40Cu40P20 2400.00 2288.41 2152.76 1816.68 3183.12 2913.66 2404.72

Pd77.5Cu6Si16.5 2030.77 2110.51 1895.55 1603.43 2685.71 2695.87 2075.17

Pd46Cu35.5P18.5 1497.44 1518.49 1642.46 1399.00 2211.09 2059.74 1758.78

Pd42.5Cu30Ni7.5P20 1312.82 1315.75 1442.76 1254.44 1794.82 1699.57 1500.49
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where, DHmix is the mixing enthalpy between A and B

components, Ci is the atomic percentage of ith component.

The mixing entropy for multicomponent system can be

given by following equation [32]:

DSmix ¼ �R
Xn
i¼1

Ci lnui ð22Þ

where R is the gas constant, ui is the atomic volume

fraction of the ith component and can be written as:

ui ¼
Cir

3
iPn

i¼1

Cir
3
i

ð23Þ

where ri is the atomic radius. The mixing enthalpies and

entropies of Pd-based metallic glasses are represented in

Table 2.

The mixing enthalpy (DHmix) characterizes the chemical

interactions between the constituent elements of the

metallic glass. If the chemical interactions among the

constituent elements of the glass are more, then the long

distance diffusion of atoms becomes difficult [33]. For-

mation of local atomic clusters takes place that results in

large negative mixing enthalpy and thereby large GFA. But

if DHmix values are very large, i.e., the components have a

very strong interactions among themselves, it may result in

the formation of stable crystal nuclei. Hence, a very large

value of DHmix may degrade the GFA of metallic glasses.

On the other hand, if the chemical interactions are very

small, long distance diffusion of atoms will occur easily

and formation of new nuclei will take place thereby

resulting in formation of new crystal structure. Thus, for

the formation of a homogeneous glassy phase with a high

GFA, the value of DHmix should be moderate. Further,

small mixing entropy implies less disordered atomic

structures. The diffusion of atoms becomes easier if the

metallic glass is less disordered. Consequently, it takes less

time for the liquid to form a new ordered structure. Hence,

the GFA of metallic glass becomes less. Therefore for good

GFA high value of DSmix is necessary. In present case,

Pd77.5Cu6Si16.5 has the highest value of DHmix and the

lowest value of DSmix, but it is neither the best nor the

worst glass former among all the compositions. Pd42.5-

Cu30Ni7.5P20 is found to be the best glass former having

moderate value of DHmix and highest value of DSmix. But,

all the other glasses do not strictly follow the above men-

tioned criteria.

Effect of different models of DG in calculation of Rc

Slower cooling rates impose a higher barrier for crystal-

lization. In order to crystallize, the glass-forming melt

requires a large amount of energy to overcome the energy

barrier. Hence, crystallization becomes difficult at slower

cooling rates, which thereby increases the ability of the

metallic alloy to form glass. The knowledge of Rc provides

an insight it to study the GFA of metallic glasses.

Weinberg et al. [34] explained that Rc is sensitive to

material parameters which are present in Iv and u expres-

sions. Since the evaluation of Iv and u requires many

parameters to be determined, theoretical approximations

for various parameters are considered.

Xu et al. [35] fitted the experimental TTT curves for

Pd40Cu30P20Ni10 and Zr41.2Ti13.8Cu12.5Ni10Be22.5 metallic

glasses, by varying different parameters in nucleation and

growth expression. Then Rc was calculated by continuous

integral method in the framework of classical theory. In

present work, various expressions of DG discussed above

are used to calculate Iv and u for Pd-based alloys. Finally,

Table 2 Calculated mixing enthalpies and entropies, and critical

sizes (Zc) of Pd-based metallic glasses

Composition DHmix/

kJ mol-1
DSmix/

J K-1 mol-1
Zc mm-1

[12]

Pd40Ni40P20 -22.72 9.56 25

Pd40Cu40P20 -26.24 9.48 2

Pd77.5Cu6Si16.5 -31.48 5.79 1

Pd46Cu35.5P18.5 -26.15 9.14 12

Pd42.5Cu30Ni7.5P20 -25.46 10.97 72

Table 3 Critical cooling rate (Rc) values for various Pd-based alloys by different methods

Alloys Critical cooling rate Rc/K s-1

Expt [12] Dhurandhar et al.

(hyperbolic)

Lad-1 Lad-2 Turnbull Singh and

Holz

TS

Pd40Ni40P20 3.83 9 10-6 2.1 9 10-6 4.9 9 10-8 4.09 9 10-11 2.53 9 10-4 4.61 9 10-5 4.77 9 10-7

Pd40Cu40P20 7.60 9 10-3 1.23 9 10-3 5.01 9 10-4 1.93 9 10-6 0.346 0.1 2.88 9 10-3

Pd77.5Cu6Si16.5 1.30 0.9 0.161 1.61 9 10-3 35.01 11.33 0.60

Pd46Cu35.5P18.5 5.95 9 10-5 1.59 9 10-5 2.49 9 10-4 1.63 9 10-6 0.088 0.026 1.01 9 10-3

Pd42.5Cu30Ni7.5P20 2.51 9 10-8 1.08 9 10-8 4.17 9 10-7 1.38 9 10-9 6.70 9 10-5 6.70 9 10-5 1.65 9 10-6
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TTT curves are constructed using Davis Uhlmann’s theory

[5] for homogeneous nucleation in the framework of

classical nucleation theory.

The Rc values, determined from TTT curves using dif-

ferent expressions of DG, are shown in Table 3. It indicates

that Rc obtained using different expression of DG vary
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Fig. 2 Calculated TTT curves for Pd-based metallic glasses by different expression of DG
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within few orders of magnitude than the experimental

result. The Rc values obtained by Turnbull and Singh and

Holz method overestimates the value of Rc calculated by

using experimental DG, whereas Lad-1 and Lad-2 under-

estimate the results. The variation in the value of Rc by

different model of DG may be due to reason that all the

expression are derived from different approximation of

DCp. However, the result obtained by Dhurandhar et al.

expression clearly indicate that it gives better agreement

with experimental data in calculating Rc for glass transition

of Pd-based alloys. Therefore, this should be appropriate

for determining DG for Pd-based alloys. So, the variation

in DG affects the calculation of Rc due to the change in

location of maximum crystallization rate. It is observed

from Fig. 2, that when the number of components increases

from 3 to 4, the C-curve shifts toward right, i.e., the

metallic alloy can stay in its supercooled liquid state for a

longer time thereby reducing its Rc and increasing GFA. In

present case, tn for Pd46Cu35.5P18.5 metallic glass is of the

order 106 s, whereas for Pd42.5Cu30Ni7.5P20 it is of the

order 109 s. So, an increase in number of components

reduces Rc and increases GFA.

Based on high Zc and low Rc values, the alloys can be

arranged in increasing order of GFA as Pd40Ni40P20,

Pd40Cu40P20, Pd77.5Cu6Si16.5, Pd46Cu35.5P18.5 and Pd42.5-

Cu30Ni7.5P20. It can be seen from Table 2, that Pd42.5-

Cu30Ni7.5P20 alloy has highest value of Zc and lowest value

of Rc and DG. This proves its better GFA over all other

metallic glasses. On the other hand, Pd40Ni40P20 metallic

glass is supposed to have second highest GFA, next to the

Pd42.5Cu30Ni7.5P20 alloy, based on its second highest Zc

value and smaller Rc value. But DG values are not able to

reflect the same order of GFA for these metallic glasses.

The value of Rc obtained suggests that calculated results

reflect the GFA of Pd-based alloys. The TTT curves of the

Pd-based alloy calculated by application of different models

of DG are shown in Fig. 2. The TTT curves results in ‘‘C’’

shape because of competition between increasing driving

force for crystallization and slowing down of kinetics (ef-

fective diffusivity) of atom movement [36]. Also during the

non-isothermal cooling the major contribution for the total

volume crystallized comes from the temperature region in

the vicinity of nose [8]. The transformation (liquid-to-crys-

tal) accelerates with an increase in under cooling. The

maximum transformation rate is obtained at the nose of the

TTT curve. It can be seen that at the nose point cooling rate is

high enough to form a glass. Below nose temperature, the

driving force for transformation continues to increase but the

reaction is now impeded by slow diffusion. Hence, the

position of nose in the TTT curve determines the Rc to be

used in order to obtain glass. By application of different

theoretical expressions of DG in nucleation and growth rate

equation, it can be observed that the nose of TTT curve is

shifted significantly. The decrease in driving force results in

decrease in Rc due to shifting of nose toward longer time,

which reflects better GFA. So, the calculation of Rc depends

on the temperature range under consideration. In small

undercooled region the theoretical DG values lies close to

experimental values, so if Rc is calculated in this region, the

choice of expression for DG will not make any significant

difference in results.

Conclusions

The Rc values for the glass formation of Pd-based metallic

glasses have been estimated by TTT calculations. Different

models of DG were incorporated in nucleation and growth

rate expression to evaluate Rc. The result obtained by

expression given by Dhurandhar et al. (hyperbolic) for

DG gives the best estimation for Rc for the glass formation

of Pd-based alloys. The driving force of crystallization

affects the estimation of Rc in large undercooled region, but

in lower undercooling it does not make a significant dif-

ference. The present study suggests that the thermody-

namic quantity DG of the under cooled liquid is

indispensible for estimation of TTT curves. Pd42.5Cu30-

Ni7.5P20 metallic glass is found to be the best glass former

among all Pd-based metallic glasses.
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