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CHAPTER – 1 

INTRODUCTION 

 

This chapter introduces the metallic glass, the material of the future; whose 
different thermal properties and kinetics are studied in the present work. 
Historical background, from the first discovery of metallic glass to recent 
development, is discussed. Applications of metallic glass in different areas 
and technologies are also included.  
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1.1 Amorphous Alloys 

There are three major states of matter: Solid, liquid and gaseous. In solid state, 

materials are classified into two categories: crystalline and amorphous. 

Crystalline structure is generally regular structure; atoms in this structure are situated 

at a particular position and form a building block. These building blocks of crystalline 

solids are arranged in orderly, three-dimensional, periodic arrays. 

In contrast to this, amorphous structure is random in nature. Atoms or molecules are 

not arranged in a definite pattern. The atoms or molecules of amorphous materials are 

arranged in the same manner as they are in liquid. An amorphous material is still 

solid, but the spatial arrangement of the atoms is nearly random. 

All amorphous materials have their crystalline counterparts. An important aspect of 

this is that of the two structures, the crystalline form will generally be more stable. 

This is because the crystalline solid is at chemical equilibrium, whereas the 

amorphous form is not. Preparation of amorphous solid requires rapid cooling to 

avoid crystallization. The internal structure of materials is very much important from 

its properties point of view. The models of crystalline and amorphous structure are 

shown in Fig. 1.1. As the structure of the material varies, its behavior in different 

conditions also changes. Following are some basic differences between the 

amorphous and crystalline materials. 

 Amorphous solids don’t have definite geometrical shape, whereas, 

crystalline solids have characteristic geometrical shape. 
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 Amorphous solids melt over a wide range of temperature. They don’t 

have particular melting point. While crystalline solids have sharp 

melting point. 

 

 

 

 

 

    Fig. 1.1: Crystalline and amorphous structure 
    (Source: http://www.idfuel.com) 
 

 Physical properties of amorphous solids are same in different direction 

i.e. amorphous solids are isotropic, whereas, in crystalline solids 

physical properties are different in different direction i.e. these solids 

are anisotropic. 

 Amorphous solids are unsymmetrical. When crystalline solids are 

rotated about an axis, their appearance does not change. This shows 

that they are symmetrical. 

 Amorphous solids don’t break at fixed points; on the other hand, 

crystalline solids do break at fixed points/planes. 
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1.2 Metallic Glasses 

All metals are generally considered crystalline in nature, possessing translational 

symmetry, i.e. their constituent atoms are arranged in a regular manner in 3-

dimensions. 

The search for new and advanced materials, with enhanced properties and 

characteristics, has been the major aim of materials scientists. From last few decades 

focus is on development of completely new materials. Significant improvements have  

 

 

 

 

 

 

 

Fig. 1.2: Stronger than steel or titanium‐and just as tough‐a metallic glass rod before heating and 
molding  (left);  a  molded  metallic  glass  part  (middle);  the  final  product  trimmed  of  excess 
material (right) (Credit: www.futurity.org) 
 

been achieved in the mechanical, chemical and physical properties of materials by the 

addition of alloying elements, microstructural modification and by subjecting the 

materials to thermal, mechanical or thermo-mechanical processing methods. 

Completely new materials have also been synthesized, which include metallic glasses, 

nanocrystalline materials, high-temperature superconductors and quasicrystals etc. 

[1.1]  
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Any noncrystalline material means any solid material that does not posses 

crystallinity. A noncrystalline solid formed by continuous cooling from the liquid 

state is termed as “glass”. Whereas, a noncrystalline material obtained by any other 

process, e.g. vapor deposition or solid-state processing methods such as mechanical 

alloying, but not directly from the liquid state is known as an “amorphous material”. 

When molten alloys are cooled rapidly, i.e. with very high cooling rates, metallic 

glasses are formed. Since these molten alloys are based on metals, these are referred 

as “glassy metals” or “metallic glasses” (Fig. 1.2). The amorphous nature of the liquid 

is preserved upon cooling to the solid state, hence amorphous metals can be further 

classified as “undercooled liquids” or more commonly “liquid metals”.  

When cooling below the melting temperature Tm occur, molecular motion slows 

down. If the liquid is cooled sufficiently fast, crystallization can be avoided means 

molecules or atoms cannot adequately arrange in a periodic configuration in the 

available time allowed by the cooling rate [1.2]. The liquid’s structure therefore 

appears “frozen” on the time scale, and this “frozen-in liquid” is referred to as 

metallic glass or liquid metals. 

 

1.2.1 History of Metallic Glass  

During 1959-1960, at California Institute of Technology (CalTech) in Pasadena, Pol 

Duwez et. al. discovered the first metallic glass (Au80Si20). This molten metal or alloy 

is solidified with rapid solidification processing at rates of about 106 Ks-1 [1.3, 1.4]. 

Since the first discovery of a metallic glass in 1960, thousands of other metallic 

glasses of different compositions have been prepared as metallic glass till the date. 
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Whereas previous metallic glasses were prepared by cooling the melt at rates of 105-

106 Ks-1, the more recently developed alloys require cooling rates of only 1-100 Ks-1 

or even less than that.  

In 1969, Chen and Turnbull formed amorphous spheres of ternary Pd-M-Si (with M = 

Ag, Cu or Au) by quenching melts to room temperature at critical cooling rates of 102 

Ks-1 to 103 Ks-1, specifically Pd77.5Cu6Si16.5 with a diameter of 0.5 mm [1.5]. 

The field of metallic glasses accelerated in the early 1970’s and during the same 

period, Chen and collaborators used simple suction casting method and formed 

millimeter diameter rods of ternary Pd-Cu-Si alloys, the first bulk metallic glass at 

sufficiently low cooling rates in the range of 103 Ks-1 [1.6].  

In the early 1980s, Turnbull’s group produced glassy ingots of Pd40Ni40P20 with a 

diameter of 5 mm using surface etching followed by heating and cooling cycles [1.7]. 

By processing in a boron oxide flux, they increased critical casting thickness to 1 cm 

at cooling rates in the 10 Ks-1 regions. 

Since the 1980s, Akihisa Inoue of Tohoku University’s Institute of Materials 

Research, and William L. Johnson of Caltech have discovered strongly glass forming 

multicomponent La-, Pd-, Fe-, Cu- and Ti-based alloys with large undercooling and 

low critical cooling rates of 1 KS-1 to 100 KS-1 [1.8]. These properties allow an 

increase in time before crystallization, enabling a greater critical casting thickness by 

conventional moldings [1.9]. A similar family of alloys, with the rare-earth metal 

partially replaced by the alkali earth metal Mg was also developed along with the 

parallel family of multi component Zr-based alloy [1.10]. 



             Chapter – 1      7 
                                                                                                                            Introduction 

 

An extended supercooled liquid region was achieved with a critical casting thickness 

of 15 mm for Zr65Al7.5Ni10Cu17.5. Caltech’s Johnson and Peker developed a pentary 

alloy based on Zr41.2Ti13.8Cu12.5Ni10Be22.5 in 1992 [1.11], as a part of a US 

Department of Energy and NASA funded project to develop new aerospace materials.  

Bulk metallic glass formation has been reported in various alloys based on Cu, Ti, Fe, 

Nd and Pr since 1988. But these alloys, fabricated with small supercooled regions and 

critical sizes for glass formation are generally smaller than that (3 mm) of Zr-based 

metallic alloys. However, taking attention back to Pd based alloys, large glass 

formation by water quenching using B2O3 flux has been reported in Pd40Cu30Ni10P20 

alloy with diameter upto 72 mm [1.12], which is one of the largest size of bulk 

metallic glasses reported [1.13]. 

 

1.2.2 Bulk Metallic Glass 

Metallic glasses with at least a section 

thickness of 1 mm are considered as “Bulk 

Metallic Glasses” (BMG). Before the 

development of BMG, shown in Fig. 1.3, 

materials there have been many limitations of 

using metallic glasses, mainly limitation of  

Fig. 1.3: Bulk metallic glass 
(Source: http://en.wikipedia.org) 
 
size and ability of work. The problem of limitation of size has been solved by 

discovery of bulk metallic glasses [1.14]. Bulk metallic alloy systems have three 
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minimum components; generally the number is much larger and that is why they are 

frequently referred as multicomponent alloy systems. They can be produced at slow 

cooling rates, typically 103 Ks-1 or less. BMG’s exhibit large section thickness or 

diameters, a minimum of about 1mm & they possess a large supercooled liquid 

region, means the difference between the glass transition temperature Tg and 

crystallization temperature Tx, i.e. ∆Tx = Tx - Tg is large [1.1].  

In general, the BMG’s forming ability tends to increase as more components are 

added to the alloy. Greer [1.15] proposed ‘confusion principle’, which means that 

more number of components involved, the lower the chance that alloy can select 

viable crystal structures, and hence the greater the chance of glass formation [1.16]. 

Inoue summarized the results of glass formation in multicomponent alloys and 

proposed three empirical rules [1.17]:  

• Multicomponent systems consisting of more than three elements. 

• There should be a significant difference in atomic sizes with size ratios 

(>12%) among the three main constituent elements. 

• And the three main constituent elements should have negative heats of mixing 

The atomic configurations favor the glass formation in terms of thermodynamics, 

kinetics as well as the microstructure development [1.18]. 

Bulk metallic glasses naturally exhibit low driving force for crystallization in the 

supercooled liquid. The low driving force means less nucleation and therefore gives 

improved glass forming ability. Therefore, BMGs are novel class of materials, which 

exhibits unique mechanical, thermal, magnetic, electrical and corrosion properties. 
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1.3  Properties and Applications of Metallic Glasses 

Metallic glasses are alloys that are tougher than any known pure metal. The 

amorphous internal structure that gives metallic glasses their remarkable properties 

consists of an assembly of small and large atoms packed as tightly together as 

possible [1.19].  The advantages of metallic glasses compared with conventional 

crystalline metals and alloys include high elasticity, superior strength (Fig. 1.4) and 

excellent wear and corrosion resistance, attributed to the lack of grain boundaries and 

crystal defects that usually lead to weakening of pure metal’s strength. Principal areas 

for products of metallic glasses are sports and luxury goods, electronics, medical and 

defense. 

 

 

 

 

 

 
 
 
Fig. 1.4: Amorphous metallic alloys combine higher  strength  than crystalline metal alloys with 
the elasticity of polymers 
(Source: www.its.caltech.edu/~vitreloy/development.htm) 

 

Metallic Glasses are used to make Sports Equipment:  

The first application of these glassy metals is found to be as golf club heads. Twice as 

hard and four times as elastic as Ti drivers, 99% of the impact energy from a BMG 
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head is transferred to the ball. Higher strength-to-weight ratio allows mass to be 

distributed differently, enabling various shapes and sizes of heads. 

They are used to make frames of tennis rackets, which is shown in Fig. 1.5. The 

increased stiffness enhances energy return with 29% more power. Other potential 

applications in sporting goods include fishing equipment, hunting bows, guns, scuba 

gear, baseball bats, marine applications and bicycle frames [1.20]. 

 

 

 

 

 

 

 

 

 
Fig. 1.5: (a) A HEAD Radical tennis racket, (b) Golf clubs made of bulk metallic glass & (c) A base 
ball made up of metallic glass 
(Source: (a) & (c) Liquidmetal Technologies    
                 (b)http://www.ornl.gov/info/ornlreview/v38_1_05/article17.shtml) 
 
 
Biomedical Applications: 

Metallic glass has a high elasticity, superior strength, highly biocompatible, 

nonallergenic form, which is ideal for corrosion and wear resistant medical 

applications. They are used in knee-replacement devices, pacemaker casings, dental 

implants & ophthalmic scalpel blades [1.20].  Corrosion testing of BMGs has 

demonstrated that these materials have much better corrosion properties in 
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physiological solution compared to many common metallic biomaterials [1.21]. 

Recently, experiments have demonstrated that BMGs are, in general, nontoxic to cells 

and compatible with cell growth and tissue function [1.22-1.24].  

When bones break, surgeons need screws and metal plates to fix the broken bones in 

place. These supports are usually made of stainless steel or titanium. Once the bones 

have healed, the metal parts have to be removed from the body via further surgery. In 

order to reduce the burden on patients, more recently, magnesium-zinc based BMGs  

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.  1.6:  (a)  Biodegradable  bone  implants made  of metallic  glass,  (b) Metallic  glass  hardware 
produced  by  Liquidmetal  Technologies  [Credit:  (a)  http://physicsworld.com  (b)  Liquidmetal 
Technologies]. 
 

have been developed for application as biodegradable and biocompatible bone 

implants (Fig. 1.6) [1.25]. 

Applications of BMGs in Nanotechnology and Micro Electro Mechanical  
Systems (MEMS): 
 
Making use of the excellent thermal formability of BMGs, supercooled liquid 

fabrication provides an alternative and economic approach for the fabrication of 
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micro- and nano-sized metallic parts and surface patterns for MEMS and micro- and 

nano-machines. [1.16]. 

Pressure Sensors:  

Due to the environmental issues, low energy consumption and safety point of view, 

miniaturized pressure sensors with high sensitivity is required in order to reduce toxic 

smoke and CO2 gas from automobiles. The metallic glass alloys are highly promising 

for producing miniaturized diaphragms with high sensitivity and high pressure 

resistance due to their low Yong’s modulus and high strength. The pressure sensors 

are constructed with a metallic diaphragm and deposited strain gauge as shown in Fig. 

1.7-(a) [1.26-1.28]. 

Microgeared Motors: 

Using metallic glasses, high-torque geared motor parts are fabricated with diameters 

<5 mm. Super-small geared motors of 1.5 and 2.4mm in diameter were developed 

from 2004 to 2006 [1.26, 1.27, 1.29-31]. This was achieved by utilizing the high 

strength of metallic glasses along with their ability to provide precision and surface 

flatness. 

Using these BMG gear parts, micro-motors were constructed (Fig. 1.7-(b)). Super 

small and high-power geared motors with much longer lifetimes are expected to find 

applications in various kinds of micro-precision machines such as microsurgical 

instruments, microlathes and so on.  
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Fig.  1.7:  (a) Metallic  glass  pressure  sensors,  (b) Micro‐geared motor  constructed  by  Ni‐based 
glassy alloy 
(Source: http://www.arcmg.imr.tohoku.ac.jp/en/topics/inoue.html) 
 

Optical Components: 

Metallic glasses are useful in fabrication of reflective optical components, optical 

mirrors because of excellent micro/nanoformability along with good mechanical 

properties exhibited by them. The diffraction gratings of 1 um interval are also 

fabricated on Pt-based BMG [1.32]. Fabrication of holograms with metallic glass is 

also possible. Compared with polymer holograms, metallic glass holograms are 

simpler to fabricate and do not require a reflection coating. Production of gapless 

microlens arrays is also another optical application of metallic glass [1.33]. 

Magnetic Properties and Applications: 

The magnetic properties of the metallic glasses offer the greatest promise for 

commercial application. Amorphous metallic alloys do not exhibit magneto 

crystalline anisotropy. Ferrous (Fe) metallic glasses are among the most easily 

magnetized of all ferromagnetic material. Furthermore, resistance of metallic glasses 
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to current flow is generally higher than that of crystalline alloys. This helps to 

minimize eddy-current losses that occur due to rapid magnetization and 

demagnetization of material [1.18]. Magnetic metallic glasses are used to fabricate 

soft magnetic chock coils, transformer cores, magnetic sensors, soft magnetic high 

frequency power coils and magnetic iron core for high rotation speed motor [1.34]. 

Defense and Aerospace:  

Due to their unique properties, many military components, like composite armor, 

missile components and aircraft fasteners, are being developed using BMGs by US 

Department of Defense (DOD) [1.35]. In future, W-reinforced BMG-composite 

armor-piercing projectiles can replace depleted uranium penetrators due to their 

similar density and self-sharpening behavior.  

Catching Solar wind 

Launched as part of NASA’s Discovery Program, Genesis space craft is expected to 

capture solar wind particles and ions (high energy isotopes of nitrogen and oxygen) 

using circular passive collector arrays. Each array consists of hexagonal tiles coated 

with Zr-based BMG, which absorbs and retains noble gases He and Ne (Fig. 1.8-(b)). 

Once the collectors are back on Earth, sophisticated acid etching techniques are used 

and the surfaces of metallic glasses dissolve evenly, allowing the captured ions to be  
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Fig. 1.8: (a) Artist’s impression of the Genesis spacecraft in collection mode, opened up to collect 
and  store  samples  of  solar  wind  particles.  (b)  Genesis’  array,  held  by  Andy  Stone  of  the  Jet 
Propulsion  Laboratory,  showing  the  collector  materials.  [(a)  Courtesy  of  JPL;  (b)  Courtesy  of 
NASA Johnson Space Center]   
 

released in equal layers. This allows genesis to test proposals that the higher energy 

particles differ in composition from the solar wind [1.36, 1.37]. 

Jewelry Industry: 

Fine jewelry industry is the latest one to grab BMGs due to their unique properties, 

which includes a metal surface that is both, exceptionally hard and scratch resistant; 

still it can be polished to high luster that is maintained over time [1.18]. 

Usage in Consumer Electronics: 

Liquidmetal Technologies, US, is one of the first companies to utilize BMGs for 

commercial applications.  It is working with design firm Ideo to create a vitreloy-

encased laptop that rolls up like a piece of paper [1.20]. Being tough, metallic glasses 

are also lightweight and elastic. For this reason metallic glasses are used to make cell 

phone and watch cases (Omega watches use metallic glass to create designer pieces), 

outer shield of SanDisk USB memory stick (Fig. 1.9 & 1.10).  
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Fig. 1.9:  (a) USB drive case and (b) Watch case made up of metallic glass 
(Source: (a) http://allthatmatters.heber.org 
                 (b) http://www.omegawatches.com/spirit/watchmaking/liquidmetal) 
                   
   
Promising research work going on worldwide on this amorphous metallic glasses, 

greatly improves the prospects for the discovery of new BMGs with impressive 

properties that will ensure practical manufacturing. In turn, it will open up new 

dimensions and set novel horizons in this fast growing technological world.  

 

 

 

 

 

 
 
 
Fig.  1.10:  (a) Mobile  case made  up  of metallic  glass  (b) Metallic  glass  hardware  produced  by 
Liquidmetal Technologies and adopted in products manufactured by Motorola, Samsung and LG 
Electronics [Credit: Liquidmetal Technologies] 
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1.4 Glass Forming Ability & Thermodynamic Aspects 

Glass forming ability is defined as the ability of a liquid to suppress crystallization, 

that is, crystal nucleation and growth, when cooling below the melting temperature 

(Tm). Crystal nucleation and growth both require a finite amount of time to proceed 

and if liquid metal is cooled from Tm to below glass transition temperature, Tg at 

sufficiently high rate, the liquid will freeze as a glass because nucleation and growth 

will be completely avoided. Many factors, such as atomic size mismatch, increased 

atomic packing density, contribute to the frustration of crystallization, leading to good 

glass formation. Besides consideration of the packing density, the improved glass 

forming ability of the multicomponent systems has also been nominally understood 

by the ‘confusion principle’ and Inoue’s three empirical rules, which are already 

discussed in the previous section.  

Knowledge of glass forming ability (GFA) of amorphous metallic alloys is very 

important from both theoretical and practical point of view. Thermodynamically, the 

knowledge of Gibbs free energy difference ∆G between the crystalline and 

corresponding amorphous phase, entropy difference ∆S and enthalpy difference ∆H 

plays an important role to investigate nucleation and growth phenomena and to 

predict glass forming ability (GFA). With the knowledge of the specific heat of the 

under cooled liquid, the thermodynamic functions can be determined. However, in 

most of the cases, the specific heat data of under cooled liquid is not available due to 

its metastable nature. In absence of specific heat data in under cooled region, the 

functional dependence of ∆G, ∆S and ∆H on under cooling are estimated 
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theoretically. Many expressions are available for ∆G calculations in literature [1.38-

1.47]. All these expressions depend on some kind of assumption for temperature 

dependence of heat capacity.  

∆Cp defined as Cp
l - Cp

s is the difference in specific heats of the two phases. It is 

observed that ∆Cp shows linear and hyperbolic variation with temperature. So, in this 

study, linear and hyperbolic variations of ∆Cp are taken into consideration, which 

involves A & B coefficients for linear variation and C & D coefficients for hyperbolic 

variation. Using these variations of ∆Cp, equations for ∆G, ∆S and ∆H are derived and 

they are calculated for various glass forming systems like Pd77.5Cu6Si16.5, 

Pr55Ni25Al20, Pt57.3Cu14.6Ni5.3P22.8 and Zr-based liquid metals. The detailed 

formulation and the results for thermodynamic properties along with the comparison 

with the experimental results are given chapter-2 of thesis. 

From the thermodynamic point of view, the Gibbs free energy difference, ∆G 

between the undercooled liquid and the corresponding crystalline state is driving 

force for crystallization. As a consequence, it is a good indicator for glass forming 

ability of metallic glasses. In chapter 2, the expressions are proposed to calculate ∆G, 

∆S and ∆H using linear and hyperbolic variations of ∆Cp in the undercooled region 

for Zr46Cu46Al8 and Zr46(Cu4.5/5.5Ag1/5.5)46Al8 bulk metallic glasses. Different GFA 

criteria are also evaluated for systems taken up in the study and effect of addition of 

Al and Ag in CuZr binary system is investigated.  

Chapter 2 also includes, calculation of Gibbs free energy difference, ∆G as a function 

of temperature, using Lad et al. expression and other GFA parameters for different 

five Ca-based multicomponent metallic alloys. 
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1.5 Kinetics of Crystallization & Glass Transition:   

The study of the thermally-activated phase transformations is of great significance in 

the field of materials science as the properties of materials change due to the change 

in the composition and/or microstructure. The properties of amorphous materials are 

usually different from their fully or partly crystalline counterparts. The bulk 

properties of the material are the manifestation of the atomic interactions and 

dynamics at the microscopic level. Since the amorphous state is thermodynamically 

unstable, the thermal stability of amorphous alloys is crucial from the application 

viewpoint. This makes the thermo-analytical study of the amorphous alloys an 

important field of research. The study of crystallization kinetics and kinetics of glass 

transition of amorphous alloys using thermo-analytical technique i.e. Differential 

Scanning Calorimetry (DSC) provides very useful information about the thermal 

stability. Crystallization kinetics and kinetics of glass transition are the ways to 

determine the activation energy and other kinetic parameters. Thus, we can predict 

glass forming ability and thermal stability of glassy alloy. 

The kinetics of crystallization of Zr-based and Co-based metallic glasses has been 

investigated using DSC technique. Kinetic parameters, obtained from non-isothermal 

rate laws by both iso-kinetic and iso-conversional methods, are included in chapter 4. 

Kinetics of Glass Transition of Ti50Cu20Ni30 and Fe67Co18B14Si1 (2605CO) is also 

studied using DSC with continuous heating of the sample at various heating rates in 

chapter 5. The heating rate dependence of the glass transition temperature (Tg) is 

investigated. The activation energy (E) throughout the glass transition region was 

determined using Moynihan and Kissinger equations. The fragility index m is 
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calculated using activation energy determined by the above two methods for both the 

glassy alloys which included in the same chapter.   

 

1.6 Nanocrystallization & Grain Size Limit 

By controlling the crystallization of the BMG alloys, bulk nanocrystalline materials 

composites can also be obtained. Experimentally it is found that the smallest grain 

size is obtained when the glasses are annealed at a crystallization temperature which 

is nearly half of the melting temperature in metallic glasses. At this temperature the 

Gibbs free energy difference between the amorphous and crystalline state is 

maximum. In chapter 6, the minimum grain size is calculated for different metallic 

glasses by considering a simple thermodynamic relation that suggests a general 

thermodynamic lower limit of grain size of metallic nanocrystalline materials. 

 

1.7 Objectives of The Thesis 

The main objectives of the thesis are  

 Derive an analytical expression for ∆G, ∆S and ∆H for metallic glasses which 

would give accurate values close to the experimental results and also would 

overcome the limitations of earlier existing expressions. 

 Using DSC technique, study the kinetics of crystallization of Co-based 

metallic glass Co66Si12B16Fe4Mo2, and Zr-based multicomponent metallic 

glass, Zr52Cu18Ni14Al10Ti6 and to evaluate the kinetic parameters for these 

systems using different isokinetic and isoconversional methods. 
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 Study of another important phase transformation, i.e., kinetics of glass 

transition of ternary metallic glass Ti50Cu20Ni30 and iron-based Fe67Co18B14Si1 

(2605CO) amorphous liquid metal using two different methods and to 

determine activation energies.  

 Determination of minimum grain size of nanocrystalline materials obtained by 

annealing bulk metallic glasses. 
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CHAPTER – 2 

THERMODYNAMIC PROPERTIES OF 
METALLIC GLASSES 
 

This chapter gives the novel expressions for the Gibbs free energy difference 
between the amorphous phase and the corresponding crystalline state (∆G). 
The present expressions have been derived assuming the linear and 
hyperbolic variations of specific heat difference ∆Cp, without any logarithmic 
approximations, which is applicable over wide undercooled region. Results, 
based on the calculations from present expressions, show that the ∆G values 
obtained for a variety of bulk glass forming alloys are in excellent agreement 
with experimental values. Expressions for ∆S and ∆H are also derived using 
the proposed ∆G expressions. Values of ∆S and ∆H, calculated from present 
equations, are also give quite good results with the experimental data. 
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2.1 Introduction 

It is known that any metallic glass, rapidly cooled below its melting temperature, Tm, 

will not get sufficient time to arrange it’s atoms in a regular periodic fashion. 

Therefore, all the metallic glasses are not in a thermodynamically stable state. From  

physics point of view, glasses are in excited state, and at any given temperature if 

sufficient time is provided, they will relax and eventually transform to the crystalline 

ground state. The thermodynamic principles can also be used when the system under 

consideration is an undercooled liquid. It is well known that metallic liquids can be 

significantly undercooled for extended periods of time avoiding crystallization from 

occurring [2.1]. 

The properties in the highly undercooled liquid state which have not been accessible 

for metallic materials so far include temperature dependent thermodynamic properties 

such as specific heat, entropy, enthalpy and Gibbs free energy. 

 

2.2 Thermodynamic Stability of Metallic Glasses 

If metallic glasses are annealed at high enough temperatures, they will crystallize, 

indicating that they are in metastable phases [2.2]. When a liquid cools, it will take 

the equilibrium state, minimizing its free energy. The thermodynamic stability of a 

system at constant temperature and pressure is determined by its Gibbs free energy, 

G, defined as  

   G H TS= −                            (2.1) 

where, H is the enthalpy, T is absolute temperature and S is the entropy. 
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Thermodynamically, a system will be in equilibrium state, that is, it will not 

transform into any other phase under the given conditions of temperature & pressure, 

if it has attains the lowest possible value of the Gibbs free energy. The above equation 

says that a system at any temperature can be most stable either by increasing the 

entropy or decreasing the enthalpy or both. Metallic crystalline solids have the 

strongest atomic bonding and therefore lowest enthalpy, H. Consequently, solids are 

most stable phases at low temperatures. On the other hand, the atomic vibration 

frequency increases with increasing temperature and consequently, the entropy, S is 

high at higher temperatures. Hence, the product of temperature and entropy increases 

and therefore the value of –TS term dominate at elevated temperatures. Because of 

this reason, phases with more freedom of atomic movement, that is, liquids and gases, 

become more stable at elevated temperatures [2.3]. 

 

2.2.1 Thermodynamic Properties: Gibbs Free Energy Difference, 
∆G, Entropy Difference, ∆S & Enthalpy Difference, ∆H 

   
From the above concepts, one can say that, a metallic glass becomes more “stable” 

when the Gibbs free energy of the amorphous phase is lower than that of the 

competing crystalline counter phase. In other words, the system becomes stable when 

the change in Gibbs free energy, ∆G (= Gglass - Gcrystal) becomes minimum. The 

mathematical equation is given by 

   G H T S∆ = ∆ − ∆                            (2.2) 
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where,  

the ∆ symbol represents the change in these quantities between the final and initial 

states  

∆H and ∆S represents the enthalpy difference and entropy difference respectively. 

The system becomes stable when the value of ∆G is the lowest. A minimum value of 

∆G can be obtained either by decreasing the value of ∆H or increasing the value of ∆S 

or both. Since entropy is nothing but a disorder in a system, means a measure of the 

different ways in which the constituent atoms can be arranged and obviously, this 

value will increase with increasing number of components in the amorphous alloy 

system. Thus, even if ∆H remains constant, the free energy will be lower because of 

the increment in entropy, when the system is multicomponent alloy system. But, the 

value of ∆H will not remain constant because of the chemical interaction between the 

different constituent elements. 

The free energy of the system can also be decreased, at a constant temperature, in 

case of low chemical potential due to low enthalpy, and large interfacial energy 

between the liquid and solid phases. Since it is difficult to control these parameters in 

an alloy system, the simplest way to decrease the free energy would be to increase ∆S 

by having a large number of components in the alloy system.  

Increase in ∆S also results in an increase in the degree of dense random packing of 

atoms, due to that ∆H decreases and consequently solid-liquid interfacial energy 

increases [2.1]. 
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Thus, Gibbs free energy difference, ∆G, the difference of free energy between 

amorphous metallic alloy and its crystalline counterpart, entropy difference, ∆S and 

enthalpy difference, ∆H are important parameters in order to know the thermal 

stability of metallic glass.    

 

2.2.2 Crystal Nucleation and Growth 

Both solidification and melting of metals occur by nucleation and growth. However, 

in the case of cooling a liquid, the process of nucleation is much more difficult than it 

is in the case of melting. When the liquid alloy is undercooled below its glass 

transition temperature, nucleation will never occur and the undercooled liquid 

becomes a metallic glass and it is in a metastable state.  The difference in Gibbs free 

energy, ∆G between the undercooled liquid and the crystal is the driving force for 

crystallization . Therefore, all metallic glasses will crystallize if heated to sufficiently 

high temperatures.  In order to understand the importance of ∆G in the nucleation 

theory, it would be useful to consider the factors that can influence nucleation. Upon 

nucleation of crystals, the system’s free energy changes as a result of the presence of 

the nuclei. If spherical shape for the nuclei is assumed, the free energy associated 

with an undercooled liquid nucleating a crystal by homogeneous nucleation is defined 

as  

   
2 344

3 vG r r Gππ σ∆ = − ∆                          (2.3) 
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where, r is the radius of the nuclei, σ is the interfacial surface energy, and ∆Gv is the 

free energy difference between the crystal and the amorphous liquid per unit volume. 

The critical nuclei and free energy maximum are given by 

   
2

c
v

r
G
σ

=
∆                            (2.4) 

   
3

2

16
3c

v

G
G

π σ⎛ ⎞
∆ = ⎜ ⎟∆⎝ ⎠

                             (2.5) 

The steady state homogeneous nucleation rate is defined as, 

   
3

2

16exp
3v

B c

AI
k T G

πσ
η

⎛ ⎞
= −⎜ ⎟∆⎝ ⎠

                         (2.6) 

where A is a constant, η is viscosity, and kB is the Boltzmann constant. The viscosity 

is defined as 0
0

0

( ) exp DTT
T T

η η
⎛ ⎞

= ⎜ ⎟−⎝ ⎠
, where D is the diffusivity. Crystal growth rate 

can be defined as 

   2 1 exp
3

cB

B

n Gku
l k Tπ η

⎡ ⎤⎛ ⎞∆
= − −⎢ ⎥⎜ ⎟

⎝ ⎠⎣ ⎦
                        (2.7) 

where l is the average atomic diameter, n is the average atomic volume and ∆Gc, or 

∆G in the present context, is the free energy difference between liquid and crystal 

phases and it is a function of temperature T. Thus, the classical nucleation theory 

suggests that the nucleation rate exponentially depends on Gibbs free energy 

difference, ∆G [2.4, 2.5]. The Gibbs free energy difference, ∆G, between undercooled 

melt and corresponding crystalline solid, acts as the driving force for crystallization. 
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In an amorphous alloy system, lower value of ∆G indicates less driving force of 

crystallization, which enhances stability of metallic supercooled liquid and leads to 

better glass forming ability. Thus, ∆G gives a qualitative measure of the stability of 

the glass compared to the crystalline state.  

 

2.3  Expressions  for  Calculation  of  Thermodynamic 
Parameters   

 
Knowledge of the thermodynamic properties i.e., Gibbs free energy difference ∆G, 

entropy difference ∆S, enthalpy difference ∆H and specific heat difference ∆Cp, plays 

an important role to find out the glass forming ability and thermal stability of metallic 

amorphous alloys. The Gibbs free energy difference gives a qualitative measure of 

the stability of the glass compared to the crystalline state as discussed in the earlier 

(section 2.2.1). 

The equation for the Gibbs free energy difference between the liquid and crystalline 

phases is given by 

G H T S∆ = ∆ − ∆  

where 

mT

m p
T

H H C dT∆ = ∆ − ∆∫                          (2.8) 

mT

m p
T

dTS S C
T

∆ = ∆ − ∆∫                                      (2.9) 
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where, Tm is the melting temperature, ∆Sm is the entropy difference at melting 

temperature and ∆Hm is the enthalpy difference at melting temperature. They are 

related to each other by the following relation: 

m
m

m

HS
T

∆
∆ =                                       (2.10) 

∆Cp, defined as l x
p pC C− , is the difference in specific heats of the liquid and 

corresponding crystalline phases of metallic alloy.  

Hence, the expression for ∆G becomes 

m mT T
m

p p
m T T

H T dTG C dT T C
T T

∆ ∆
∆ = − ∆ + ∆∫ ∫                      (2.11) 

Thus, experimental ∆G values can be calculated with the help of above Eq. (2.11), if 

the experimental specific heat data is available for the undercooled and the crystal 

phases of a material. However, metallic liquids are generally not stable over an 

extended temperature range in the supercooled liquid, making it difficult to determine 

the specific heat capacity; one has to switch to suitable expression of ∆Cp that 

effectively represents the temperature dependence of ∆Cp. Hence, considering the 

values of ∆Cp, the correct evaluation of ∆G is possible. 

Several models [2.6-2.15, 2.23] of varying degrees of complexity are available in 

literature for the determination of ∆G on undercooling. All these analytical 

expressions consider some kind of assumption for the temperature dependence of the 

heat capacity. 
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Analytical equation for ∆G proposed by Turnbull [2.6] assumed ∆Cp = 0. Very often 

∆Cp is non-zero, therefore the expression given by Turnbull shows very large 

deviation. 

Most of other expressions use ∆Cp = constant assumption, which work quite well in 

most of the bulk glass forming alloys. Since it is observed that, in these kinds of 

glassy alloys, the specific heat of undercooled liquid Cp
l does not vary much with 

temperature. Hence, l x
p p pC C C∆ = − remains nearly constant throughout the entire 

undercooled region. 

However, in many glass forming amorphous alloys which possess exceptionally high 

glass forming ability (GFA), the ∆Cp = constant assumption does not work at all.  In 

such systems, ∆Cp increases considerably with undercooling. The linear and 

hyperbolic variations of specific heat capacity with temperature are the most common 

options available to estimate ∆G in the undercooled region. The two types of 

variation of ∆Cp with temperature are represented as 

pC AT B∆ = +    (a) 

p
CC D
T

∆ = +    (b) 

which involves coefficients A & B for linear trend and C & D for hyperbolic trend. 

These four coefficients are easily evaluated with the help of ∆Cp
m and TK, where ∆Cp

m 

is specific heat difference at melting temperature and TK is Kauzmann temperature 

also known as isentropic temperature because at TK the entropy difference, ∆S 

becomes zero. 
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2.3.1 Equations for ∆G assuming Linear and Hyperbolic  
Variations of ∆Cp with Temperature 

 

All the expressions available in literature give good results for few glass forming 

alloys, but due to the approximations involved none of the expression is found to 

have excellent agreement with the experimental data upto large undercooled region. 

Therefore, it is quite clear that in order to achieve accurate values of ∆G, taking care 

of large undercooled region; one has to consider an appropriate variation of ∆Cp with 

temperature. 

Considering the most common linear variation which is given by 

pC AT B∆ = +               (2.12) 

where, A and B are constants. Inserting this Eq. (2.12) in Eq. (2.11) of ∆G can be 

simplified to 

( )21 ln
2

m m

m

H T TG A T B T T
T T

∆ ∆ ⎛ ⎞∆ = − ∆ + −∆⎜ ⎟
⎝ ⎠

          (2.13) 

where the undercooling ∆T = Tm – T. 

Instead of linear variation, some systems may follow the hyperbolic trend for ∆Cp, 

which is given by 

p
CC D
T

∆ = +               (2.14) 

Again C and D are constants. Substituting ∆Cp from the above equation in Eq. (2.11), 

on simplification one can get the following expression  
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ln ( )m m

m m

H T T CG DT C T D
T T T

⎛ ⎞∆ ∆
∆ = + − −∆ −⎜ ⎟

⎝ ⎠
           (2.15) 

There are four unknown constant A & B and C & D involved in the ∆G expressions 

(2.13) for linear variation and (2.15) for hyperbolic trend respectively. These 

unknown constants are dependent on the composition of the alloy. The researchers so 

far have found it difficult to obtain the values of unknown constants A & B in case of 

linear variation and C & D for hyperbolic dependence of ∆Cp on T. The difficulty 

arises due to the limitation of availability of ∆Cp only at one temperature i.e. at 

melting temperature Tm denoted by ∆Cp
m. Since there are two unknowns in both 

linear and hyperbolic case, one needs another expression for evaluation of the 

constants. This has been simply done by deriving an expression for ∆S from that of 

∆G given by Eqs. (2.13) and (2.15) using the following relation 

GS
T

∂∆
∆ = −

∂
              (2.16) 

In case of linear dependence of ∆Cp on T, one gets the following expression for ∆S 

through above Eq. (2.16) 

lnm m

m

H TS A T B
T T

∆
∆ = − ∆ −             (2.17) 

Utilizing the condition that ∆S becomes zero at isentropic temperature, TK also known 

as Kauzmann temperature one easily gets the values of unknown constants A and B in 

terms of known experimental parameters 
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ln
ln

m m

m K

m

K

H Tm
pT T

T
m K m T

C
A

T T T

∆ − ∆
=

− −             (2.18) 

and 

m
p mB C AT= ∆ −                (2.19) 

Similarly, the expression for ∆S in case of hyperbolic dependence of ∆Cp on T 

obtained from Eq. (2.16) by partially differentiating the Eq. (2.15) provides 

lnm m m

m m

H T T TS D C
T T T T

⎛ ⎞∆ −
∆ = − − ⎜ ⎟

⎝ ⎠
           (2.20) 

One gets the expressions for constants C and D from above equation after solving it 

for ∆S = 0 at Kauzmann temperature, T = TK 

ln
ln

m

K

m K m

K K

Tm
m m p T
T T T

T T

H T C
C −

∆ − ∆
=

−             (2.21) 

and 

m
p

m

CD C
T

= ∆ −                (2.22) 

Either of the Eqs., (2.13) and (2.15) can be used to evaluate ∆G in the entire 

undercooled region, when the constants A & B for linear nature and C & D for 

hyperbolic trend are known through Eqs. (2.18) & (2.19) and (2.21) & (2.22), 

respectively. With the knowledge of these four constants entropy difference, ∆S is 

also determined using Eq. (2.17) for linear variation and Eq. (2.20) for hyperbolic 
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variation. Finally, to calculate the values of enthalpy difference, ∆H one can utilize 

the ∆G and ∆S values derived from the above Eqs., and inserting them into Eq. (2.2). 

 

2.4  Results and Discussions 

The coefficients A & B and C & D required for evaluation of thermodynamic 

properties, i.e., ∆G, ∆S and ∆H assuming linear and hyperbolic variations  

respectively have been calculated using Eqs. (2.18) & (2.19) and (2.21) & (2.22). 

Parameters used for determination of these constants are given in Table-1. These 

constants, in turn, have been incorporated in the expressions of thermodynamic 

properties, which are evaluated for different five metallic glasses, considering linear 

and hyperbolic variation of specific heat difference ∆Cp
m. 

 

2.4.1 Gibbs  Free  Energy  Difference,  Entropy  Difference  and 
Enthalpy Difference  for Prbased, Pdbased  and Ptbased 
Bulk Metallic Glass Forming Alloys 

 
First bulk metallic glass forming system namely Pr55Ni25Al20 has been taken up in the 

present study. This system is interesting due to its strong liquid side [2.16]. In this 

case, the value of Kauzmann temperature, TK has been taken from the plot of the 

entropy difference, ∆S, since heating rate dependent Tg and Tx data are not available 

for evaluation of TK. For Pr55Ni25Al20, the plots using linear and hyperbolic variation 

of ∆Cp fall quite close to the experimental points for ∆G. In fact, the linear and 

hyperbolic experimental points are almost coinciding with each other. Other results 

are also shown in the Fig. 2.1, where the results obtained through Dubey and 
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Ramchandrarao [2.11] and Thomson and Speapen [2.9] approaches underestimate on 

one side, while on the other side, hyperbolic expression [2.17] for ∆Cp overestimates 

mainly in the large undercooled region. The entropy difference ∆S, calculated using 

Eqs. (2.17) and (2.20) for linear and hyperbolic variation respectively, are shown in 

Fig. 2.2 with the experimental data. The plots clearly show that the calculated values 

fall very close and show similar variation as the experimental data in the entire 

undercooled region. Since, the earlier approaches show much large deviation for ∆G, 

the values for ∆S are not shown using those approaches. Similarly, Fig. 2.3 shows ∆H 

values which are calculated using Eq. (2.2) for both linear and hyperbolic variation of 

∆Cp. The experimental values for ∆H are also shown in the figure and it can be seen 

that the calculated values lie quite close to the experimental one. 

 

 

 

 

 

 

 

  

 

  

         Fig. 2.1: Gibbs free energy difference, ΔG as a function of temperature for Pr55Ni25Al20 
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      Fig. 2.2: Entropy difference, ΔS as a function of temperature for Pr55Ni25Al20 

 

 

 

 

 

 

 

 

 

 

 

               Fig. 2.3: Enthalpy difference, ΔH as a function of temperature for Pr55Ni25Al20 
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Although Pd77.5Cu6Si16.5 was the first bulk metallic glass [2.18], data on this alloy are 

incomplete and controversial [2.19]. For this BMG, the difference in specific heat 

capacity between liquid and crystalline phase, is determined using linear and 

hyperbolic variations as a function of temperature and compared with the 

experimental data as shown in Fig. 2.4.  In the Fig. 2.5, the Gibbs free energy 

difference, ∆G as a function of temperature, is calculated for different ∆G expressions 

available. Similarly, the enthalpy difference, ∆H as a function of temperature is 

calculated and shown in Fig. 2.7. But, unfortunately, the experimental data for these 

two thermodynamic properties are not available. Fig. 2.6 shows the entropy 

difference between liquid and crystal, ∆S as a function of the temperature. The 

entropy of the undercooled liquid decreases with increasing undercooling until it 

reaches the entropy of the crystal at the Kauzmann temperature, TK. The existence of 

an undercooled liquid below this temperature would violate thermodynamic rules, 

also called the Kauzmann paradox. Therefore, TK will be the lower boundary for the 

glass transition from thermodynamic aspects. Here we have taken Kauzmann 

temperature TK = 560 K [2.19]. It is obvious from the excellent agreement of the 

curves in Fig. 2.6 with the experimentally obtained ∆S that these linear and 

hyperbolic assumptions of ∆Cp variation are quite close to the actual situation. 

Further, assumption of constant ∆Cp may not work well for systems with excellent 

and enhanced glass forming ability (GFA) like the bulk metallic glasses. 
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Fig. 2.4: Specific heat difference, ΔCp as a function of temperature for Pd77.5Cu6Si16.5 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2.5: Gibbs free energy difference, ΔG as a function of temperature for Pd77.5Cu6Si16.5 



             Chapter – 2     42 
                                                        Thermodynamic Properties of Metallic Glasses                                                    

 

 

 

 

 

 

 

 

 

 

 

  Fig. 2.6: Entropy difference, ΔS as a function of temperature for Pd77.5Cu6Si16.5 

 

 

 

 

 

 

 

 

 

 

     

Fig. 2.7: Enthalpy difference, ΔH as a function of temperature for Pd77.5Cu6Si16.5 
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The Pt57.3Cu14.6Ni5.3P22.8 alloy has been developed, with a critical cooling rate of the 

order of ~20 K/s. Its low liquidus temperature and large supercooled region expresses 

remarkable processing advantages over conventional platinum alloys [2.20]. For this 

metallic glass also, the difference in specific heat capacity between liquid and 

crystalline phase, is determined using linear and hyperbolic variations as a function of 

temperature and compared with the experimental data as shown in Fig. 2.8. Fig. 2.9 

shows the Gibbs free energy difference, ∆G between undercooled liquid and 

corresponding crystalline solid as a function of temperature. Values of ∆G calculated 

using Linear and hyperbolic variations of heat capacity from Eqs. (2.13) and (2.15) 

are shown along with results obtained through other theoretical approaches and the 

experimental data. One can see that they are in excellent agreement with each other 

and also with the experimental points. The results obtained through other theoretical 

approaches, on the other hand, show large deviation (except TS-1) [2.9] in almost 

entire temperature range. The ∆G values evaluated using Lad-1 & Lad-2 equation 

[2.13, 2.15] fall much below the experimental data while that using  S&H equation 

[2.10] overestimate ∆G, even though, ∆G plot evaluated using TS-1 equation [2.9] is 

close to the experimental data. The closeness of our results with the experimental data 

in comparison to other theoretical curves may be attributed to the fact that all the 

earlier workers have assumed constancy of ∆Cp and have not considered it as a 

variable with respect to temperature in the entire undercooled region. 

The entropy difference ∆S for Pt57.3Cu14.6Ni5.3P22.8 system calculated from Eqs. (2.17) 

and (2.20) is shown in Fig. 2.10. The results from the other approaches [2.10, 2.13 

and 2.15] are not shown because of their large deviation from the experimental ∆G 
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values as seen from Fig. 2.9. The calculated values show similar variation as seen for 

the experimental data. Once ∆G and ∆S values are known one can evaluate values of 

enthalpy difference, ∆H using Eq. (2.2). The results obtained for ∆H for 

Pt57.3Cu14.6Ni5.3P22.8, using both linear and hyperbolic variation of ∆Cp are plotted in 

Fig. 2.11. The experimental values of ∆H are also shown in the figure and it can be 

seen that the calculated values lie quiet close to the experimental values. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
     Fig. 2.8: Specific heat difference, ΔCp as a function of temperature for Pt57.3Cu14.6Ni5.3P22.8 

 
Table 2.1 Parameters used for calculations 

SYSTEM 
Tm 

(K) 

TK 

(K) 

∆Hm 

(kJ/mol) 

∆Cp
m 

(J/mol-K) 

Reference 

Pr55Ni25Al20 751 448 9.24 12.57 2.16 

Pd77.5Cu6Si16.5 1015 560 7.81 11.74 2.19 

Pt57.3Cu14.6Ni5.3P22.8 775 396 11.4 10.22 2.5 
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 Fig. 2.9: Gibbs free energy difference, ΔG as a function of temperature for Pt57.3Cu14.6Ni5.3P22.8 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

          

         Fig. 2.10: Entropy difference, ΔS as a function of temperature for Pt57.3Cu14.6Ni5.3P22.8 
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              Fig. 2.11: Enthalpy difference, ΔH as a function of temperature for Pt57.3Cu14.6Ni5.3P22.8 
 
 
2.4.2 Gibbs  Free  Energy  Difference,  Entropy  Difference  and 

Enthalpy Difference  for Two Zrbased Bulk Metallic Glass 
Forming Alloys 

 

In the present study, the thermodynamic behavior of Zr57Cu15.4Ni12.6Al10Nb5 bulk 

metallic glass have been investigated, by evaluating ∆G in the entire temperature 

range from Tm to TK. This multicomponent system is among the best non-beryllium 

containing glasses making it easier to process and handle [2.21]. Fig. 2.12 shows the 

Gibbs free energy difference between undercooled liquid and corresponding 

crystalline solid for Zr57Cu15.4Ni12.6Al10Nb5 bulk metallic glass. 

It is obvious from the figure that plots of ∆G estimated using linear and hyperbolic 

variations of ∆Cp almost coincide with the experimental points in the entire 
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undercooled region and hence are in excellent agreement with the experiment. Only 

two other expressions proposed by Dubey and Ramachandrarao [2.11] and Lad et al. 

[2.13] provide results somewhat close to the experimental data. However, even these 

two curves show variation in large undercooled region. All other theoretical 

formulations overestimate ∆G. Since ∆G is the driving force for crystallization, its 

accurate evaluation is important from the view point of alloy design for various 

applications. The entropy difference, ∆S between the undercooled liquid and 

corresponding crystalline solid has been obtained from the derivative of the plotted 

∆G using Eqs. (2.13) and (2.15) and the same have been shown in Fig. 2.13 along 

with experimental results of Glade et al. It can be seen from the figure that the present 

approach accounts for accurate ∆S values in the entire temperature range and is 

matching excellently with the experimental points. Calculations using other 

theoretical expressions have not been shown as they are expected to show large 

variation from experiment. This has already been indicated in the ∆G plot and ∆S 

have been derived using the derivative of ∆G only. ∆H, shown in Fig. 2.14 the 

enthalpy difference between undercooled liquid and corresponding crystalline solid 

has been also evaluated from the known values of ∆G and ∆S using Eq. (2.2). The 

difference in the enthalpy between the liquid and the crystalline states at the glass 

transition, should in principle, provide the amount of enthalpy frozen into the liquid at 

Tg. Parameters used for calculations are given in Table 2.2 for both the systems.  
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Fig.  2.12:  Gibbs  free  energy  difference,  ΔG  as  a  function  of  temperature  for 
Zr57Cu15.4Ni12.6Al10Nb5 

 

 

 

 

 

 

 

 

 

 

            Fig. 2.13: Entropy difference, ΔS as a function of temperature for Zr57Cu15.4Ni12.6Al10Nb5 
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       Fig. 2.14: Enthalpy difference, ΔH as a function of temperature for Zr57Cu15.4Ni12.6Al10Nb5 

Similarly, the thermodynamic behavior of Zr52.5Cu17.9Ni14.6Al10Ti5 bulk metallic glass, 

have been studied by calculating ∆G in the entire temperature range from Tm to TK. 

This amorphous mulitcomponent alloy is also one of the best nonberyllium 

containing glasses. Fig.2.15 shows the Gibbs free energy difference between 

undercooled liquid and corresponding crystalline solid for Zr52.5Cu17.9Ni14.6Al10Ti5. It 

is obvious from the figure that plots of ∆G estimated using linear and hyperbolic 

variation of ∆Cp almost coincide with the experimental points in the entire 

undercooled region and hence are in excellent agreement with the experiment. 

Surprisingly, expression given by Lad et al. [2.13] abbreviated as Lad-1 provides 

results somewhat closer to the experimental ones, even though ∆Cp = constant 

assumption has been taken in this approach. Other expressions given by various 

workers either underestimate or overestimate ∆G particularly in large undercooled 
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region. The entropy difference, ∆S between the undercooled liquid and corresponding 

crystalline solid has been obtained from the derivative of the plotted ∆G and the same 

has been shown in Fig. 2.16 along with experimental results of Glade et al. [2.21]. It 

can be seen from the figure that the present approach accounts for accurate ∆S values 

in the entire temperature range and is matching excellently with the experimental 

points. Calculations using other theoretical expressions have not been shown as they 

are expected to show large variation from experiment. ∆H, the enthalpy difference 

between undercooled liquid and corresponding crystalline solid has been also 

evaluated from the known values of ∆G and ∆S using Eq. (2.2) as shown in Fig. 2.17. 

The difference in the enthalpy between the liquid and the crystalline states at the glass 

transition, should in principle, provide the amount of enthalpy frozen into the liquid at 

Tg. The changing thermodynamics between the phases has also been recently 

investigated [2.22].  

 

 

 

 

 

 

 

Fig. 2.15: Gibbs free energy difference, ΔG as a function of temperature for Zr52.5Cu17.9Ni14.6Al10Ti5 
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          Fig. 2.16: Entropy difference, ΔS as a function of temperature for Zr52.5Cu17.9Ni14.6Al10Ti5 

 

 

 

 

 

 

 

 

        Fig. 2.17: Enthalpy difference, ΔH as a function of temperature for Zr52.5Cu17.9Ni14.6Al10Ti5 
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Table 2.2 Parameters used for calculations 

 

2.5  Conclusions 

It is important to consider an appropriate variation of ∆Cp with temperature while 

deriving an analytical expression for ∆G for bulk metallic glass forming alloys. 

Various earlier expressions, available to calculate ∆G, involve mainly two kinds of 

assumptions. 

(1) Temperature dependence of specific heat capacity, ∆Cp is assumed to be 

linear. Due to non-availability of the experimental ∆Cp data in the 

undercooled region, most of the workers have assumed ∆Cp = constant in this 

region. 

(2) Approximating the logarithmic term in the ∆G expression considering small 

degree of undercooling T (=Tm – T). 

These approximations in the expression for ∆G make it insensitive to the nature of the 

variation of ∆Cp in the undercooled region and also limit its validity upto small 

undercooling (∆T).  

Considering these limitations, two novel expressions for ∆G, depending on the type 

of ∆Cp variation (linear and hyperbolic), are derived.  

SYSTEM 
Tm 

(K) 

TK 

(K) 

∆Hm 

(kJ/mol) 

∆Cp
m 

(J/mol-K) 

Reference 

Zr57Cu15.4Ni12.6Al10Nb5 1105 664 9.4 12.87 2.21 

Zr52.5Cu17.9Ni14.6Al10Ti5 1085 638 8.2 7.02 2.21 
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The theoretical formulations used in this work, using linear and hyperbolic variations 

of ∆Cp, offer quite excellent results for thermodynamic parameters ∆G, ∆S and ∆H in 

the entire undercooled region of different bulk metallic glass forming alloys 

considered in present work. 

All the BMG systems thermodynamic parameters, determined using linear and 

hyperbolic expression of ∆Cp, show almost one to one correspondence with their 

experimental data. The experimental data of ∆G & ∆H for Pd77.5Cu6Si16.5 BMG are 

not available, but the values of ∆S evaluated using linear and hyperbolic expression 

shows excellent agreement with the experimental one. Therefore, one can conclude 

that values calculated of ∆G & ∆H from linear and hyperbolic variation, will also 

provide excellent results, if the experimental data are available.    

The results assuming ∆Cp to be constant with temperature do show large variation 

and cannot be applied for the metallic glasses taken in this study. Therefore, to find 

out accurate values of thermodynamic properties one has to take into account 

variation of heat capacity difference, ∆Cp with temperature as considered here. As the 

∆G is a signature of driving force for crystallization, accurate evaluation of it is very 

important as its value is an indicator of GFA of bulk metallic glass forming alloys. 
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CHAPTER – 3 

GLASS FORMING ABILITY OF BULK 
METALLIC GLASSES 
 

Till now, it was difficult to find out that which ∆G expression is best suitable 
for the bulk metallic glasses. Now, one can know a priori whether the ∆Cp is 
constant or varying linearly or hyperbolically with temperature. Hence, 
according to the nature of variation of ∆Cp, appropriate ∆G equation could be 
chosen for theoretical investigations. Also, the effect of addition of Al and Ag 
in CuZr binary system is discussed. 

Glass forming ability of bulk metallic glasses is an important parameter from 
both theoretical and practical point of view. Different GFA criteria are 
calculated for various bulk metallic glasses. Based on the results, it is crystal 
clear that ∆G is the best criterion to estimate the GFA of any metallic glassy 
systems. 
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3.1  Introduction 

To produce metallic glasses in a reasonable and reliable way; also their production in 

large quantities and to increase reproducibility, it is essential to know the basic 

reasons about glass formation from the liquid melts. 

The ability of a liquid metallic alloy to transform into the metallic glassy state is 

referred as the glass forming ability (GFA). The excellent glass forming ability of the 

new alloys has been generally attributed to the increased atomic packing density in 

the multicomponent system, as there are more atoms of the correct size to fill empty 

space in the randomly packed glass structure. This seems to be true as the total energy 

of alloys with directionless metallic bonding depends on the packing density; denser 

packing leads to lower energy and thereby higher stability [3.1]. Besides  considering 

the packing density; the improved glass forming ability of the multicomponent 

systems has also been understood by the ‘confusion principle’, i.e., the more elements 

involved, the lower the chance that the alloy can select viable crystal structure, and 

therefore greater the chance of good glass formation [3.2].   

Since the discovery of metallic glasses, so many empirical rules on good metallic 

glass formation have been suggested by the factors such as atomic size, electron 

density, interatomic bonding and other structural features [3.3]. Even if these 

empirical rules work for certain alloys, they, many a times, fail for other glasses. 

After studying large number of alloys which have excellent glass forming ability, 

Inoue suggested a more comprehensive set of empirical rules for excellent glass 

formation [3.4]: alloys should be multicomponent systems consisting of more than 
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three elements, there should be significant atomic size mismatch (ratio >12%) among 

the three main constituent elements, and the three main components should have 

negative heat of mixing. 

Due to non-availability of the experimental ∆Cp data in the undercooled region, most 

of the workers have assumed ∆Cp= constant in this region. ∆Cp= constant is supposed 

to work well for binary glass forming systems and therefore this assumption has been 

taken in the present work for Cu46Zr54 and Cu54Zr46 alloys. However, even minor 

addition of elements, like Al and Ag, in the binary systems is reported to enhance the 

GFA quite considerably. Therefore, Zr46Cu46Al8 and Zr46(Cu4.5/5.5Ag1/5.5)46Al8 having 

excellent improved GFA exhibit appreciable increase (variation) in ∆Cp with 

increased undercooling. To take care of that variation and to incorporate the same, 

linear and hyperbolic variations of ∆Cp have been assumed. 

 

3.2  Expression of ΔG, Considering the ΔCp  
    Variation 
 
Knowledge of the thermodynamic properties i.e, Gibbs free energy difference (∆G), 

entropy difference (∆S), enthalpy difference (∆H) and specific heat difference (∆Cp), 

plays an important role in order to find out the glass forming ability and thermal 

stability of metallic amorphous alloys. The Gibbs free energy difference gives a 

qualitative measure of the stability of the glass compared to the crystalline state.  

To evaluate ∆G, the values of ∆S and ∆H are required with the variation in 

temperature. And to calculate those two, the knowledge of the specific heat difference 

∆Cp is required as equations are given in chapter 2. 
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∆Cp, defined as l x

p pC C− , is the difference in specific heats of the liquid and 

corresponding crystalline phases of metallic alloy. Therefore, experimental ∆G can be 

calculated using Eq. (2.1), (2.8) & (2.9), if the experimental specific heat data is 

available for the undercooled and the crystal phases of a material. However, due to 

the metastable nature of amorphous metallic materials experimental ∆Cp data is 

unavailable; therefore one has to switch to suitable expression of ∆Cp that adequately 

represents the temperature dependence of ∆Cp.  

Up till now no such method was available from which one can find out a priori 

whether the nature of ∆Cp is constant or varying. This could be possible if one had the 

estimate of Kauzmann temperature TK and the other two parameters viz. ∆Cp
m at 

melting temperature Tm.  

Assuming ∆Cp to be constant in the undercooled region, and taking ∆S = 0, one can 

find that at T = TK, 

  
m

p
m

H
C

T
α
∆

∆ =                 (3.1) 

where,   
1

ln m

K

T
T

α =                  (3.2) 

Treating ∆Cp to be constant, one can take the value of ∆Cp = ∆Cp
m, the corresponding 

value at the melting point and rewriting the Eq. (3.1) for α, 

  
m
p m

m

C T
H

α
∆

=
∆

                 (3.3) 
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Here, considering the value of α obtained using Eq. (3.2) as α1 and that derived 

through Eq. (3.3) as α2 one can get two values of α which are given in Table 3.1 for 

the present Zr-based two systems. 

Table 3.1 Values of α1 and α2 

 

 

 

 

For a particular metallic glass if these values are nearly equal then ∆Cp can be taken 

as constant for that particular system and if two α values are different then ∆Cp is not 

constant and it is varying with temperature in the undercooled region for that system. 

From the Table 3.1 one can see that for the last two systems taken up in the present 

study, α values are not coming same, therefore, ∆Cp is a function of temperature. 

So in the present case, for Zr46Cu46Al8 and Zr46(Cu4.5/5.5Ag1/5.5)46Al8 systems, we have 

opted for two different linear and hyperbolic variations of ∆Cp, which involve A & B 

coefficients for linear variation and C & D coefficients for hyperbolic variation. 

These coefficients can be evaluated with the knowledge of ∆Cp
m and TK, where ∆Cp

m 

is specific heat difference at melting temperature and TK is Kauzmann temperature 

where entropy difference, ∆S = 0. Considering these two types of ∆Cp variations, 

linear and hyperbolic as discussed in chapter - 2, expressions for ∆G are derived. 

 

 

System α1 α2 

Zr46Cu46Al8 2.01 1.64 

Zr46(Cu4.5/5.5Ag1/5.5)46Al8 2.17 1.65 
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3.3   Different Glass Forming Ability (GFA) Parameters  

As the accurate prediction of the glass forming ability of amorphous metallic systems 

is very much important from theoretical and practical point of view, so many GFA 

parameters such as γ parameter (GFA indicator), critical cooling rate (Rc), reduced 

glass transition temperature (Trg), deep eutectics, Gibbs free energy difference (∆G) 

have been put forward [3.5] for the evaluation of GFA. The most extensively used 

GFA criteria are the reduced glass transition temperature, Trg, the parameter, γ and the 

supercooled liquid range, ∆Tx [3.6-3.8]. Actually, quite a large number of good glass 

forming systems obey these criteria barring few exceptions [3.9, 3.10]. Recently, Suo 

et al [3.11] have proposed a new criterion for the evaluation of GFA of Ca-based 

BMGs. This approach combines the liquid phase stability, resistance to crystallization 

and the glass transition enthalpy.  

∆G has played an important role in predicting the glass forming ability of 

multicomponent metallic alloys. Lesser the value of ∆G, easier is the formation of 

BMGs. Study of ∆G in large undercooled region is very interesting to gauge the GFA 

of metallic alloys. 
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3.4  Results & Discussions 

 
3.4.1 Effect of Addition of Al and Ag on Glass Forming Ability in  
    CuZr Binary Alloys 
 

Gibbs free energy difference, ∆G is the driving force for the crystallization and 

therefore, a good glass former is expected to have a small thermodynamic driving 

force [3.12]. For a high glass forming ability, thermodynamically lower ∆G is 

expected to stabilize the undercooled melt against crystallization. 

Cu-Zr binary systems are of special interest because they posses excellent GFA, good 

mechanical property, lower cost and also have wide glass-forming range. For 

Cu46Zr54 and Cu54Zr46 BMGs, ∆G is evaluated using expressions of Lad-1, Lad-2, 

∆Cp constant, and Thompson and Speapen (α = 1) [3.13-3.16] as shown in Fig. 3.1 

and Fig. 3.2 respectively. Since the data for specific heat difference ∆Cp
 in the 

undercooled region is not available, calculations from the present Eqs. (2.13) and 

(2.15) are not possible, which are derived from linear and hyperbolic variation of ∆Cp 

with temperature respectively. Further, values of Kauzmann temperature, TK for these 

two binary systems are also not available. Therefore, the temperatures at peak values 

of ∆G obtained from the expression of Lad-I, are taken as Kauzmann temperature 

(where ∆S=0) for the respective systems, which are listed in Table 3.2. Taking these 

TK values into account, the α values for both systems have been found out. Since the 

experimental values for the specific heat difference are not available, ∆Cp is assumed 

to be constant for both binary systems. As ∆Cp is taken to be constant, the values of 
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α1 and α2 become same for a given system. Therefore, taking α1 = α2 = α, and 

substituting it in Eq. (3.3), ∆Cp
m are calculated for both binary systems, which are 

given in Table 3.2. Due to this, α value is not shown for them in Table 3.1. 

  

Table 3.2 Parameters used for calculations 

 

 

Table 3.2 Continues……… 

 

 

 

 

 

 

 

 

System Tg 

(K) 

Tx 

(K) 

Tm 

(K) 

Tl 

(K) 

TK 

(K) 

Cu46Zr54 696  
[3.5] 

746 
[3.22] 

1198.6 
[3.5] 

1201 
[3.22] 

680 

Cu54Zr46 694  
[3.5] 

745 
[3.23] 

1195.7 
[3.5] 

1184 
[3.23] 

690 

Zr46Cu46Al8 715  
[3.17] 

771  
[3.17] 

979  
[3.17] 

1163  
[3.17] 

596  
[3.17] 

Zr46(Cu4.5/5.5Ag1/5.5)46Al8 703 
[3.17] 

775 
[3.17] 

1063  
[3.17] 

1126  
[3.17] 

671  
[3.17] 

System ∆Hm 

(kJ/mol) 

∆Cp
m 

(J/mol-K) 

∆Sm 

(J/mol-K) 

Cu46Zr54 17.43 25.65 14.54 

Cu54Zr46 14.09 21.42 11.78 

Zr46Cu46Al8 8.03  
[3.17] 

13.49  
[3.17] 

8.20  
[3.17] 

Zr46(Cu4.5/5.5Ag1/5.5)46Al8 7.10  
[3.17] 

11.06  
[3.17] 

6.68  
[3.17] 
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Fig. 3.1: Gibbs free energy difference, ΔG as a function of temperature for Cu46Zr54 

 

 

 

 

 

 

 

 

 

 

Fig. 3.2: Gibbs free energy difference, ΔG as a function of temperature for Cu54Zr46 
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Adding aluminum in this binary system, a new BMG Zr46Cu46Al8 is fabricated [3.17]. 

Its Gibbs free energy difference, ∆G is calculated using Eqs. (2.13) and (2.15) and 

compared with the experimental data [3.17]. The coefficients A, B, C & D are 

required to calculate Gibbs free energy difference ∆G and entropy difference ∆S 

considering linear and hyperbolic variation of ∆Cp with temperature. These 

coefficients can be evaluated using Eqs. (2.18), (2.19), (2.21) & (2.22), and required 

parameters for calculation of them are listed in Table 3.2. 

It can be seen from Fig. 3.3 that the results obtained from linear and hyperbolic Eqs. 

coincide with each other and they also lie very close to the experimental values. The 

results obtained through other theoretical approaches except Lad-2 [3.14] show large 

variation. Though ∆G values obtained from Lad-2 considering ∆Cp constant also fall 

close to the experimental data, other expressions treating ∆Cp constant [3.13, 3.15, 

3.16, 3.18, 3.19] overestimate ∆G mainly in the large undercooled region.  

The entropy difference ∆S for Zr46Cu46Al8 system calculated using Eqs. (2.17) and 

(2.20), and the experimental results are shown in Fig. 3.4. From the given plots it is 

clearly noted that the calculated values fall very close and show similar variation as 

the experimental data in the whole undercooled region. The results from the other 

approaches are not shown because of their large deviation from the experimental ∆G 

values as seen from Fig. 3.3. Consequently, it is expected that ∆S will also show large 

deviation. Using Eq. (2.2), one can evaluate the enthalpy difference ∆H, if ∆G and ∆S 

values are known. Fig. 3.5 shows ∆H values which are calculated using Eq. (2.2) for 

both linear and hyperbolic variation of ∆Cp. The experimental values for ∆H are also 
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shown in the figure and it can be seen that the calculated values lie quite close to the 

experimental data.  

Fixing the Al content and on the substitution of small amount of silver replacing Cu, 

one can get Zr46(Cu4.5/5.5Ag1/5.5)46Al8 BMG. For Zr46(Cu4.5/5.5Ag1/5.5)46Al8 plots for ∆G 

of linear and hyperbolic variation of ∆Cp gives results shown in Fig. 3.6, which are in 

excellent agreement with the experimental data and appear superimposed on each 

other. Other results are also shown in Fig. 3.6, where the results obtained through 

Lad-2 [3.14] and Dubey and Ramchandrarao [3.19] show slight variation with the 

experimental data, while others show very large overestimation.  

In Fig. 3.7 the ∆S for the Zr46(Cu4.5/5.5Ag1/5.5)46Al8 system is calculated using Eqs. 

(2.17) and (2.20). The calculated values show excellent match with the experimental 

one and also follows the similar variation. Again, earlier approaches show large 

deviation for ∆G, and hence the values for ∆S are not evaluated using those 

approaches.  

Fig. 3.8 shows ∆H values which are calculated usin g ∆G equation through both 

linear and hyperbolic variation of ∆Cp. One can see that the calculated values are 

almost coinciding with the experiment as shown in figure. 
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    Fig. 3.3: Gibbs free energy difference, ΔG as a function of temperature for Zr46Cu46Al8 

 

 

 

 

 

 

 

 

 

         Fig. 3.4: Entropy difference, ΔS as a function of temperature for Zr46Cu46Al8 
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           Fig. 3.5: Enthalpy difference, ΔH as a function of temperature for Zr46Cu46Al8 

 

 

 

 

 

 

 

 

 

Fig. 3.6: Gibbs free energy difference, ΔG as a function of temperature for Zr46(Cu4.5/5.5Ag1/5.5)46Al8 
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    Fig. 3.7: Entropy difference, ΔS as a function of temperature for Zr46(Cu4.5/5.5Ag1/5.5)46Al8 

 

 

 

 

 

 

 

 

    Fig. 3.8: Enthalpy difference, ΔH as a function of temperature for Zr46(Cu4.5/5.5Ag1/5.5)46Al8 
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3.4.2 Calculation of Different GFA Parameters 

The prime requirement for the formation of amorphous phase from a liquid state is 

essentially suppression of competing nucleation and growth of the crystalline phases 

in the supercooled region. Turnbull [3.6] divulged a ratio widely adapted as reduced 

glass transition temperature, Trg; a ratio between glass transition temperature Tg and 

liquidus temperature Tl of an alloy, often used as a criterion to determine the GFA of 

an alloy.      

There are so many different criteria also available in literature [3.20, 3.21] for the 

estimation of GFA, such as δ(=TK/Tm), Trg(=Tg/Tl), ∆Cp
m/∆Sm, γm(=2Tx - Tg/Tl), 

γ(=Tx/Tg+Tl) and Tx/Tl. These criteria are mainly based on melting temperature (Tm), 

Kauzmann temperature (TK), crystallization temperature (Tx), glass transition 

temperature (Tg), liquidus Temperature (Tl), specific heat difference (∆Cp
m) and 

entropy difference (∆Sm). 

Two Zr-based and five Ca-based BMGs are taken up in this present work. For five Ca-

based BMGs, ∆G has been evaluated through Lad et al-2 [3.14] expression and the 

plots for five compositions of this amorphous alloy system are shown in Fig. 3.9.   

Different GFA criteria are calculated for them and they are compiled in Table 3.3, 3.4-

(a) & 3.4-(b).   

It can be seen from the evaluated parameters given in Table 3.4-(a) that different GFA 

criteria laid down by different workers do not show any systematic variation in the 

glass forming tendency at various compositions of these Ca-based ternary alloys. The 

parameters namely Trg , γm  and γ are almost constant with values of 0.6, 0.7 and 0.4 
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respectively and even Tx/Tl does not vary appreciably. Only recently proposed 

parameter Q by Suo et al [3.11] seems to be a sensitive parameter showing variation 

with change in composition. However, it may be noted that the evaluation of Q 

essentially requires the knowledge of crystalline enthalpy ∆E. Another interesting 

point may be observed from the expression of Q that this parameter also indicated the 

inverse relation of GFA with mH∆ . As mH∆ decreases, glass forming tendency 

increases. This can be seen from Table 3.4-(b).  

The ∆G values at Kauzmann temperature of respective systems are also listed with 

different GFA criteria. Thermodynamically, smaller Gibbs free energy difference ∆G, 

is expected to stabilize the undercooled melt against crystallization. Basically, ∆G is 

the driving force for crystallization and as a result, it is a reliable indicator for GFA.  

 

 

 

 

 

 

 

 

                           Fig. 3.9: ΔG as a function of temperature for different Ca‐based BMGs 
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                     Table  3.3 Different GFA Criteria 

   

          Table  3.3 Continues……... 

System x

l

T
T

 
m
p

m

C
S

∆

∆
 

∆G at TK 

(kJ/mol) 

Cu46Zr54 0.621 1.764 3.96 

Cu54Zr46 0.629 1.819 3.19 

Zr46Cu46Al8 0.663 1.642 1.80 

Zr46(Cu4.5/5.5Ag1/5.5)46Al8 0.688 1.655 1.51 

 

  Table 3.4(a) Different GFA Criteria for different Ca‐based BMGs  

System g
rg

l

T
T

T
=  

(2 )x g
m

l

T T
T

γ
−

=  x

g l

T
T T

γ =
+

  

Ca53Mg23Cu24 0.62 0.72 0.41 

Ca65Mg15Cu20 0.56 0.64 0.38 

Ca40Mg25Cu35 0.59 0.69 0.40 

Ca50Mg22.5Cu27.5 0.60 0.73 0.41 

Ca55Mg15Cu30 0.56 0.67 0.39 

 

 

System K

m

T
T

δ =  g
rg

l

T
T

T
=

(2 )x g
m

l

T T
T

γ
−

=  x

g l

T
T T

γ =
+

 

Cu46Zr54 0.567 0.579 0.662 0.393 

Cu54Zr46 0.577 0.586 0.672 0.397 

Zr46Cu46Al8 0.609 0.615 0.711 0.410 

Zr46(Cu4.5/5.5Ag1/5.5)46Al8 0.631 0.624 0.752 0.424 
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        Table 3.4(a) Continues……… 

System x

l

T
T

 ( )( )( )/ /g x l mQ T T T E H= + ∆ ∆

Ref. [3.11] 

Ca53Mg23Cu24 0.67 0.886 

Ca65Mg15Cu20 0.60 0.683 

Ca40Mg25Cu35 0.64 0.558 

Ca50Mg22.5Cu27.5 0.67 0.916 

Ca55Mg15Cu30 0.62 0.744 

 

 

 

   

  Table 3.4(b) ΔG (Tg) as an indicator of glass forming ability parameter 

System Tg 

(K) 

[16] 

Tx 

(K) 

[16] 

Tm 

(K) 

[16] 

Tl 

(K) 

[16] 

∆Hm 

[kJ/mol] 

[16] 

∆G (Tg) 

[kJ/mol] 

∆G(Tg)/∆Hm 

 

Ca53Mg23Cu24 406 439 627 655 8.25 1.8 0.218 

Ca65Mg15Cu20 383 409 630 682 8.27 1.85 0.223 

Ca40Mg25Cu35 399 436 650 680 8.69 1.94 0.223 

Ca50Mg22.5Cu27.5 400 442 625 663 8.94 1.96 0.219 

Ca55Mg15Cu30 397 437 626 706 9.85 2.17 0.220 
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3.5  Conclusions 

In the past, it was difficult to find out that which ∆G expression is best suitable for the 

BMG. Now, one can know a priori whether the ∆Cp is constant or varying with 

temperature as explained in the chapter. Therefore, according to the nature of 

variation of ∆Cp, appropriate ∆G expression could be chosen for theoretical 

calculations. 

For Cu-Zr binary systems no experimental data is available for thermodynamic 

quantities such as ∆G, ∆S & ∆H. However, plots for ∆G, calculated from Turnbull 

and Thompson & Speapen expressions are available [3.5]. Therefore, it is worthwhile 

to calculate ∆G from the present equations, but experimental data of ∆Cp is 

unavailable. Hence, values of ∆G are calculated for Cu-Zr binary systems, from 

expressions proposed by Lad et al.-1 [3.13], Lad et al.-2 [3.14] and Dhurandhar et al. 

[3.15], shown in Fig. 3.1 and Fig. 3.2. All three expressions are based on the 

assumption that ∆Cp is constant and it works well for the binary systems taken up in 

the present study. In these plots one can see the closeness of Lad et al.-2 [3.14] and 

Dhurandhar et al. [3.15] curves. It is due to the fact that in the Lad et al-2 expression 

the Taylor series expansion has been taken up to second term to approximate 

logarithmic term, while in the Dhurandhar et al. equation the logarithmic term has not 

been approximated. Calculations for entropy difference, ∆S and enthalpy difference, 

∆H are not done due to the lack of experimental data. 

The equations proposed in the present work for ∆G considering linear and hyperbolic 

variation of specific heat capacity ∆Cp with temperature provides quite accurate 
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results for Cu-Zr based multicomponent amorphous alloys namely Zr46Cu46Al8 and 

Zr46(Cu4.5/5.5Ag1/5.5)46Al8, in the entire undercooled region. Values of Gibbs free 

energy difference ∆G, entropy difference ∆S and enthalpy difference ∆H evaluated 

from linear and hyperbolic variation of ∆Cp lie very close to the experimental data. 

The potential substitution of Zr by Al with atomic size intermediate between that of 

Cu and Zr atoms causes decrease in melting point and increase of atomic packing, 

consequently, GFA enhances in comparison to that of the binary alloys. 

GFA could be increased when Cu is partially replaced by Ag in the Zr46Cu46Al8 alloy. 

Enhancement of GFA may be attributed to the overall increase of GFA parameters 

viz. δ(=TK/Tm), Trg, γm, γ and Tx/Tl, even though individual parameters Tl, Tx, Tg, and 

TK may decrease or increase. These GFA indicators increase with Ag addition 

consistently. Only ∆Cp
m/∆Sm, a GFA indicator decreases with Ag addition similar in 

behavior to that of ∆G.  In alloy with reduced melting temperature, the liquid phase is 

more stabilized with respect to the competing crystalline phases during solidification 

due to significant increase of viscosity. This allows an increase in the atomic packing 

density. In fact, the origin of the excellent GFA is attributed to denser local atomic 

packing and the smaller difference in Gibbs free energy between amorphous and 

crystalline phases of Zr46(Cu4.5/5.5Ag1/5.5)46Al8. 

 

Gibbs Free Energy Difference, ∆G            The Best GFA Criteria 

According to ∆G equations of Lad-2 and Dhurandhar et al, ∆G value for Cu46Zr54 

BMG is ~3.96 kJ/mol and for Cu54Zr46 it is ~3.19 kJ/mol as shown in Fig. 1 and Fig. 
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2 at their respective Kauzmann temperatures. Now on the addition of aluminum in 

Cu-Zr binary system, one can get Zr46Cu46Al8 BMG, and its ∆G value decreases 

drastically to ~1.80 kJ/mol at its Kauzmann temperature which is also known as 

isentropic temperature. As the value of ∆G decreases, GFA increases. Thus, increase 

of Al concentration significantly affects the glass forming ability (GFA) of the alloy 

system. On the addition of small amount of aluminum in the CuZr binary system, 

Zr46Cu46Al8 BMG has been formulated, which has very low ∆G value and hence high 

GFA. Fixing the Al content, we then examined the effect of (Cu, Ag) content on the 

thermodynamic properties and GFA. It is noted that, substitution of even a very small 

amount of Ag reduces the value of ∆G (~1.51 kJ/mol) at TK further, which enhances 

the GFA of Zr46(Cu4.5/5.5Ag1/5.5)46Al8 BMG. 

Considering different GFA criteria and looking to the Table 3.3, one can see the 

appreciable change in ∆G values as we go from binary to ternary and ternary to 

quaternary system. Addition of very small amount of Al and Ag gives almost half (or 

even less than that) of the ∆G value as compared to that of the binary system. Other 

GFA parameters do not show significant change in their values as shown by Gibbs 

free energy difference, ∆G as we go from binary to ternary and quaternary system.  

For Ca-based ternary alloy with five different composition, the GFA is evaluated in 

the entire undercooled region and could see a clear cut trend in increase of GFA with 

decreasing ∆G values at Tg of the respective alloys. This is quite logical as the lower 

value of ∆G is a signature of lower driving force for crystallization. Thus, 

Ca53Mg23Cu24 appears to have highest glass forming tendency having lowest ∆G 
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value of ~1.8 kJ/mol at Tg and Ca55Mg15Cu30 having high value (~2.17 kJ/mol) of ∆G 

at Tg. 

Based on the results obtained, one can say that ∆G is an important parameter and its 

theoretical estimation provides quite a fair idea about the GFA of multi-component 

alloys. Hence, the Gibbs free energy difference, ∆G which is the driving force for 

crystallization is the best criterion in order to distinctly estimate the GFA of any 

amorphous metallic system. 
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CHAPTER – 4 

CRYSTALLIZATION KINETICS OF 
METALLIC GLASSES 
 

The study of thermally-activated phase transformation is of great significance 
in the field of materials science. The kinetics of crystallization process of 
amorphous materials can be studied with the help of different thermo-
analytical techniques. The metallic glasses, which are kinetically metastable, 
can be transformed into crystalline state by both isothermal and non-
isothermal methods.  The study of this phase transformation and hence the 
thermal stability of metallic glasses is important from application view point. 
In the present chapter, crystallization kinetics of two metallic glasses namely, 
Co66Si12B16Fe4Mo2 and Zr52Cu18Ni14Al10Ti6 is studied under non-isothermal 
conditions using DSC. The Activation energy (E), Avrami exponent (n) and 
Pre exponential factor (k0) are evaluated using different isokinetic as well as 
isoconversional approaches, and relative importance of these two methods is 
discussed. 
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4.1  Introduction 

The study of the thermally-activated phase transformations is of great significance in 

the field of materials science as the properties of materials change due to the change 

in the composition and/or microstructure. The properties of fully or partly crystalline 

materials are usually different from their amorphous counterparts. From the view 

point of a materials scientist, the crystallization of amorphous or non-crystalline 

materials involves the nucleation and growth processes. The processes driven by 

nucleation and growth have attracted a lot of interest for tailoring technological 

applications. For example, the re-crystallization of the deformed metals, controlling 

the nucleation and growth of islands on terraces in order to get large scale arrays of 

nanostructures in the manufacturing of thin-film transistors [4.1]. Thus, the 

knowledge of the kinetics of crystallization would help to attain products with the 

required crystallized fraction and microstructure (e.g. nanocrystalline or 

quasicrystalline) or to avoid the degradation of materials at high processing (& 

operating) temperatures.   

The kinetics of the crystallization process can be studied with the help of thermo-

analytical techniques namely, differential scanning calorimetry (DSC) and differential 

thermal analyzer (DTA). The DSC/DTA experiments can be carried out in isothermal 

as well as non-isothermal (linear heating) conditions [4.2-4.6]. Efforts made by the 

researchers in this field so far, to analyze the data obtained from DSC and hence to 

determine the kinetic parameters of the crystallization processes (say, activation 

energy, rate constant etc.), raise two important issues: (i) the selection of the mode of 
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experiment (isothermal or non-isothermal) and, (ii) the choice of a sound method for 

the analysis of the experimental data. However, we are more concerned with the later 

issue due to the fact that several methods for the kinetic analysis are available in the 

literature. These methods are generally based on either the isokinetic hypothesis or 

the isoconversional principle and they can be accordingly categorized as: (1) 

isokinetic methods where the transformation mechanism is assumed to be the same 

throughout the temperature/time range of interest and, the kinetic parameters are 

assumed to be constant with respect to time and temperature; (2) isoconversional 

methods, which are generally used for non-isothermal analysis, assume that the 

reaction (transformation) rate at a constant extent of conversion (degree of 

transformation) is only a function of temperature [4.7, 4.8]. The kinetic parameters, in 

this case, are considered to be dependent on the degree of transformation at different 

temperature and time. The use of isoconversional methods is widespread in the 

physical chemistry for the determination of the kinetics of the thermally activated 

solid-state reactions. The physicochemical changes during an exothermic or 

endothermic event in DSC (or DTA) are complex and involve multi-step (serial or 

parallel) processes occurring simultaneously at different rates. Therefore, the 

activation energies for such processes can logically not be same and it may vary with 

the degree of conversion. This is contrary to the isokinetic view assuming all the 

constituents of the material to react simultaneously at the same rate. The activation 

energy, in the isokinetic case, is thus constant and independent of the degree of 

conversion. A strong difference of opinion persists among the researchers in the field 

of thermal analysis about the concept of variable activation energy [4.9, 4.10]. In the 
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metallurgical branch of materials science, most of the thermal phase transformations 

(like crystallization, recovery) are morphological and are considered to be governed 

by the nucleation and growth processes. The transformation mechanisms in these 

processes are also complex e.g. interface-controlled, diffusion-controlled growth. 

Notwithstanding this, the kinetic analysis of the transformation process like 

crystallization is done according to isokinetic hypothesis. The isoconversional 

methods are scarcely used for the study of the crystallization kinetics of metallic 

glasses. 

In order to understand the relative importance of the two types of methods, a case 

study of the crystallization kinetics of Co66Si12B16Fe4Mo2 and Zr52Cu18Ni14Al10Ti6 

metallic glasses is taken up in the present work. 

 

4.2   Theory of Phase Transformation 

To study the phase transformation, which involves nucleation and growth, many 

methods are developed. Most of the methods depend on the transformation rate 

equation given by Kolmogorov, Johnson, Mehl and Avrami [4.11-4.15], popularly 

known as KJMA equation, basically derived from experiments carried out under 

isothermal conditions. The KJMA rate equation is given by 

α α α −= − − − ( 1)(1 )[ ln(1 )] n nd nk
dt                                             (4.1) 

where,  α → degree of transformation at a given time t,  

 n → Avrami (growth) exponent 

 k → the rate constant  
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The Arrhenius form of the rate constant is given by  

 

                   (4.2) 

 

where, k0 → pre-exponential factor 

 E → activation energy, and  

 R → universal gas constant 

KJMA rate equation is based on some important assumptions and it has been 

suggested that the KJMA kinetic equation is accurate for reactions with linear growth 

subject to several conditions [4.16].  

The isoconversional methods are also known as model-free methods. Therefore, the 

kinetic analysis using these methods is more deterministic and gives reliable values of 

activation energy E, which depends on degree of transformation, α. However, only 

activation energy will not give a complete picture of crystallization kinetics. The 

microstructural information (e.g. dimensionality of the growth) of the precipitating 

phase during the transformation is also very important for understanding the whole 

kinetics of crystallization. Microstructural information would be known to us when 

we take the isokinetic methods into account. Therefore, the complementary use of 

both the methods is more useful for understanding the kinetics of crystallization. 

Differential Scanning Calorimetry (DSC) has become a convenient and widely used 

tool for studying the kinetics of phase transformations. The volume fraction (x) of the 

sample transformed in crystalline phase during the crystallization event has been 

⎛ ⎞= −⎜ ⎟
⎝ ⎠0( ) exp Ek T k

RT



             Chapter – 4    85 
                                                                                   Crystallization Kinetics of Metallic Glasses                  
 
 

500 550 600 650 700
2

3

4

5

6

7

S

x=S/S0

Ex
ot

he
rm

ic

T (K)

D
S

C
 (m

W
)

Tend
TTon

obtained from the DSC curve as a function of temperature (T). The volume fraction of 

precipitated crystal can be obtained from the DSC curve by using  

 

 

 

 

 

 

 

 

Where S0 is the total area under the crystallization curve i.e. the area under the curve 

between the temperature at the onset of crystallization Ton and the end-set temperature 

Tend when the crystallization is completed. S is the area at any temperature T between 

Ton and Tend at which the fractional crystallization is required to be known. 

There are three important modes of crystallization involving nucleation and growth 

processes, depending on the composition of a particular alloy: primary crystallization, 

polymorphous crystallization and eutectic crystallization [4.17]. In primary 

crystallization the primary phase of the alloy constituents crystallizes first. The 

0

sx s=
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dispersed primary crystallized phase coexists with the amorphous matrix and may 

serve as the nucleation site for secondary or tertiary crystallization. In Fe-based alloys 

α-Fe crystallizes first, which is a kind of primary crystallization. Polymorphous 

crystallization is a transition of the amorphous phase to a crystalline one without any 

change in the composition of that phase. There is no concentration difference across 

the reaction front because the concentration does not change. Eutectic crystallization 

is simultaneous crystallization of two crystalline phases by a discontinuous reaction. 

This reaction takes longer than polymorphous crystallization to proceed because the 

two components have to separate by diffusion into two separate phases within the 

crystallized region [4.18]. 

 

4.3  Experimental Study using DSC Technique 

The crystallization kinetics can be studied with the help of thermo-analytical 

techniques e.g. differential scanning calorimetry (DSC) and differential thermal 

analyzer (DTA). These DSC/DTA experiments can be carried out in isothermal as 

well as non-isothermal environment. The Differential Scanning Calorimetry (DSC) is 

very much important experimental method to obtain the kinetic behavior of metallic 

glasses in the field of thermal analysis [4.19-4.21]. The Differential Scanning 

Calorimeter is used in the present work for collecting the required data for kinetic 

analysis. The heat flux type of DSC (DSC-50, Shimadzu, Japan) is utilized. The DSC 

scans were recorded by a thermal analyzer (TA-50 WSI, Shimadzu, Japan) interfaced 

to a computer. The detection sensitivity of the instrument is ~10 µW. The phase 
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transformations and other essential physical quantities were obtained from the 

thermograms with the help of software, provided with the equipment. In DSC-50, the 

exothermic events are displayed by the upside shift of the baseline. 

The metallic glass samples of Co66Si12B16Fe4Mo2 (VITROVAC 6025) were in the 

form of sheet. The samples were prepared by melt spinning technique. The as-

quenched samples were cut into small pieces and crimped in aluminum pans and 

heated in DSC for different heating rates of 4, 6, 8 and 10oC/min. 

Specimens of amorphous Zr52Cu18Ni14Al10Ti6 alloy were prepared by a melt spinning 

technique. The samples of the metallic glass (5-6 mg) under consideration and the 

reference material α-Al2O3 were crimped in aluminum pans and loaded in the DSC 

cell. The linear heating experiments were carried out on the as-quenched samples at 

four different linear heating rates (5, 10, 15 and 20oC/min.) in DSC from room 

temperature to 823 K in air.  

 

4.4 Different Methods of Analysis to Study Kinetics of  
    Crystallization 

 

A multitude of methods for the kinetic analysis are available in the literature to 

determine the kinetic parameters of the crystallization processes. These methods are 

generally based on either the isokinetic hypothesis or the isoconversional principle 

and they can be accordingly categorized as: 

(1) Isokinetic methods 

(2) Isoconversional methods 
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4.4.1  Isoconversional Analysis 

The isoconversional methods require the knowledge of temperatures Tα(β) at which 

an equivalent stage of reaction occurs for various heating rates. The equivalent stage 

is defined as the stage at which a fixed amount is transformed or at which a fixed 

fraction, α of the total amount is transformed [4.22]. These methods are broadly 

classified as linear and non-linear isoconversional methods. The linear methods can 

be further classified into integral and differential methods. The linear integral 

isoconversional methods [4.23-4.29] depend on the approximation of the temperature 

integral and require the data on Tα(β). The differential isoconversional methods 

depend on the rate of transformation at Tα(β) and the data on Tα(β) [4.30-4.32]. 

Vyazovkin [4.33] introduced a non-linear isoconversional method to increase the 

accuracy of evaluating the activation energy. The isoconversional methods are based 

on the basic kinetic equation [4.34] 

α α α
β β

⎛ ⎞= = −⎜ ⎟
⎝ ⎠

1 ( ) ( ) exp ( )d A Ek T f f
dT RT             (4.3) 

where k(T) is the rate constant, β is the heating rate, α is the conversion fraction and 

f(α) is the reaction model which in case of KJMA formalism gives the Eq. (4.1). Eq. 

(4.3) can also be expressed in the integral form as  

α

α α α
β

− ⎛ ⎞= = −⎜ ⎟
⎝ ⎠∫ ∫1

0 0

( ) [ ( )] exp
T

A Eg f d dT
RT              (4.4) 

As mentioned earlier, exact solution of the temperature integral is not available and 

various approximations made for this has resulted into different methods. We have 
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selected a few most commonly used methods. The accuracy of various 

isoconversional methods and, the experimental and analytical errors associated with 

these methods are discussed in detail by Starink [4.35]. Roura and Farjas [4.36] have 

proposed an analytical solution for the Kissinger equation. Rotaru and Gosa [4.37] 

describe their recently developed software that implements a number of known 

techniques such as various isoconversional methods, a method of invariant kinetic 

parameters, master plots methods, etc. Cai and Chen [4.38] have proposed a new 

numerical routine for a linear integral isoconversional method that allows one to 

obtain accurate values of the activation energy in the cases when the latter varies 

strongly with the extent of conversion. Criado et al. [4.39] provide a critical overview 

of isoconversional methods, putting the focus on establishing whether the observed 

variations in the activation energy are real or apparent [4.40]. 

 
4.4.1.1 Linear Integral Isoconversional Methods 
 
 

[a] Ozawa-Flynn-Wall (OFW) method 

In this method [4.24-4.27] the temperature integral in Eq. (4.4) is simplified by using 

the Doyle’s approximation [4.41-4.43] and hence we obtain the following equation: 

   
( )

α

α
β = − +ln 1.0516 E const

RT                (4.5) 

The factor 1.0516 is a correction factor. The plot of lnβ vs 1000/Tα gives the slope –

1.0516 E(α)/R from which the activation energy has been evaluated.  At Tα = Tp (peak 

temperature), above equation reduces to Ozawa method and the value of E is also 

determined. 
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[b] Kissinger-Akahira-Sunose (KAS) method 
 
Kissinger, Akahira and Sunose used the approximation given by Coats & Redfern 

[4.44] to evaluate the integral in the rate Eq. (4.4). KAS method is based on the 

expression 

( )
β

α
⎛ ⎞⎛ ⎞ = −⎜ ⎟⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠

2ln ln AR E
T Eg RT               (4.6) 

The activation energy can be evaluated from the slope of plot ln(β/T2) vs 1000/T for 

constant conversion, α. The discussion given ahead describes some of the methods 

available in the literature which are basically special cases of the KAS Eq. (4.6). 

 

i) Kissinger method: This well-known method assumes that the reaction rate is 

maximum at the peak temperature (Tp). This assumption also implies a constant degree 

of conversion (α) at Tp.  The equation used by Kissinger is    

2ln ln
p p

E AR
T RT E
β⎛ ⎞ ⎛ ⎞= − +⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎝ ⎠⎝ ⎠

               (4.7) 

A plot of ln(β /Tp
2) vs 1000/Tp   gives an approximate straight line and the activation 

energy E can be calculated using the slope.  

 

ii) Augis & Bennett’s method: This method was suggested by Augis and Bennett 

[4.25] and is an extension of Kissinger method showing its applicability to 

heterogeneous reaction described by Avrami expression. Apart from the peak 

crystallization temperature it also incorporates the onset temperature of crystallization, 
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To and it is supposed to be a very accurate method of determining E through the 

equation 

  ( )
ln ln

pp o

E A
RTT T

β⎛ ⎞
⎜ ⎟ = − +
⎜ ⎟−⎝ ⎠

                              (4.8) 

where Tp and To are the peak and the onset temperatures of crystallization respectively. 

The values of E is obtained from the plot (ln(β /(Tp-To)) vs 1000/Tp. 

Further,  

2

2.5 pT
n ET

R

=
⎛ ⎞∆ ⎜ ⎟
⎝ ⎠

                 (4.9) 

where ∆T is the full width at half maximum of the DSC curve. n can be derived using 

Eq. (4.9). 

 

iii) Boswell method: Boswell [4.26] has found a limitation in the Augis & Bennett 

method that if 1p o

p

T T
T
−

≈ , 

then Augis & Bennett gives crude results. Boswell method determines the activation 

energy at peak temperature using the following equation  

ln
p p

E const
T RT
β⎛ ⎞

= − +⎜ ⎟⎜ ⎟
⎝ ⎠

                                                 (4.10) 
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4.4.1.2 Linear Differential Isoconversional Method 

[a] Friedman method 

The method suggested by Friedman [4.31] sometimes known as transformation rate-

isoconversional method, utilizes the differential of the transformed fraction and hence 

it is called differential isoconversional method. Substituting value of k(T) in Eq. (4.3) 

and taking logarithm, Friedman derived a linear differential isoconversional 

expression as  

  
( )( )ln ln lnd d EA f

dt dT RT
α

α α α

α αβ α⎛ ⎞ ⎛ ⎞= = −⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠                   (4.11) 

by taking logarithm on both sides of Eq.(4.3). For a constant α, the plot of   

1ln d vs
dT T
αβ⎛ ⎞ ⎛ ⎞

⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠

 should be a straight line whose slope gives us the value of E. 

Since this method does not take any mathematical approximation for the temperature 

integral, it is considered to give accurate estimate of E. Thus the method does not 

require any assumption on f(α), i.e. it is a so-called model-free method. However, 

being a differential method, its accuracy is limited by the signal noise [4.45]. 

 

[b] Gao and Wang method  

A method suggested by Gao and Wang [4.32] is a special case of the Friedman 

method. This method uses the following expression to determine the activation 

energy. 
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ln
p p

d E const
dT RT
αβ

⎛ ⎞
= − +⎜ ⎟⎜ ⎟

⎝ ⎠
             (4.12)

 2p
p

EK
RT
β

=                 (4.13) 

where, 

exp 0.37p p
pp

E dK A and nK
RT dt

α⎛ ⎞− ⎛ ⎞= =⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎝ ⎠⎝ ⎠
 

 
 

4.4.2 Isokinetic Methods 

The isokinetic methods of kinetic analysis depend on the reaction model and hence 

are also called as model fitting methods. These methods rely on the isokinetic 

hypotheses to separate the kinetics of the transformation from its dependence on 

temperature. Different isokinetic methods are described below; 

 

[a] Matusita and Sakka method 

Matusita and Sakkka [4.46] suggested the following equation specifically for the non-

isothermal data 

ln[ ln(1 )] ln mEn Const
RT

α β− − = − − +            (4.14) 

where m is an integer which depends on the dimensionality of the crystal and the 

Avarami exponent n depends on the nucleation process. For a constant temperature, 

the plot of ln[-ln(1-α)] versus lnβ gives a straight line and the slope gives the value of 
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n. The plot of ln[-ln(1-α)] versus 1/T at constant heating rate should be a straight line 

and the value of mE is obtained from the slope. 

 

[b] Modified Kissinger method 

The modified Kissinger equation [4.47] given below can be utilized to derive the 

activation energy (E). 

  2ln
n

p p

mE Const
T RT
β⎛ ⎞

= − +⎜ ⎟⎜ ⎟
⎝ ⎠

                       (4.15)  

Where E is the activation energy for crystallization, Tp is the peak temperature, R is 

the universal gas constant and m is known as the dimensionality of growth. In order to 

derive E from this equation, one must know the value of n. The n value can be 

obtained from the slope of the plot of ln[-ln(1-α)] Vs. lnβ at constant temperature. In 

order to evaluate E, the values of n are substituted in Eq. (4.15). Then plots of 

2ln
n

pT
β⎛ ⎞

⎜ ⎟⎜ ⎟
⎝ ⎠

Vs. 1
pT

 give the values of activation energy E. 

 

4.5  Results & Discussions 

4.5.1 Crystallization Kinetics of Co66Si12B16Fe4Mo2 Metallic Glass 

Magnetic amorphous alloys have excellent soft magnetic properties such as low 

coercivity and low hysteresis loss and high permeability and high saturation 

magnetization. Hence, they are widely used in antitheft security system, magnetic 

recording heads, magnetic sensors, large transformers and electronic devices [4.48-
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4.51]. The Co-based metallic glasses exhibit a very attractive combination of soft 

magnetic properties [4.52]. The nano-crystalline state has also been obtained from 

Co-based amorphous precursors [4.53, 4.54]. From recent reports, it is clear that Co-

based metallic glass is suitable for its use in magnetic sensors [4.55]. 

The DSC thermograms at four different heating rates are shown in Fig. 4.1. The 

thermograms show three-stage crystallization. The first crystallization peak is 

evaluated for heating rates 4, 6, 8 and 10 K/min. Glass transition becomes clear as we 

go for the higher heating rates, but the third crystallization peak becomes less 

prominent as we go to the higher heating rates. The onset and endset of first 

crystallization exotherms exhibit different levels of heat flow i.e. the crystallization 

ends at slightly higher level followed by the second and third crystallization peak. 

This difference of the level indicates that the phases at the start of crystallization and 

at the end of it are not same. The analysis of DSC data to evaluate the kinetic 

parameters can be obtained from non-isothermal rate laws by both isokinetic, also 

known as model fitting methods, and isoconversional methods. 

 

Fig. 4.2 shows the graphical representation of the volume fraction transformed (α) as 

a function of temperature (T) for different heating rates. The sigmoid plot exhibits the 

bulk crystallization and excludes the chance of surface crystallization. During the 

stage “a” nucleation occurs at various points in the bulk of the sample. The stage “b” 

shows the growth of nuclei with increased rate of reaction as the surface area of 

nucleation increases. The slowing down stage “c” shows the decrease in surface area 

as a result of nuclei coalescing. 
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Fig. 4.1: DSC thermograms of the metallic glass Co66Si12B16Fe4Mo2 at different heating rates 
 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 4.2:  Fractional crystallization as a function of temperature at various heating rates for  

Co66Si12B16Fe4Mo2 metallic glass 
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4.5.1.1  Linear Integral Isoconversional Methods 
 
Using the linear integral isoconversional methods given by OFW and KAS the 

activation energy at different extent of conversion (fractional crystallization) have 

been evaluated (Table 4.3). Figures 4.3 & 4.4 show the plots for OFW [Eq. (4.5)] and 

KAS [Eq. (4.6)] methods for a = 0.2, 0.4, 0.6 and 0.8. The E values obtained from 

both the methods decreases initially then increases and becomes maximum at 0.6 and 

afterwards again decreases. 

The Kissinger method assumes that the reaction rate is maximum at the peak 

temperature (Tp) (Table 4.1).  This assumption implies a constant degree of 

conversion (αp) at Tp. This method is grouped as a special case of KAS 

isoconversional method. Referring to Eq. (4.7) a plot of ln(β/Tp
2) Vs. 1000/Tp (Fig. 

4.5) gives an approximate straight line with the slope (E/R) and the intercept 

ln(AR/E). A single value of E is obtained at T = Tp from the Ozawa plot [Eq. (4.5)] of 

lnβ Vs. 1000/Tp as in Fig. 4.6. The so obtained activation energy from both Kissinger 

and Ozawa methods are 553kJ/mol and 546 kJ/mol respectively (Table 4.2).   

 

Table 4.1 Peak temperature, Tp and onset temperature, To for four different heating rates for    
                   Co66Si12B16Fe4Mo2 
 

 

 

 

 

Heating rates  
β (oC/min) Tp (K) 

 
To (K) 

4 767.4 755.2 

6 770.6 757.7 

8 773.5 758.5 

10 775.4 761.2 
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Using Eq. (4.10) for Boswell method, from the slope of the graph ln(β/Tp) Vs. 

1000/Tp (Fig. 4.7) the value of E is determined as 443 kJ/mol. The Augis and Bennett 

method [Eq.(4.8)] uses the peak crystallization temperature and onset crystallization 

temperature (Table 4.1) to evaluate E and A. The plot of ln(β/Tp- To) Vs. 1000/Tp 

(Fig. 4.8) gives the values of E as 532 kJ/mol.  

Table 4.2 Activation energy (E) derived using various methods for  Co66Si12B16Fe4Mo2 
 

 

  

 

 

 

 

Table 4.3 Local Activation energy (E) at different conversion for different methods 

 

 

 

 

 

 

 

 

 

Methods  Activation Energy 
E (kJ/mol) 

Kissinger 553 ± 2 

Ozawa 546 ± 2 

Augis & Bennett 532 ± 2 

Boswell 443 ± 7 

α 
E (kJ/mol) 

KAS OFW Friedman 

0.1 602 ± 2 584 ± 2 555 ± 1 

0.2 597 ± 1 580 ± 1 626 ± 1 

0.3 603 ± 1 586 ± 2 648 ± 1 

0.4 615 ± 1 597 ± 1 687 ± 1 

0.5 635 ± 1 616 ± 1  725 ± 1 

0.6 654 ± 1  634 ± 1 702 ± 3  

0.7 648 ± 1  629 ± 1 522 ± 5 

0.8 606 ± 1  589 ± 1  398 ± 5  

0.9 549 ± 1 534 ± 1 318 ± 2 
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Fig. 4.3: OFW plots for Co66Si12B16Fe4Mo2 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4.4: KAS plots for Co66Si12B16Fe4Mo2 
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Fig. 4.5: Kissinger plot for Co66Si12B16Fe4Mo2 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4.6: Ozawa plot for Co66Si12B16Fe4Mo2 
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Fig. 4.7: Boswell plot for Co66Si12B16Fe4Mo2 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
Fig. 4.8: Augis & Bennett plot for Co66Si12B16Fe4Mo2 
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4.5.1.2  Linear Differential Isoconversional Method 
 

From Friedman’s Eq. (4.11), the plot of   ln d
dT
αβ⎛ ⎞

⎜ ⎟
⎝ ⎠

 Vs. 1000/T gives various E 

values at different α  (Fig. 4.10-(a) & (b)). These values are shown in Table 4.3. From 

the table it is evident that the E values increase in the interval 0.1 - 0.5 and then 

decreases from 0.6. The decrement in E is drastic from 0.6 - 0.9. 

 

The enumerated vales of E of all the isoconversional methods is graphically 

represented in Fig. 4.9. 

 

 

 

 

 

 
 
 
 
 
 
 
 
 
 
               Fig. 4.9: Dependence of E on α from different methods for Co66Si12B16Fe4Mo2 
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        Fig. 4.10‐(a): Friedman plot for Co66Si12B16Fe4Mo2, for α = 0.2 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
          Fig. 4.10‐(b): Friedman plot for Co66Si12B16Fe4Mo2, for α = 0.4 
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4.5.1.3  Isokinetic Methods 
 
For a constant temperature, the plot of ln[-ln(1-α)] versus lnβ gives a straight line 

(Fig.4.11-(a)) and the slope gives the value of n, which come out to be  n = 1.33 and n 

= 1.36 for temperatures T = 775 K and T = 778 K respectively. The plot of ln[-ln(1-

α)] versus 1/T at constant heating rate gives straight line and the value of mE is 

obtained from the slope  (Fig.4.11-(b)). 

 

 

 

 

 

 

 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4.11‐(a): Matusita & Sakka plot of ln[‐ln(1‐ α)] Vs. lnβ for T = 775 K &  T = 778 K. 
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Fig. 4.11‐(b): Matusita & Sakka plot of ln[‐ln(1‐ α)] Vs. lnβ for different heating rates 
  
 
The modified Kissinger equation Eq. (4.16) is utilized to derive the activation energy 

at peak temperature. In this equation, m is known as the dimensionality of growth and 

here m = n. In order to derive E from this equation, one must know the value of n. 

The n value can be obtained from the slope of the plot of ln[-ln(1-α)] Vs. lnβ at 

constant temperature. In order to evaluate E, the values of n are substituted in Eq. 

(4.16). Then plots of 2ln
n

pT
β⎛ ⎞

⎜ ⎟⎜ ⎟
⎝ ⎠

Vs. 1
pT

(Fig. 4.12) gives the values of activation energy E, 

and the average E obtained is 549.80 kJ/mol. 
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                                          Fig. 4.12: Modified Kissinger plot for n = 1.33 and n = 1.36 
     
 

A general trend of decrease in the values of n with increasing heating rate can be 

observed. Such trend has been also seen by Matusita and Sakka (Matusita & Sakka, 

1979) and in other Fe-based (Raval et al., 2005) metallic glasses. 

 
 

      Table  4.4  Values of Avrami exponent (n)  
 
 
 
 
 
 
 
 
 
 
  
 

Heating rate Matusita & 
Sakka 

4 1.81 

6 1.76 

8 1.75 

10 1.79 
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4.5.2 Crystallization Kinetics of Zr52Cu18Ni14Al10Ti6 Metallic Glass 

In the present work, the kinetics of the crystallization of Zr52Cu18Ni14Al10Ti6 glass 

forming alloy have been studied, which is among the best nonberyllium containing 

glasses, making them easier to process and to handle [4.56]. 

The DSC thermograms at four different heating rates (5, 10, 15, 20 deg/min) are 

shown in Fig. 4.13. The thermograms show three-stage crystallization process. The 

peak height of these steps varies with the heating rate. At lower heating rates, first 

peak is much distinct and diminishes as we go for higher heating rates and last peak 

visibility increases with increasing heating rate. Second peak is not much prominent 

in the 5, 10 and 15 deg/min heating rates. In the present paper, the first peak is taken 

into consideration for the kinetic analysis. Glass transition temperature is not very 

evident in all four thermograms. The analysis of DSC data to evaluate the kinetic 

parameters can be obtained from non-isothermal rate laws by both isokinetic (model 

fitting) and isoconversional (model independent) methods. 

The plots of α Vs. T for different heating rates are shown in Fig. 4.14. The graphical 

representation of the volume fraction transformed (α) as a function of temperature (T) 

show the typical sigmoidal curves, which exhibit the bulk crystallization and exclude 

the chance of surface crystallization. During stage 1 nucleation occurs at various 

points in the bulk of the sample and bulk crystallization becomes dominant. The stage 

2 shows the growth of nuclei with increased rate of reaction as the surface area of 

nucleation increases. The slowing down stage 3 shows the decrease in surface area as 

a result of nuclei coalescing.  
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Fig. 4.13: DSC thermograms of the metallic glass Zr52Cu18Ni14Al10Ti6 at different heating rates 
 

 

 

 

 

 

 

 

 

 

 
Fig. 4.14: Fractional crystallization as a function of temperature at various heating rates for  

  Zr52Cu18Ni14Al10Ti6 metallic glass 
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4.5.2.1  Linear Integral Isoconversional Methods 

The values of local activation energy at particular α value are calculated using the 

OFW [Eq.(4.5)]and KAS [Eq.(4.6)]  methods. The plots are shown in Figs. 4.15 and 

4.16 and the values of E are listed in Table 4.7. It is observed that the activation 

energy continuously increases as α changes from 0.1 to 0.9, in case of both the 

methods. 

 
Table 4.5 Peak temperature, Tp and onset temperature, To for four different heating rates for    
                   Zr52Cu18Ni14Al10Ti6  
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Heating rates  
β (oC/min) Tp (K) 

 
To (K) 

4 681.7 664.6 

6 689.9 672.1 

8 696.6 678.9 

10 702 685 



             Chapter – 4    110 
                                                                                   Crystallization Kinetics of Metallic Glasses                  
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 

        Fig. 4.15: OFW plots for Zr52Cu18Ni14Al10Ti6 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 

        Fig. 4.16: KAS plots for Zr52Cu18Ni14Al10Ti6 
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The shift in the crystallization peak with increasing heating rate is used to obtain the 

activation energy from Kissinger and Ozawa methods. Figs 4.17 and 4.18 show the 

Kissinger and Ozawa plots and the calculated E values are 260 and 258 kJ/mol 

respectively. The pre exponential factor calculated from Kissinger method is 4.26 x 

1017. In Bosewell method, 1ln
p p

vs
T T
β   is plotted (Fig. 4.19) and E value determined is 

given in Table 4.6. The Augis and Bennett plot [Eq.(4.8)]  of (ln(β/(Tp-To)) versus 

1000/Tp (Fig. 4.20) gives the values of E as 272 kJ/mol. The values of peak 

temperatures (Tp) and onset temperatures (To) are given in Table 4.5.    

 

         Table 4.6 Activation energy (E) derived using various methods for  Zr52Cu18Ni14Al10Ti6 
 

 

 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 

Method E (kJ/mol) k0 (s-1) 

Kissinger 260 ± 2 4.86 × 1017

Ozawa 258 ± 2 – 

Augis & Bennett 272 ± 1 3.33 × 1018

Boswell 256 ± 2 – 

Gao & Wang 278 ± 3 - 
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      Fig. 4.17: Kissinger plot for Zr52Cu18Ni14Al10Ti6 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4.18: Ozawa plot for Zr52Cu18Ni14Al10Ti6 
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Fig. 4.19: Augis & Bennett plot for Zr52Cu18Ni14Al10Ti6 
 
 

 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 

        Fig. 4.20: Boswell plot for Zr52Cu18Ni14Al10Ti6 
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4.5.2.2  Linear Differential Isoconversional Methods 
 
According to the method suggested by Friedman  [Eq.(4.11)] for a constant α, the 

graph of   1ln d vs
dT Tα α

αβ
⎛ ⎞⎛ ⎞
⎜ ⎟⎜ ⎟

⎝ ⎠ ⎝ ⎠
 (Fig.4.21-(a) & (b)) is plotted, for the non-isothermal 

data obtained from thermograms recorded at several heating rates  5, 10, 15 and 20 

deg/min-1. The values of E calculated from the slope of these plots show random 

variation as α  varies from 0.1 to 0.9 (Table 4.7). 

The activation energy obtained from the Gao and Wang plot of  1ln
p p

d vs
dT T
αβ⎛ ⎞

⎜ ⎟
⎝ ⎠

  

(Fig. 4.22) is given in Table 4.6. This method gives a single value of E like Kissinger, 

Boswell etc., at the peak crystallization temperature. The deduced value of E = 278 

kJ/mol, which is similar to other obtained values. 

 

 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 

           Fig. 4.21‐(a): Friedman plot for Zr52Cu18Ni14Al10Ti6, for α = 0.4 
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        Fig. 4.21‐(b): Friedman plot for Zr52Cu18Ni14Al10Ti6, for α = 0.6 

 
 
 
 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

        Fig. 4.22: Gao & Wang plot for Zr52Cu18Ni14Al10Ti6 
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Table 4.7 Local Activation energy (E) at different conversion for different methods 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

    
     
 Fig. 4.23: Dependence of E on α from different methods for Zr52Cu18Ni14Al10Ti6 
 
 

 

α 
E/kJ mol-1 

KAS OFW Friedman 

0.1 264±2 256.4±2 245.5±9 

0.2 272±2 269.5±2 317.3±7 

0.3 278.8±2 276±2 303.9±7 

0.4 279.1±2 276.3±2 298.2±3 

0.5 280.7±2 277.9±2 295.7±5 

0.6 282.7±3 279.7±3 324±5 

0.7 285.7±3 282.6±3 320.7±4 

0.8 294±3 290.5±3 371.1±4 

0.9 303.8±2 299.9±2 360.5±2 
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4.5.2.3  Isokinetic Methods 
 
The Matusita and Sakka plot for a constant temperature, the plot of ln[-ln(1-α)] 

versus lnβ gives a straight line [Fig. 4.24-(a)] and the slope gives the value of n. Here 

we have taken seven different constant temperatures and the average value of n 

comes out to be 2.66. The plot of ln[-ln(1-α)] versus 1/T at constant heating rate 

should be a straight line and the value of m is obtained from the slope  [Fig. 4.24-(b)]. 

Different values of n are derived from these m values by using n = (m+1) and are 

given in Table 4.8. 

 

Table 4.8 Values of Avrami exponent (n) from different methods 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Heating rate Augis & Bennett Matusita & Sakka 

5 2.5 2.7 

10 3.5 2.9 

15 3.1 2.9 

20 2.8 3.0 
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Fig. 4.24‐(a): Matusita & Sakka plot of ln[‐ln(1‐ α)] Vs. lnβ for T = 691 K  
     
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4.24‐(b): Matusita & Sakka plot of ln[‐ln(1‐ α)] Vs. 1000/T for different heating rates 
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In order to derive E from Modified Kissinger equation, one must know the value of n. 

The n value can be obtained from the slope of the plot of  ln[-ln(1-α)] Vs. lnβ at 

constant temperature. In order to evaluate E, the average value of n = 2.66 is 

substituted in Eq. (4.16). Then the plot of 2ln
n

pT
β⎛ ⎞

⎜ ⎟⎜ ⎟
⎝ ⎠

Vs. 1

pT
(Fig. 4.25) gives the values 

of activation energy E, which is 428.12 kJ/mol.  

 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 

Fig. 4.25: Modified Kissinger plot for n = 2.66 
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4.6  Conclusions   
 
 
Both model dependent isokinetic and model free isoconversional methods have been 

utilized to study the crystallization kinetics of the first peak of the crystallization 

process involved in the presently taken systems namely Co66Si12B16Fe4Mo2 and 

Zr52Cu18Ni14Al10Ti6 metallic glasses. The isokinetic methods, though model 

dependent, provide single value of activation energy. Besides, they also provide 

Avrami exponent n, which gives an idea about the dimensionality of the growth of 

crystals. Isoconversional techniques, on the other hand, provide quite accurate values 

of Eα as a function of α as these analytical methods are supposed to be model free. 

For Zr52Cu18Ni14Al10Ti6 metallic glass, it is obvious from the results obtained through 

KAS and OFW equations that activation energy initially increases withα. However, 

from α=0.4 to 0.5, there is an incremental increase in Eα. Thereafter, Eα increases 

again withα. This interesting result is an indication of the fact that even before first 

step of crystallization is completed, second step starts. The activation energy, E 

obtained using the Friedman method, on the other hand, show appreciable variation 

and there is no systematic trend. This is attributed to the signal noise involved [29]. It 

is also noteworthy that the activation energy values using various isoconversional 

methods and the special cases of isoconversional techniques namely Kissinger, 

Ozawa, Augis & Benett, Boswell and Gao & Wang are quite consistent, whereas 

modified Kissinger method overestimates it. 

For Co-based metallic glass, the activation energy obtained through KAS and OFW 

methods, decreases initially, then increases upto α = 0.6 and then decreases again. 
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The activation energy, determined by Friedman method increases upto 0.5, then 

decreases and becomes very less for α = 0.8 & 0.9. The special cases of 

isoconversional methods namely Kissinger, Ozawa, Augis & Bennett & Boswell 

gives quite consistent results and modified Kissinger methods also incorporates with 

them. Isoconversional methods provide activation energy values, E as a function of 

conversion, α. The isokinetic methods, on the other hand, are used considering the 

crystallization mechanism to be the same throughout the entire conversion 

(crystallization) and give single constant value of activation energy. For metallic 

glasses, the thermally activated phase transformations are more physical than 

chemical. In fact, crystallization is a complex process involving nucleation and 

growth and on rigorous grounds, it cannot be considered to be a single-step process. 

The isokinetic analysis always leads to a single activation energy (rather say, apparent 

activation energy) giving an overall picture of the crystallization process. However, 

the difficulty (and hence uncertainty) in choosing   the proper reaction model persists 

in isokinetic analysis. Therefore, the isoconversional methods are definitely superior 

to the isokinetic methods as far as the determination of E is   concerned [4.56].  

Nonetheless, accurate determination of E is not the only issue in the kinetic analysis 

of crystallization process in metallic glasses. The micro-structural evolution during 

the non-isothermal heating of the metallic glasses is also important. For the 

determination of the dimensionality of the growth and the grain size, one needs to 

know a precise reaction model that closely follows the crystallization process. A 

reaction model independently proposed by John-Mehl-Avrami-Kolmogorov (JMAK) 

is found to be the most suitable for describing the nucleation and growth process 
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during the non- isothermal crystallization of metallic glasses. This model does help to 

determine the kinetic parameters, like the dimensionality of growth (apart from E and 

A). The model-free isoconversional methods are definitely superior to the isokinetic 

methods for the accurate determination of kinetic    parameters like E and A. 

However, the knowledge of accurate E and A is not sufficient for the detailed 

investigations of the dimensionality of the growth and the grain size using thermal 

analysis. A precise reaction model accounting for the phase transformations   during 

the crystallization process is a prerequisite for deriving such   micro-structural 

information. This could be a valid proposition if it is explicitly related to the phase 

transformations involving significant chemical changes. Therefore, isokinetic 

methods (despite its limited   applicability) are important and useful for the analysis 

of non-isothermal crystallization data. So, as far as the study of thermally activated 

phase transformation in metallic glasses is concerned, both the types of   methods are 

complementary and provide not only useful data, but also pave way into the insight of 

the crystallization process. 
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CHAPTER – 5 

KINETICS OF GLASS TRANSITION OF 
METALLIC GLASSES 
 

The most prominent feature of a metallic glass is that, before the 
crystallization takes place, it undergoes a glass transition which appears as a 
step transition in the DSC thermogram. Knowledge of the glass transition 
kinetics of metallic glasses is very much important as one can determine the 
useful range of operating temperature before the crystallization takes place. 
The kinetics of glass transition of Ti50Cu20Ni30 and Fe67Co18B14Si1 metallic 
glasses are studied using DSC for four different heating rates and activation 
energies are calculated. The fragility index, m, is also calculated using glass 
transition temperature for both metallic glassy systems. 
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5.1  Introduction 

The most prominent feature of a metallic glass is that it undergoes a glass transition, 

Tg, prior to crystallization [5.1]. Below Tg, a metallic glass can be thought of as an 

extremely viscous liquid. At Tg, the metallic glass undergoes a transformation into 

liquid like behavior manifested by a sudden increase in the heat capacity (Cp), and 

several orders of magnitude decrease in the viscosity (η). These reversible changes 

suggest that, metallic glasses can revert to the supercooled liquid state without 

crystallization. In the scientific community working with metallic glasses, this state is 

normally referred as the undercooled (or supercooled) liquid region. This reversibility 

also suggests that the structure i.e., the atomic arrangement of the glass is closely 

related to the atomic arrangements present in the liquid state. At a temperature Tx, 

which is higher than Tg, the undercooled liquid transforms into the crystalline phase. 

The temperature interval between Tx and Tg is known as the width of the undercooled 

liquid region, i.e. ∆Tx = Tx – Tg. The value of ∆Tx is different for different glasses, and 

is usually taken as an indication of the thermal stability of the glass produced. In case 

of BMGs, this temperature interval is usually quite large and considered as thermal 

processing window [5.2].  

 The liquid-glass transition or glass transition is the reversible transition in amorphous 

materials from a hard and relatively brittle state into a molten or rubber-like state. The 

glass transition temperature (Tg) of an amorphous material is the critical temperature 

at which the material changes its behavior from being “glassy” to being “rubbery”. If 

the material is at a temperature below its Tg, large-scale molecular motion is not 

possible because the material is essentially frozen. If it is at a temperature above its 
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Tg, molecular motion takes place allowing it to be soft or rubbery. There is no unique 

value Tg for a given material (unlike the melting or freezing temperature which is 

thermodynamically defined and so it is fixed), but it is a kinetic parameter. 

Understanding the glass transition kinetics of metallic alloys is of great importance in 

order to know its thermal stability and finally to determine the useful range of 

operating temperature for a specific technological application before the 

crystallization takes place [5.3]. In the present chapter, kinetics of glass transition of  

Ti50Cu20Ni30 and Fe67Co18B14Si1 metallic glasses are reported using Differential 

Scanning Calorimetry (DSC) for four different heating rates and activation energies 

are calculated. The fragility index, m, is also calculated using Tg, for both the system 

taken up in the present study, which is a measure of glass forming ability of the given 

system. 

 

5.2  Experimental Work 

The amorphous ribbons of Ti50Cu20Ni30 alloy were prepared by a single roller melt-

spinning technique in an argon atmosphere at the Institute of Materials Research, 

Tohoku University, Sendai (Japan). The amorphicity of these ribbons were examined 

by X-ray diffractometry (XRD) and transmission electron microscopy (TEM).   

Specimens of amorphous Fe67Co18B14Si1 (2605CO) ribbons were procured from 

Allied Corporation, USA prepared by single roller melt spinning technique. The 

amorphous nature of ribbons was confirmed by XRD and TEM. 

DSC has become a convenient and widely used tool not only for studying the thermal 

stability of amorphous phase but also for investigating the kinetics of phase 
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transformations. The samples of Ti50Cu20Ni30 and Fe67Co18B14Si1 are heated in DSC 

(Shimadzu, DSC-50) at four different heating rates (2, 4, 8 and 16 deg/min for 

Ti50Cu20Ni30 and 5, 10, 15 and 20 deg/min for Fe67Co18B14Si1) from room 

temperature to 560˚C. The DSC scans are recorded by Thermal Analyzer (TA-50, 

WSI, Shimadzu, Japan) interfaced to computer. The curves of heat flux versus 

temperature are shown in Figure 5.1 and Figure 5.2 for Ti50Cu20Ni30 and 

Fe67Co18B14Si1 metallic systems respectively. 

In the present work, the kinetics of glass transition for a metallic glass Ti50Cu20Ni30, 

which is a shape memory alloy, and for Fe67Co18B14Si1, whose commercial name is 

2605CO, are studied. Using glass transition temperature (Tg), the activation energy 

(E) and fragility index (m) are determined. 

DSC defines the glass transition as a change in the heat capacity as the amorphous 

matrix goes from the glassy state to the rubber state. This is a second order 

endothermic transition (requires heat to go through the transition). So in the DSC the 

transition appears as a step transition. 
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          Fig. 5.1: DSC thermograms of the metallic glass Ti50Cu20Ni30 at four different heating rates 

 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
         Fig. 5.2: DSC thermograms of the metallic glass Fe67Co18B14Si1 at four different heating rates    
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5.3  Different Methods to Study Kinetics of Glass  

Transition 
 

The Activation Energy E is determined using the following glass transition methods 

[5.3]. 

(1) Moynihan method 

(2) Kissinger method 

The evaluation of E using the theory of glass transition kinetics and structural 

relaxation as developed by Moynihan and other workers [5.4-5.6] from the heating 

rate dependence of glass transition temperature is widely discussed in literature [5.7]. 

The most frequently used approach to evaluate the activation energy of glass 

transition is the Moynihan method [5.8]. 

( )
ln
1 g

d E
Rd T

β
=−

                       (5.1) 

where, β is the heating rate and R is the gas constant.  

The Kissinger equation [5.9] is another approach which is extensively used to 

determine the glass transition activation energy [5.10, 5.11] and is given by 

  
( )
( )

2ln

1
g

g

d T E
Rd T

β
= −

               (5.2) 

The plot of ln (β/Tg
2) versus 1000/Tg should be linear in nature and will give value of 

E from the slope.  

Fragility is defined as the increasing rate of viscosity of a supercooled liquid at a 

glass transition temperature in the cooling process. Glass-forming liquids can be 
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classified into strong liquids and fragile liquids, depending on their fragility [5.12-

5.14]. The fragility of a given glass can be quantified by the fragility index ‘m’ which 

is a measure of the rate at which the relaxation time decreases with increasing 

temperature around Tg and is given by [5.15]     

ln10g

Em
RT

=                 (5.3) 

Where, E is the glass transition activation energy.  

 

5.4  Results & Discussions  

One of the most interesting problems in the area of glasses is the understanding of 

glass transition kinetics which can be studied in terms of glass transition temperature 

(Tg) and activation energy of thermal relaxation (E). The glass transition temperature 

(Tg) of an amorphous material is the critical temperature at which the material 

changes its behavior from being “glassy” to being “rubbery” i.e. structure relaxes at 

this phase. For the systems taken up in the present study, the values of glass transition 

temperature were found to increase with increase in heating rates (Table 5.1). This 

may be attributed to the fact that when heating rate is high, the system doesn’t get 

sufficient time for nucleation and crystallization. As heating rate increases, relaxation 

time, τ decreases. As relaxation time decreases, Tg increases due to the fact that the 

product of relaxation time and glass transition temperature is constant.  

.gT Constτ =   

So, Tg shifts to higher values with increase in heating rate.     
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        Table 5.1 Glass transition temperature for Ti50Cu20Ni30 and Fe67Co18B14Si1 metallic glass 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
5.4.1 Study of Kinetics of Glass Transition for Ti50Cu20Ni30  

and Fe67Co18B14Si1 Metallic Glasses 
 

Titanium based alloys are lighter and less expensive, still maintaining their toughness 

and ductility. Due to absence of crystallinity, they have high tensile strength, high 

hardness, and excellent wear properties. They exhibit good corrosion resistance 

because they lack crystal structure. They are much more ductile than conventional 

glasses and have high fatigue resistance. They have high electrical resistivity than 

crystalline alloys of same composition.  

Fe-based metallic glasses have been recognized to possess two important properties, 

i.e. slender magnetization loop and high resistivity. Also, Fe-based metallic glasses 

have attracted much attention as they possess soft ferromagnetic properties which 

made them very applicable in different devices, including transformers, sensors, 

magnetic tapes and heads of recorder [5.16]. 

Ti50Cu20Ni30 Fe67Co18B14Si1 

Heating 

Rate,  

β/deg min-1 

Glass Transition 

Temp., Tg/K 

Heating 

Rate,  

β/deg min-1 

Glass Transition 

Temp., Tg /K 

2 554 5 539 

4 568 10 547 

8 583 15 560 

16 596 20 566.5 
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For Moynihan method, the plot of ln β versus 1000/Tg gives straight line (Figure 5.3 

and Figure 5.4) and the activation energies, E of glass transition are calculated using 

the slope for both Ti-based and Fe-based metallic glasses.  

The glass transition activation energies are calculated using Kissinger equation for 

both the systems taken up in present study. The plot of ln (β/Tg
2) versus 1000/Tg is 

linear in nature and obtains activation energy value, E from slope. The Kissinger plots 

are shown in Fig. 5.5 & 5.6. The glass transition activation energy is the amount of 

energy which is absorbed by a group of atoms in the glassy region to jump from one 

metastable state to another [5.17]. Around the glass transition temperature, structure 

relaxes and rearrangement of the atoms starts. The activation energies determined by 

both the methods are compiled in Table 5.2.  

 
     
 Table 5.2 Activation energy for Ti50Cu20Ni30 and Fe67Co18B14Si1 metallic glass 

 

Ti50Cu20Ni30 Fe67Co18B14Si1 
Method Activation 

Energy,  
E/kJ mol-1 

Method Activation 
Energy,  

E/kJ mol-1 
Moynihan 

method 
134.74 Moynihan 

method 
120.01 

Kissinger 
equation  

125.20 Kissinger 
equation  

110.82 
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Fig. 5.3: A plot of ln β vs. 1/Tg for Moynihan method for Ti50Cu20Ni30 metallic glass 

 

 

 

 

 

 

 

 

 

 

Fig. 5.4: A plot of ln β vs. 1/Tg for Moynihan method for Fe67Co18B14Si1 metallic glass 
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Fig. 5.5: A plot of ln (β/Tg2) vs. 1/Tg for Kissinger equation for Ti50Cu20Ni30 metallic glass 
 

 

 

 

 

 

 

 

 

 

 
Fig. 5.6: A plot of ln (β/Tg2) vs. 1/Tg for Kissinger equation for Fe67Co18B14Si1 metallic  

glass 
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If the fragility index, m is below 16 then the system falls in the category of ‘strong’ 

glass former. On the contrary, for the other class termed as ‘fragile’ this index lies 

above 16 but below 200. The fragility indices ‘m’ are calculated for both the metallic 

glasses using activation energies obtained by Moynihan method and Kissinger 

method and listed in Table 5.3 and Table 5.4. It is clear that these values of m for 

Ti50Cu20Ni30 and Fe67Co18B14Si1 metallic alloys are below 16 and hence they fall in 

the category of strong glass forming systems.  

 
 

      Table 5.3 Fragility Index, m for Ti50Cu20Ni30 metallic glass 
 

Heating 

Rate,  

β/deg 

min-1 

Glass 

Transition 

Temp.,  

Tg/K 

Fragility Index, 

m 

by Moynihan 

method 

Fragility Index, 

m 

by Kissinger 

equation 

2 554 12.70 11.80 

4 568 12.39 11.51 

8 583 12.07 11.22 

16 596 11.81 10.97 
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    Table 5.4 Fragility Index, m for Fe67Co18B14Si1 metallic glass 
 

Heating 

Rate,  

β/deg 

min-1 

Glass 

Transition 

Temp., 

Tg/K 

Fragility Index, 

m 

by Moynihan 

method 

Fragility Index, 

m 

by Kissinger 

equation 

5 539 11.63 10.74 

10 547 11.46 10.58 

15 560 11.49 10.34 

20 566.5 11.06 10.22 

 

 5.5  Conclusions 

The Kinetics of the glass transition of two different types of metallic glasses namely 

Ti50Cu20Ni30 and Fe67Co18B14Si1 are studied using DSC with continuous heating of 

the sample at various heating rates. The glass transition activation energy is a good 

indicator of thermal stability. The glass transition activation energy is involved in the 

molecular motions and rearrangement of the atoms around the glass transition 

temperature. 

The main advantage of using kinetics of glass transition is that one can determine 

activation energy at glass transition temperature which is lower than the 

crystallization peak temperature. By employing different models, the activation 

energy of the glass transition was determined. It is clear from the values of activation 

energy that despite different theoretical basis of the two methods, Moynihan and 

Kissinger equations lead to similar values of the activation energies. 

The Moynihan and Kissinger equations are based on different theoretical methods. 
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The activation energy determined by Moynihan’s method depends substantially on 

the thermal history because of the dependence of relaxation time on temperature as 

well as structure. Hence, activation energy determined from this relation must be 

taken as apparent activation energy. 

On the contrary, activation energy evaluated from Kissinger’s method has less 

dependence on thermal history. This method is most commonly used in analyzing 

crystallization data in DSC. Although originally derived for the crystallization 

process, which is a phase transformation from amorphous phase to crystalline phase, 

it may be valid for glass to amorphous transformation process also. Kissinger method 

was originally used for peak crystallization temperatures. When applied for glass 

transition process, the glass transition temperature Tg is obtained by the intersection 

of onset and endset of endothermic shift of base line. 

The Fragility Index of a given system is determined using the activation energy E and 

the glass transition temperature Tg. The result shows that the fragility index ‘m’ of the 

given systems is less than 16. This indicates that the given systems are strong liquid 

with excellent Glass Forming Ability (GFA).  

 

 

 

 

 

 

 



             Chapter – 5    141 
                                                      Kinetics of Glass Transition of Metallic Glasses                                      

                                                                                     
 
References 

[5.1] C.A. Angell, Science 267; 1995: pp. 1924. 

[5.2] C. Suryanarayana and A. Inoue, Bulk metallic Glass, Chapter 1, CRC Press 

Taylor & Francis Group, 2011. 

[5.3] S.X. Wang, S.G. Quan and C. Dong, Thermochim.  Acta. 2011; 

doi:10.1016/j.tca.2010.12.2005 

[5.4]  S.O. Kasap and C. Juhasz, J. Mater. Sci. 21; 1986: pp.1329. 

[5.5] J.P. Larmagnac, J. Grenet and P. Michon, J. Non-Cryst Solids. 45; 1981: pp. 

157. 

[5.6] C.T. Moynihan, A.J. Easteal, J. Wilder and J. Tucker, J. Phys Chem. 78; 1974: 

pp. 2673. 

[5.7] N. Mehta and A. Kumar, J. Optoelect. Adv. Mater. 7; 2005: pp.1473.  

[5.8] C.T. Moynihan, J. Am. Ceram. Soc.76; 1993: pp. 1081. 

[5.9] H.E. Kissinger, Anal. Chem. 29; 1957: pp.1702. 

[5.10] H.A. Abd El Ghani, M.M. Abd El Rahim, K.K.  Wakkad, A. Abo Sehli and N. 

Assraan, Physica B 381; 2006: pp. 156. 

[5.11] M.M.A. Imran, N.S. Saxena, D. Bhandari and M. Husain, Phys. Status Solidi 

(A) 181; 2000: pp. 357. 

[5.12] W.M. Wang, A. Gebert, S. Roth, U. Kuehn and L. Schultz, Intermetallics 16; 

2008: pp. 267. 

[5.13] C.A. Angell, J. Non-Cryst. Solids 102; 1988: pp. 205. 

[5.14] C.A. Angell, J. Non-Cryst. Solids.131; 1991: pp. 13. 



             Chapter – 5    142 
                                                      Kinetics of Glass Transition of Metallic Glasses                                      

                                                                                     
 
[5.15] O.A. Lafi and M.M.A. Imran,  J. Alloys. Compd. 2011; 

doi:10.1016/j.jallcom.2011.01.150  

[5.16] D.M. Minic and B. Adnadevic, Thermochim. Acta. 474; 2008: pp. 41. 

[5.17] M. Saxena, S. Gupta and A. Agarwal, Pelagia Res. Lib. 2; 2011: pp. 109. 

 

 

 

 

 

 

 



 

 

 

CHAPTER – 6 

NANOCRYSTALLINE GRAIN SIZE 
LIMIT FOR BULK METALLIC 
GLASSES 
 

It will be interesting to study properties of metallic glass in their 
nanocrystalline phase. By controlling the crystallization of bulk metallic 
glasses nanocrystalline composites can be obtained. This is achieved by 
optimizing the heat treatment conditions (annealing temperature and time, 
heating rate etc.) so that the amorphous phase crystallizes completely into a 
polycrystalline material with ultrafine crystallites. It has been observed that 
minimum grain size of nanocrystallites has an inverse relation with the ∆G 
value. Owing to this, thermodynamic investigation has been carried out for a 
number of BMG alloys through Gibbs free energy to explore the possible 
lower limit of grain size that can be achieved by annealing amorphous 
system. 
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6.1  Introduction 

The amorphous solids are in thermodynamically metastable state. Crystallization is 

such a transformation during which amorphous phase crystallizes into one or more 

stable or metastable polycrystalline phases. The driving force for crystallization is 

Gibbs free energy difference between the amorphous and crystalline state (∆G). The 

dimension of the crystallite ranges from a few micrometers to few nanometers, and is 

strongly dependent on the chemical composition of the amorphous phase and 

annealing conditions. 

In recent years, there has been growing interest in bulk metallic glass (BMG) alloys 

since these alloys exhibit an excellent glass forming ability, wide supercooled liquid 

region and some unique properties which are much different from those of 

conventional materials. Crystallization of metallic glasses usually involves nucleation 

and growth processes. To obtain nanoscale structure the crystallization should 

proceed with largest nucleation rate and the slowest crystal growth. By controlling the 

crystallization of the BMG alloys bulk nanocrystalline composites can also be 

obtained. 

The basic principle for synthesis of nanocrystalline materials by crystallization of 

amorphous solids is to control the crystallization kinetics. This is achieved by 

optimising the heat treatment conditions (annealing temperature and time, heating 

rate etc.) so that the amorphous phase crystallizes completely into a polycrystalline 

material with ultrafine crystallites. Various routes have been used to prepare 

amorphous solids like melt spinning, splat quenching, mechanical alloying, vapour 
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deposition or electrodeposition etc. [6.1]. Crystallization of amorphous solids has not 

only been applied to alloy systems e.g. in Fe, Co and Ni – based alloys [6.2-6.5], but 

also to few elements (Se, Si) [6.6 - 6.8]. Crystallization of amorphous structure has 

emerged as an efficient way to produce porosity-free dense nanocrystalline products 

in large quantities. However, grain sizes in the nanocrystallization products are 

strongly influenced by annealing conditions of the amorphous solids. The choice of 

annealing temperature is one of the most important factors dominating the grain-size 

while using isothermal annealing. Various results indicate that the annealing 

temperature dependence of grain size is quite different in different alloy systems. 

However, it has been observed that minimum grain sizes frequently appear when the 

annealing temperature is close to about 0.5Tm, where Tm is the melting temperature of 

the alloy. This has been inferred in terms of kinetics of phase transition, that at Tm/2 

the nucleation rate I is the largest whereas the growth rate u is relatively low [6.9]. 

This phenomenon certainly seems to have a consequence of nanocrystallization 

mechanism which needs further careful attention and investigation. Owing to this, 

thermodynamic investigation has been carried out for a number of BMG alloys 

through Gibbs free energy to explore the possible lower limit of grain size that can be 

achieved by annealing amorphous system. 
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6.2  Theoretical  Formulation  for  Estimation  of 
Minimum Grain Size 

 

The Gibbs free energy balance for the transition of the glass to the nanocrystalline 

state with grain size D when 1 mol of amorphous material is crystallized is given by 

[6.10] 

( ) ( ) 3x x g GBg T G T v Dγ∆ = −∆ +              (6.1) 

Where, ∆G is the change in the Gibbs free energy, γGB is the specific excess free 

energy of grain boundary and vg is the molar volume. 

At ∆g = 0 the temperature dependent lower limit of the grain size Dmin(Tx) can be 

given as  

min ( ) 3 ( )x g GB xD T v G Tγ= ∆                         (6.2)  

From this it is clear that Dmin(Tx) reaches the minimum value at the temperature where 

∆G is maximum. 

Here,       
4

(3 )
m m

GB
g

h S H
v Rγ ∆ ∆=               (6.3) 

∆Sm and ∆Hm are the change in entropy and enthalpy at melting temperature 

respectively and h is the atomic diameter. 

Substituting Eq.(6.3)  in Eq.(6.2) it reduces to  

  min
4

( )
m m

x

h S HD G T R
∆ ∆= ∆               (6.4) 
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The difference in Gibbs free energy between the liquid and crystalline phases 

(discussed in Chapter-2) is given by 

    

m mT T
m

p p
m T T

H dTG T C dT T C
T T
∆

∆ = ∆ − ∆ + ∆∫ ∫             (6.5) 

where, ∆Cp is the difference in specific heats of under cooled liquid and the 

corresponding crystalline phase. 

Experimental ∆G can be calculated through Eq. (6.5) if we know the values of ∆Cp, 

but due to metastable nature of the metallic glasses, it is difficult to measure ∆Cp and 

experimental data are lacking. Hence, to calculate ∆G several expressions are 

available in the literature [6.11 – 6.20] which assume ∆Cp to be constant.  

Hence, assuming ∆Cp to be constant in Eq. (6.5) and integrating the terms it reduces 

to  

  lnm m
p

m

H T TG C T T
T T

∆ ∆ ⎡ ⎤⎛ ⎞∆ = +∆ −∆⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦
            (6.6) 

In the present work the maximum value of ∆G has been calculated using the 

expressions given by Lad et al [6.18, 6.20] 

1
2

m

m

H TG
T T
∆ ∆⎛ ⎞∆ = −⎜ ⎟

⎝ ⎠                (6.7) 

24m

m m

H T TG
T T T

⎛ ⎞∆ ∆
∆ = ⎜ ⎟+⎝ ⎠

                                                         (6.8) 

Both these expressions are derived by approximating the logarithmic term in Eq. (6.6) 

using Taylor series expansion. In derivation of Eq. (6.7) the logarithmic term is 
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expanded upto the 1st term while in case of Eq.(6.8) expansion of logarithmic term is 

considered upto the 2nd term of  Taylor series. So in most of the bulk metallic glasses 

the ∆G values calculated using these expressions lie close to the experimental values 

in the entire under cooled region. 

 

6.3  Results and Discussions 

The maximum value of ∆G has been calculated for different bulk metallic systems 

using the Eqs. (6.7) & (6.8). Using these values the grain size has been calculated 

through Eq. (6.4) for different bulk metallic glass systems and the obtained results are 

shown in Table 6.3. The parameters required for calculation of ∆G and Dmin are given 

in Table 6.1 and Table 6.2. The grain size is also calculated using the experimental 

∆G for all the systems and are given in Table 6.3. It is obvious from Eq. (6.4) that the 

limiting value of grain size has an inverse relation with the maximum value of ∆G i.e. 

∆G(Tx). The temperature at which ∆G reaches its maximum corresponds to 

‘Kauzmann temperature’, TK. Hence, to get minimum grain size, the sample of 

metallic glass should be annealed at TK, instead of 0.5Tm. 

 

6.4  Conclusions 

One can see from the Eq. (6.4) that minimum grain size is inversely proportional to 

the maximum value of Gibbs free energy difference between amorphous metallic 

alloy and its crystalline counterpart, i.e. ∆G(Tx). The temperature at which ∆G 

reaches its maximum corresponds to ‘Kauzmann temperature’, TK. Kauzmann 
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temperature, also known as the ideal glass transition temperature, is the temperature 

at which ∆S goes to zero. Practically, it is difficult to find this temperature as it is 

lower than the glass transition temperature. Therefore, in principle, it is this value of 

temperature at which the amorphous sample should be annealed to obtain smallest 

possible grain size. The TK values do not always fall to be ~ (Tm/2) as observed by 

many workers.  

It can be observed from the Table 6.3 that if annealing is carried out at TK, to obtain 

nanocrystalline products with limiting value of grain size, the theoretically calculated 

values of grain size are larger as compared to experimental grain size limits for most 

of the metallic glassy systems. This is due to the fact that ∆Cp is assumed to be 

constant in the entire theoretical calculations (both Lad-1 & Lad-2). In the 

experimental evaluation of ∆G, polynomial form of variation for ∆Cp has been 

incorporated in Eq. (6.5) using experimentally determined ∆Cp. Another point that 

may be noted down is the closeness of the limiting value of grain size calculated from 

Lad-1 expression with that of the experimentally obtained minimum grain size as 

compared to the one derived through Lad-2 approach. The exact reason for this 

proximity of data given by Eq. (6.7) [Lad-1] may not be very clear. However, 

possibility of improving the present results can be expected if one uses recently 

proposed expression [6.21] of ∆G which does not approximate the logarithmic term 

and assumes ∆Cp to be either constant for few glass forming systems and incorporates 

hyperbolic behavior for few other bulk glass formers with extremely good glass 

forming ability (GFA). 
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         Table 6.1 Parameters used for calculations of ∆G and Dmin 

 

System Tm(K) TK(K) 
∆Hm 

(kJ/mol) 

La55Al25Ni20 711.6 337 7.48 

La55Al25Ni15Cu5 659.7 318 7.50 

La55Al25Ni10Cu10 662.1 332 6.837 

La55Al25Ni5Cu15 663.4 304 7.208 

La55Al25Ni5Cu10Co5 660.9 363 6.094 

Pd40Cu30Ni10P20 804 563 4.84 

Pd40Ni40P20 884 500 9.39 

Cu47Ti34Zr11Ni8 1120 537 11.3 

Zr52.5Cu17.9Ni14.6Al10Ti5 1085 638 8.2 

Zr57Cu15.4Ni12.6Al10Nb5 1105 664 9.4 
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      Table 6.2 Theoretical and experimental ∆Gmax values at Tx used for calculating Dmin 

 

System 

Experimental 
Ref: Lad et al - 

1 

Ref: Lad et al – 

2 

Tx(K) 
∆Gmax 

at Tx 
Tx(K) 

∆Gmax 

at Tx 
Tx(K) 

∆Gmax 

at Tx 

La55Al25Ni20 350 2.29 410 2.0 400 1.7 

La55Al25Ni15Cu5 331 2.20 385 2.01 395 1.7 

La55Al25Ni10Cu10 330 2.18 390 1.83 380 1.55 

La55Al25Ni5Cu15 330 2.089 390 1.93 390 1.63 

La55Al25Ni5Cu10Co5 356 1.644 390 1.63 390 1.38 

Pd40Cu30Ni10P20 562 0.817 560 1.15 560 0.99 

Pd40Ni40P20 587 2.40 510 2.52 510 2.13 

Cu47Ti34Zr11Ni8 530 3.45 637 3.03 637 2.56 

Zr52.5Cu17.9Ni14.6Al10Ti5 648 2.12 640 2.2 630 1.86 

Zr57Cu15.4Ni12.6Al10Nb5 685 2.18 670 2.51 650 2.13 
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  Table 6.3 Values of minimum grain size for different bulk metallic systems 
 
 

 

System 
Dmin(nm) 

Ref: Lad et al-1 Ref: Lad et al-2 Expt. 

La55Al25Ni20 4.72 5.57 4.12 

La55Al25Ni15Cu5 5.12 6.08 4.67 

La55Al25Ni10Cu10 4.64 5.48 3.89 

La55Al25Ni5Cu15 4.88 5.78 4.51 

La55Al25Ni5Cu10Co5 4.14 4.91 4.11 

Pd40Cu30Ni10P20 3.05 3.46 4.29 

Pd40Ni40P20 4.76 5.63 4.99 

Cu47Ti34Zr11Ni8 5.10 5.55 3.97 

Zr52.5Cu17.9Ni14.6Al10Ti5 3.40 4.02 3.51 

Zr57Cu15.4Ni12.6Al10Nb5 3.85 4.53 4.41 
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CHAPTER  7 

Conclusions and Scope for Future Work 

The thesis entitled “ATOMIC MOTION, AMORPHOUS PHASE FORMATION AND 

NANOCRYSTALLIZATION STUDY IN LIQUID METALS AND THEIR ALLOYS” 

encompasses theoretical as well as experimental study of metallic glass forming 

alloys. Theoretical investigations include study of thermodynamic aspects of metallic 

glasses, gauges different GFA parameters and estimation of minimum grain size for 

formation of nanocrystals. Experimental study is mainly divided in two parts: 

(i) understanding the crystallization kinetics of metallic glasses namely 

Co66Si12B16Fe4Mo2 and Zr52Cu18Ni14Al10Ti6 

(ii) study of kinetics of glass transition of Ti50Cu20Ni30 and Fe67Co18B14Si1 

metallic glasses 

At the theoretical front different thermodynamic parameters i.e. Gibbs free energy 

difference ∆G, Entropy difference ∆S and Enthalpy difference ∆H are evaluated for 

different metallic glassy systems. Gibbs free energy change for crystallization of an 

undercooled liquid exponentially depends on nucleation rate. Gibbs free energy 

difference is the driving force for the crystallization; therefore, lower the value of ∆G, 

higher is the glass forming ability (GFA) of metallic glasses. Hence, correct 

prediction of ∆G is important from designing point of view of new glassy materials. 

The ∆G values can be estimated if one knows the experimental specific heat 

difference (∆Cp). 

But there is a lack of experimental data of ∆Cp, due to the metastable nature of 

undercooled liquids. Therefore, in deriving expression for ∆G, linear and hyperbolic 
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variations of ∆Cp are assumed. These expressions excellently account for ∆G in 

multicomponent metallic glass forming alloys in the entire undercooled region. 

Up till now no such method was available from which one can find out a priori 

whether the nature of ∆Cp is constant or varying. This could be possible if one had the 

estimate of Kauzmann temperature TK and the other two parameters viz. ∆Cp
m at 

melting temperature Tm. As explained in Chapter 3, for a particular metallic glass if 

values of α1 and α2 are nearly equal then ∆Cp can be taken as constant for that 

particular system and if two α values are different then ∆Cp is not constant and it is 

varying with temperature in the undercooled region for that system. 

Glass forming ability (GFA) of metallic glassy systems is very much important from 

theoretical and practical point of view. There are so many different criteria available 

in literature for the estimation of glass forming ability. 

∆G has played an important role in predicting the GFA of multicomponent metallic 

alloys. Lesser the value of ∆G, easier is the formation of BMGs. From the results, ∆G 

emerges out as the best GFA criterion. 

Apart from the thermodynamic properties, magnetic properties of metallic glasses can 

be studied and electrical conductivity measurement can be done using four probe 

method.  

Using Gibbs free energy difference ∆G, in the undercooled regime one can plot Time-

Temperature-Transformation curve. From nose temperature Tn and nose time tn of the 

T-T-T diagram, critical cooling rate, Rc can be estimated. 

Metallic glasses can be transformed to crystalline state by continuous heating in DSC. 

The transformation from amorphous to fully crystalline state can proceed in one step 
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(polymorphous and eutectic crystallization) or in several steps (primary 

crystallization). Crystallization of metallic glasses involves nucleation and growth 

processes. DSC technique is used to study crystallization kinetics of 

Co66Si12B16Fe4Mo2 and Zr52Cu18Ni14Al10Ti6 metallic glasses. The activation energies 

have been found using isokinetic and isoconvertional approaches. The most 

prominent feature of a metallic glass is that it undergoes a glass transition Tg, prior to 

crystallization. Understanding the glass transition kinetics of metallic alloys is of 

great importance in order to know its thermal stability and finally to determine the 

useful range of operating temperature for a specific technological application before 

the crystallization takes place. Kinetics of glass transition has been studied for shape 

memory alloy Ti50Cu20Ni30 and Fe67Co18B14Si1 which is a soft magnetic amorphous 

alloy. Using two different approaches namely Moynihan method and Kissinger 

method, activation energies are found out. One can explore new methods to find out 

the glass transition activation energies of metallic glasses. 

It will be interesting to see properties of metallic glass in their nanophase. To obtain 

nanoscale structure the crystallization should proceed with largest nucleation rate and 

the slowest crystal growth. By controlling the crystallization of the BMG alloys bulk 

nanocrystalline composites can be obtained. This is achieved by optimising the heat 

treatment conditions (annealing temperature and time, heating rate etc.) so that the 

amorphous phase crystallizes completely into a polycrystalline material with ultrafine 

crystallites. It has been observed that minimum grain size of nanocrystallites has an 

inverse relation with the ∆G value. Owing to this, thermodynamic investigation has 

been carried out for a number of BMG alloys through Gibbs free energy to explore 
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the possible lower limit of grain size that can be achieved by annealing amorphous 

system. 

However, possibility of improving the present results can be expected if one uses 

recently proposed expression of ∆G which assumes variation of ∆Cp to be either 

linear or hyperbolic. 

The hysteresis curve can also be traced for systems having various grain sizes of 

nanocrystals. The nano-crystalline form may be useful to study the oxidative stability 

as well as the corrosion resistance behavior of these systems in nano-structured form.
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Study of kinetics of glass transition of metallic glasses
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Abstract In this study, the kinetics of glass transitions of

Ti50Cu20Ni30 and Fe67Co18B14Si1 metallic glasses are

studied using thermal analysis technique, i.e., differential

scanning calorimetry, by means of continuous heating of

the sample at various heating rates. In the present study,

based on the heating rate dependence of glass transition

temperature (Tg), the activation energy (E) of the glass

transition region is determined by two most frequently used

approaches, i.e., Moynihan’s method and Kissinger’s

equation. The fragility index, m, is also calculated using Tg,

which is a measure of glass-forming ability of the given

system. The result shows that the fragility index, m, of the

given systems is\16. This indicates that the given systems

are strong liquids with excellent glass-forming ability.

Keywords Glass transition � Metallic glass �
Activation energy � Fragility index

Introduction

Metallic glass has a combination of amorphous structure

and metallic bond. Metallic glasses have been regarded as

potential structural and functional materials with unique

disordered atomic configuration [1, 2]. They are used in

sky equipment, cell phone casings, in USB Memory Stick,

baseball bats, golf sticks, as well as in jewelry making.

Titanium-based alloys are lighter and less expensive, yet

maintaining their toughness and ductility. Owing to the

absence of crystallinity, they have high tensile strength,

high hardness, and excellent wear properties. They exhibit

good corrosion resistance because they lack crystal struc-

ture. They are much more ductile than conventional glasses

and have high fatigue resistance. They have high electrical

resistivity than crystalline alloys of same composition.

Fe-based metallic glasses have been recognized to

possess two important properties, i.e., slender magnetiza-

tion loop and high resistivity. Also, Fe-based metallic

glasses have attracted much attention as they possess soft

ferromagnetic properties which make them widely appli-

cable in different devices, including transformers, sensors,

magnetic tapes, and heads of recorder [3].

Understanding the glass transition kinetics of metallic

alloys is of great importance to know its thermal stability,

and finally to determine the useful range of operating

temperatures for a specific technological application before

the crystallization takes place [4]. In the present study,

kinetics of glass transitions of Ti50Cu20Ni30 and

Fe67Co18B14Si1 metallic glasses are studied using differ-

ential scanning calorimetry (DSC) for four different heat-

ing rates and activation energies are calculated.

Experimental methods

The amorphous ribbons of Ti50Cu20Ni30 alloy were pre-

pared by a single roller melt-spinning technique in an argon

atmosphere at the institute of materials research, Tohoku

university, Sendai (Japan). The amorphicity of these rib-

bons were examined using X-ray diffractometry (XRD)

and transmission electron microscopy (TEM).

Specimens of amorphous Fe67Co18B14Si1 (2605CO)

ribbons were procured from Allied Corporation, USA

prepared by single roller melt-spinning technique. The
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amorphous nature of ribbons was confirmed by XRD and

TEM.

The DSC has become a convenient and widely used tool

not only for studying the thermal stability of amorphous

phase but also for investigating the kinetics of phase

transformations. The samples of Ti50Cu20Ni30 and

Fe67Co18B14Si1 are heated in DSC (Shimadzu, DSC-50) at

four different heating rates (2, 4, 8, and 16 �C min-1 for

Ti50Cu20Ni30 and 5, 10, 15, and 20 �C min-1 for Fe67Co18

B14Si1) with temperatures ranging from room temperature

to 560 �C. The DSC scans are recorded by Thermal Ana-

lyzer (TA-50, WSI, Shimadzu, Japan) interfaced to com-

puter. The curves of heat flux versus temperature are shown

in Figs. 1 and 2 for Ti50Cu20Ni30 and Fe67Co18B14Si1
metallic systems, respectively.

In the present study, the kinetics of glass transition for a

metallic glass Ti50Cu20Ni30, which is a shape memory

alloy, and for Fe67Co18B14Si1, commercial name of which

is 2605CO, are studied. Using glass transition temperature

(Tg), the activation energy (E), and fragility index (m) are

determined.

The DSC defines the glass transition as a change in the

heat capacity as the amorphous matrix goes from the glassy

state to the rubber state. This is a second-order endothermic

transition (requires heat to go through the transition). Hence,

in the DSC, the transition appears as a step transition.

Results and discussion

One of the most interesting problems in the area of glasses

is the understanding of glass transition kinetics which can

be studied in terms of glass transition temperature (Tg) and

activation energy of thermal relaxation (E). The Tg of an

amorphous material is the critical temperature at which the

material changes its behavior from being ‘‘glassy’’ to being

‘‘rubbery’’. For the systems taken up in the present study,

the values of glass transition temperature were found to

increase with the increasing heating rates (Table 1). This

may be attributed to the fact that when heating rate is high,

the system does not get sufficient time for nucleation and

crystallization. As heating rate increases, relaxation time, s
decreases. As relaxation time decreases, Tg increases

because the product of relaxation time and glass transition

temperature is constant.

sTg ¼ Const:

Hence, Tg shifts to higher values with increasing heating

rates.

The activation energy, E, is determined using the fol-

lowing glass transition methods [4].

(1) Moynihan’s method; and

(2) Kissinger’s method

The evaluation of E using the theory of glass transition

kinetics and structural relaxation as developed by
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Fig. 1 DSC thermograms of the metallic glass Ti50Cu20Ni30 at four

different heating rates
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Fig. 2 DSC thermograms of the metallic glass Fe67Co18B14Si1 at

four different heating rates

Table 1 Glass transition temperatures for Ti50Cu20Ni30 and

Fe67Co18B14Si1 metallic glasses

Ti50Cu20Ni30 Fe67Co18B14Si1

Heating rate,

b/deg min-1
Glass transition

Temp., Tg/K

Heating rate,

b/deg min-1
Glass transition

Temp., Tg/K

2 554 5 539

4 568 10 547

8 583 15 560

16 596 20 566.5

568 A. T. Patel, A. Pratap
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Moynihan and other workers [5–7], based on the heating

rate dependence of glass transition temperature, is widely

discussed in the literature [8]. The most frequently used

approach to evaluate the activation energy of glass transi-

tion is the Moynihan’s method [9].

d ln b

d 1
�

Tg

� � ¼ �E

R
ð1Þ

where, b is the heating rate, and R is the gas constant. The

plot of ln b versus 1,000/Tg gives straight line (Fig. 3 and

Fig. 4), and the activation energies, E, of glass transition

are calculated using the slope for both Ti- and Fe-based

metallic glasses (Table 2).

The Kissinger’s equation [10] is another approach which

is extensively used to determine the glass transition acti-

vation energy [11, 12] and is given by

–1.0
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1.66 1.70 1.72 1.74 1.76 1.78 1.80 1.821.68
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β

Fig. 3 A plot of ln b versus 1/Tg for Moynihan’s method for

Ti50Cu20Ni30 metallic glass
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Fig. 4 A plot of ln b versus 1/Tg for Moynihan’s method for

Fe67Co18B14Si1 metallic glass

Table 2 Activation energy for Ti50Cu20Ni30 and Fe67Co18B14Si1
metallic glass

Ti50Cu20Ni30 Fe67Co18B14Si1

Method Activation

energy,

E/kJ mol-1

Method Activation

energy,

E/kJ mol-1

Moynihan’s

method

134.74 Moynihan’s

method

120.01

Kissinger’s

equation

125.20 Kissinger’s

equation

110.82
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/ T
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β

Fig. 5 A plot of ln (b/Tg
2) versus 1/Tg for Kissinger’s equation for

Ti50Cu20Ni30 metallic glass
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Fig. 6 A plot of ln (b/Tg
2) versus 1/Tg for Kissinger’s equation for

Fe67Co18B14Si1 metallic glass
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d ln b
.

T2
g

� �

d 1
�

Tg

� � ¼ �E

R
ð2Þ

The plot of ln (b/Tg
2) versus 1,000/Tg is linear (Figs. 5

and 6) in nature and obtains the value of E from the slope.

The glass transition activation energies are calculated using

Kissinger’s equation for both the systems taken up in the

present study (Table 2). The glass transition activation

energy is the amount of energy which is absorbed by a

group of atoms in the glassy region to jump from one

metastable state to another [13]. Around the Tg, the

structure undergoes relaxation, and rearrangement of the

atoms starts.

Fragility is defined as the increasing rate of viscosity of

a supercooled liquid at a glass transition temperature in the

cooling process. Glass-forming liquids can be classified

into strong liquids and fragile liquids, depending on their

fragility [14–16]. The fragility of a given glass can be

quantified by the fragility index, m, which is a measure of

the rate at which the relaxation time decreases with

increasing temperature around Tg and is given by [17]

m ¼ E

RTg ln 10
ð3Þ

where, E is the glass transition activation energy.

If the fragility index, m, is below 16, then the system

falls in the category of ‘‘strong’’ glass former. On the

contrary, for the other class termed as ‘‘fragile,’’ this index

lies between 16 and 200. The fragility indices, m, are

calculated for both the metallic glasses using activation

energies obtained by Moynihan’s method and Kissinger’s

method and listed in Table 3 and Table 4. It is clear that

these values of m for Ti50Cu20Ni30 and Fe67Co18B14Si1
metallic alloys are below 16, and hence they fall in the

category of strong glass-forming systems.

Conclusions

The Kinetics of the glass transition of two types of metallic

glasses, namely, Ti50Cu20Ni30 and Fe67Co18B14Si1 are

studied using DSC with continuous heating of the sample

at various heating rates. The glass transition activation

energy is a good indicator of thermal stability. The glass

transition activation energy is involved in the molecular

motions and rearrangement of the atoms around the glass

transition temperature.

The main advantage of using kinetics of glass transition

is that one can determine activation energy at glass tran-

sition temperature which is lower than the crystallization

peak temperature. By employing different models, the

activation energy of the glass transition was determined. It

is clear from the values of activation energy that despite

different theoretical basis of the two methods, Moynihan

and Kissinger’s equations lead to similar values for the

activation energies.

The Moynihan and Kissinger’s equations are based on

different theoretical methods. The activation energy

determined by Moynihan’s method depends substantially

on the thermal history because of the dependence of

relaxation time on temperature as well as structure. Hence,

activation energy determined from this relation must be

taken as apparent activation energy.

On the contrary, activation energy evaluated from Kis-

singer’s method has less dependence on thermal history.

This method is most commonly used in analyzing crys-

tallization data in DSC. Although originally derived for the

crystallization process, which is a phase transformation

from amorphous phase to crystalline phase, it may be valid

for glass-to-amorphous transformation process also. Kis-

singer’s method was originally used for peak crystalliza-

tion temperatures. When applied for glass transition

process, the glass transition temperature, Tg, is obtained by

the intersection of the onset and the endset of endothermic

shift of base line.

The fragility Index of a given system is determined

using the activation energy, E, and the glass transition

temperature, Tg. The result shows that the fragility index,

m. of the given systems is \16. This indicates that the

given systems are strong liquids with excellent glass-

forming ability.

Table 3 Fragility Index, m, for Ti50Cu20Ni30 metallic glass

Heating

Rate,

b/deg min-1

Glass

Transition

Temp.,

Tg/K

Fragility

Index, m
by Moynihan’s

method

Fragility

Index, m
by Kissinger’s

equation

2 554 12.70 11.80

4 568 12.39 11.51

8 583 12.07 11.22

16 596 11.81 10.97

Table 4 Fragility Index, m, for Fe67Co18B14Si1 metallic glass

Heating

Rate,

b/deg min-1

Glass

Transition

Temp., Tg/K

Fragility

Index, m
by Moynihan’s

method

Fragility

Index, m
by Kissinger’s

equation

5 539 11.63 10.74

10 547 11.46 10.58

15 560 11.49 10.34

20 566.5 11.06 10.22

570 A. T. Patel, A. Pratap
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Kinetics of crystallization of Zr52Cu18Ni14Al10Ti6 metallic glass
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Abstract Metallic glasses have received considerable

attention in comparison to normal metallic materials due to

their superior physical and mechanical properties. These

systems possess large under cooled region, DT (DT =

Tx - Tg where, Tx is crystallization temperature and Tg is

glass transition temperature) and hence increased thermal

stability against crystallization. Due to this, the study of

their crystallization kinetics is important and interesting. It

is interesting because of the fact that, crystallization

becomes multi-step process due to several components

present in these systems. In this paper, we report the

experimental investigations of crystallization of Zr52Cu18-

Ni14Al10Ti6 glassy alloy system, which is among the best

non-beryllium containing glasses, using differential scan-

ning calorimetry (DSC). The crystallization, as expected,

consists of multiple steps. Interestingly, the peak heights of

these steps vary with heating rate. At lower heating rates,

first peak is most prominent and subsequently diminishes

with increase in heating rate with last peak prominence

visible at highest heating rate. Both, iso-kinetic and iso-

conversional methods of analysis of kinetics of crystalli-

zation have been used to evaluate the activation energy and

Avrami exponents and consistent results are obtained.

Keywords Crystallization kinetics � Isoconversional �
Isokinetic � Metallic glass � Activation energy

Introduction

Metallic glasses are presently among the most actively

studied metallic materials. A large number of multi-com-

ponent systems with excellent glass forming ability (GFA),

e.g., Pd- and Zr-based metallic glasses with critical diam-

eters larger than 1 cm have been developed. In this work,

the kinetics of the crystallization of Zr52Cu18Ni14Al10Ti6
glass forming alloy have been studied, which is among the

best nonberyllium containing glasses, making them easier

to process and to handle [1]. The crystallization kinetics

can be studied with the help of thermo-analytical tech-

niques, e.g., differential scanning calorimetry (DSC) and

differential thermal analyzer (DTA). These DSC/DTA

experiments can be carried out in isothermal as well as

non-isothermal [2–6] environment. To analyze the data

obtained from DSC and hence to obtain kinetic parameters

of the crystallization processes (such as activation energy,

rate constant, etc.), there are several methods available in

literature. These methods are generally based on either the

isokinetic hypothesis or the isoconversional principle and

they can be accordingly classified as (1) isokinetic methods

where rate of reaction is considered to be the same

throughout the temperature/time range; and (2) isoconver-

sional methods, which are generally used for non-isother-

mal (linear heating) analysis, assume that the reaction rate

at a constant degree of transformation is only a function of

temperature. Therefore, in the isokinetic analysis, the

kinetic parameters are assumed to be constant with respect

to time and temperature; while in case of isoconversional

study, the kinetic parameters are considered to be
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dependent on the degree of transformation at different

temperature and time [7].

Experimental methods

Specimens of amorphous Zr52Cu18Ni14Al10Ti6 alloy were

prepared by a melt spinning technique. The linear heating

experiments were carried out on the as-quenched samples

at four different linear heating rates (5, 10, 15, and 20 �C/

min) in a DSC (DSC-50, Shimadzu, Japan) from room

temperature to 833 K in air. The DSC has a minimum

detection sensitivity of 10 lW. The samples of the metallic

glass (5–6 mg) under consideration and the reference

material a-Al2O3 were crimped in aluminum pans.

Theory

To study the phase transformation, which involves nucle-

ation and growth, many methods are developed. Most of

the methods depend on the transformation rate equation

given by Kolmogorov, Johnson, Mehl, and Avrami [8–12],

popularly known as KJMA equation, basically derived

from experiments carried out under isothermal conditions.

The KJMA rate equation is given by

da
dt
¼ nkð1� aÞ½� lnð1� aÞ�ðn�1Þ=n ð1Þ

where, a is degree of transformation at a given time t,

n Avrami (growth) exponent, k the rate constant.

The Arrhenius form of the rate constant is given by

kðTÞ ¼ k0 exp � E

RT

� �
ð2Þ

where, k0 is pre-exponential factor, E activation energy,

and R universal gas constant.

KJMA rate equation is based on some important

assumptions and it has been suggested that the KJMA

kinetic equation is accurate for reactions with linear growth

subject to several conditions [13].

The isoconversional methods are also known as model-

free methods. Therefore, the kinetic analysis using these

methods is more deterministic and gives reliable values of

activation energy E, which depend on degree of transfor-

mation, a. However, only activation energy will not give a

perfect picture of crystallization kinetics. The microstruc-

tural information (e.g., dimensionality of the growth) of the

precipitating phase during the transformation is also very

important for understanding the whole kinetics of crystal-

lization. Microstructural information would be known to us

when we take the isokinetic methods into account. There-

fore, the complementary use of both the methods is more

useful for understanding the kinetics of crystallization.

Results and discussion

The DSC thermograms at four different heating rates (5,

10, 15, 20 deg/min) are shown in Fig. 1. The thermo-

grams show three-stage crystallization process. The peak

height of these steps varies with the heating rate. At lower

heating rates, first peak is much distinct and diminishes as

we go for higher heating rates and last peak visibility

increases with increasing heating rate. Second peak is not

much prominent in the 5, 10, and 15 deg/min heating

rates. In this paper, the first peak is taken into consider-

ation for the kinetic analysis. Glass transition temperature

is not very evident in all four thermograms. The analysis

of DSC data to evaluate the kinetic parameters can be

obtained from non-isothermal rate laws by both isokinetic

also known as model fitting methods and isoconversional

methods.

Isoconversional analysis

Isoconversional methods evaluate the activation energy

values at progressive degrees of conversion Ea without

modelistic assumptions. The isoconversional methods can

be broadly classified into two categories: (1) isothermal

methods and (2) non-isothermal methods. The latter can

further be classified as differential and integral methods.

The isoconversional methods are based on the basic kinetic

equation:

da
dt
¼ kðTÞf ðaÞ ð3Þ

k(T) is the rate constant as given by Eq. 2 and f(a) is the

reaction model which in case of KJMA formalism gives

Eq. 1. The integral form of the above Eq. 3 can be given by
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Fig. 1 DSC thermograms of the metallic glass Zr52Cu18Ni14Al10Ti6
at different heating rates
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gðaÞ ¼
Za

0

f ðaÞ½ ��1
da ¼ k0

b

ZT

0

exp � E

RT

� �
dT ð4Þ

As mentioned earlier, exact solution of the temperature

integral is not available and various approximations made

for this has resulted into different methods. We have

discussed a few most commonly used methods and kinetic

parameters are calculated with the help of them. Different

isoconversional methods are analyzed and discussed in

detail by Starink [14].

Linear integral isoconversional methods

Kissinger–Akahira–Sunose (KAS) method Kissinger,

Akahira, and Sunose [15, 16] used the approximation given

by Coats and Redfern [17] to evaluate the integral in the

rate Eq. 4. KAS method is based on the expression

ln
b
T2

� �
¼ ln

k0R

Eg að Þ

� �
� E

RT
ð5Þ

The activation energy can be evaluated from the slope of

plot ln(b/T2) vs. 1000/T for constant conversion, a (Fig. 2)

Values of E are given in Table 1. The discussion given

ahead describes some of the methods available in the

literature which are basically special cases of the KAS

Eq. 5.

(i) Kissinger method: This well-known method assumes

that the reaction rate is maximum at the peak temperature

(Tp). This assumption also implies a constant degree of

conversion (a) at Tp. The equation used by Kissinger is

ln
b
T2

p

 !

¼ � E

RTp

þ ln
k0R

E

� �
ð6Þ

A plot of ln(b/Tp
2) vs. 1000/Tp (Fig. 3) gives an approxi-

mate straight line and the activation energy E and pre-

exponential factor k0 is calculated using the slope and the

intercept (Table 2).

(ii) Augis and Bennett’s method: This method was

suggested by Augis and Bennett [18] and is an extension of

Kissinger method showing its applicability to heteroge-

neous reaction described by Avrami expression. Apart

from the peak crystallization temperature it also incorpo-

rates the onset temperature of crystallization, To and it is

supposed to be a very accurate method of determining E

through the equation

ln
b

Tp � To

� �

 !

¼ � E

RTp

þ ln k0 ð7Þ

where Tp and To are the peak and the onset temperatures of

crystallization, respectively. The values of E and k0

obtained from the plot (ln(b/(Tp - To)) vs. 1000/Tp (Fig. 4)

are given in Table 2.
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Fig. 2 KAS plot at a = 0.2

Table 1 Local activation energy (E) at different conversion for dif-

ferent methods

a E/kJ mol-1

KAS OFW Friedman

0.1 264 ± 2 256.4 ± 2 245.5 ± 9

0.2 272 ± 2 269.5 ± 2 317.3 ± 7

0.3 278.8 ± 2 276 ± 2 303.9 ± 7

0.4 279.1 ± 2 276.3 ± 2 298.2 ± 3

0.5 280.7 ± 2 277.9 ± 2 295.7 ± 5

0.6 282.7 ± 3 279.7 ± 3 324 ± 5

0.7 285.7 ± 3 282.6 ± 3 320.7 ± 4

0.8 294 ± 3 290.5 ± 3 371.1 ± 4

0.9 303.8 ± 2 299.9 ± 2 360.5 ± 2
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Fig. 3 Kissinger plot
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Further,

n ¼ 2:5
T2

p

DT E
R

� � ð8Þ

where DT is the full width at half maximum of the DSC

curve. n derived using Eq. 8 is given in Table 3.

(iii) Boswell method: Boswell method [19] determines

the activation energy at peak temperature (Table 2) using

the following equation

ln
b
Tp

� �
¼ � E

RTp

þ const ð9Þ

Plot of ln(b/Tp) vs. 1000/Tp (Fig. 5) gives the activation

energy E listed in Table 2.

Ozawa–Flynn–Wall (OFW) method In this method [20,

21] the temperature integral in Eq. 4 is simplified by using

the Doyle’s approximation [22–24] and hence we obtain

the following equation:

ln b ¼ �1:0516
E að Þ
RTa
þ const ð10Þ

The plot of ln b vs. 1/Ta (Fig. 6) gives the slope -1.0516

E(a)/R from which the activation energy has been evaluated

(Table 1). At Ta = Tp, (Ozawa method) the value of

E determined (from Fig. 7) using Eq. 10 is given in Table 2.

Linear differential isoconversional method

The method suggested by Friedman [25] sometimes known

as transformation rate-isoconversional method, utilizes the

differential of the transformed fraction and hence it is

Table 2 Activation energy (E) and pre-exponential factor (k0)

derived using various methods

Method E/kJ mol-1 k0/s-1

Kissinger 259.9 ± 2 4.86 9 1017

Ozawa 258.1 ± 2 –

Augis and Bennett 271.7 ± 1 3.33 9 1018

Boswell 256.4 ± 2 –

Gao and Wang 278.4 ± 3 –
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Fig. 4 Augis and Benett plot

Table 3 Values of Avrami exponent (n) from different methods

Heating rate Augis and Bennett Matusita and Sakka

4 2.5 2.7

6 3.5 2.9

8 3.1 2.9

10 2.8 3.0
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Fig. 5 Boswell plot
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called differential isoconversional method. Substituting

value of k(T) in Eq. 3 Friedman derived a linear differential

isoconversional expression as

ln
da
dt

� �

a

¼ ln b
da
dT

� �

a

¼ ln Af að Þð Þ � Ea

RTa
ð11Þ

by taking logarithm on both sides of Eq. 3. For a constant

a, the plot of ln b da
dT

� �
vs 1

T

� �
should be a straight line

(Fig. 8) whose slope gives us the value of E.

Since this method does not take any mathematical

approximation for the temperature integral, it is considered

to give accurate estimate of E. Thus the method does not

require any assumption on f(a), i.e., it is a so-called model-

free method. However, being a differential method, its

accuracy is limited by the signal noise.

A method suggested by Gao and Wang [26] is a special

case of the Friedman method. This method uses the fol-

lowing expression to determine the activation energy. The

value of activation energy obtained is given in Table 2.

ln b
da
dTp

� �
¼ � E

RTp

þ const ð12Þ

A plot of ln b da
dTp

� �
vs. 1

Tp

� �
is given in Fig. 9.

The values of local activation energy Ea as a function of

a has been given in Table 1 using three different isocon-

versional methods namely, KAS, OFW, and Friedman.

This result has also been shown graphically in Fig. 10. It

appears from this graph that results obtained using KAS

and OFW methods lie quite close to each other while

Friedman points are quite scattered.
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Isokinetic methods

Matusita and Sakka method

Matusita and Sakkka [27] suggested the following equation

specifically for the non-isothermal data

ln½� lnð1� aÞ� ¼ �n ln b� mE

RT
þ const. ð13Þ

where m is an integer depends on the dimensionality of the

crystal and the Avarami exponent n depends on the

nucleation process. For a constant temperature, the plot of

ln[-ln(1 - a)] vs. ln b gives a straight line (Fig. 11) and

the slope gives the value of n. Here we have taken seven

different constant temperatures and the average value of n

comes out to be 2.66. The plot of ln[-ln(1 - a)] vs. 1/T at

constant heating rate should be a straight line and the value

of m is obtained from the slope (Fig. 12). Different values

of n are derived from these m values by using n = (m ? 1)

and are given in Table 3.

Modified Kissinger method

The modified Kissinger equation [28] given below can be

utilized to derive the activation energy (E).

ln
bn

T2
p

 !

¼ �mE

RTp

þ const ð14Þ

where E is the activation energy for crystallization, Tp is

the peak temperature, and R is the universal gas constant. m

is known as the dimensionality of growth and for the

sample without preannealing treatment, m = (n - 1). In

order to derive E from this equation, one must know the

value of n. The n value can be obtained from the slope of

the plot of ln[-ln(1 - a)] vs. ln b at constant temperature.

In order to evaluate E, the average value of n = 2.66 is

substituted in Eq. 14. Then the plot of ln bn

T2
p

� �
vs. 1

Tp

(Fig. 13) gives the values of activation energy E, which is

428.12 kJ/mol.

Conclusions

Both model dependent isokinetic and model-free isocon-

versional methods have been utilized to study the crystal-

lization kinetics of the first peak of the crystallization

process involved in the presently taken system namely

Zr52Cu18Ni14Al10Ti6 metallic glass. The isokinetic meth-

ods, though model dependent, provide single value of

activation energy. Besides, they also provide Avrami

exponent n, which gives an idea about the dimensionality
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of the growth of crystals. Isoconversional techniques, on

the other hand, provide quite accurate values of Ea as a

function of a as these analytical methods are supposed to

be model free. It is obvious from the results obtained

through KAS and OFW equations that activation energy

initially increases with a. However, from a = 0.4 to 0.5,

there is an incremental increase in Ea. Thereafter, Ea

increases again with a. This interesting result is an indi-

cation of the fact that even before first step of crystalliza-

tion is completed, second step starts. The activation energy,

E obtained using the Friedman method, on the other hand,

show appreciable variation and there is no systematic trend.

This is attributed to the signal noise involved [29]. It is also

noteworthy that the activation energy values using various

isoconversional methods and the special cases of isocon-

versional techniques namely Kissinger, Ozawa, Augis and

Benett, Boswell, and Gao and Wang are quite consistent,

whereas modified Kissinger method overestimates it. The

isoconversional approach has been utilized to obtain the

dependence of activation energy on transformed fraction

for few Fe-based multicomponent amorphous alloys [30].

Various forms of the conversion function have been used

and Sestak–Berggren function in temperature-programmed

reduction has been recently reported [31].
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Abstract Recently, multicomponent glass forming alloys

have been found which exhibit extraordinary glass forming

ability and cooling rates of less than 100 K/s are sufficient

to suppress nucleation of crystalline phases and conse-

quently bulk metallic glass (BMG) is formed. The under-

cooled melts of BMG systems have high thermal stability

in the undercooled region. Therefore, it is interesting to

study the thermodynamics of such materials. This article

investigates the thermodynamic behavior of a BMG system

namely Zr52.5Cu17.9Ni14.6Al10Ti5 by estimating the Gibbs

free energy difference DG, entropy difference DS, enthalpy

difference DH between the undercooled liquid and corre-

sponding equilibrium crystalline solid phase, in the entire

temperature range from Tm to TK. Glass forming ability

(GFA) of this system has been investigated through various

GFA parameters indicating the degree of ease of glass

formation.

Keywords Bulk metallic glass �
Thermodynamic properties � Undercooling �
Glass forming ability

Introduction

In this modern era of new technology, a number of new

bulk metallic glass (BMG) forming alloys have been

developed. These alloys may solidify as a glass when

cooled at sufficient rates, known as critical cooling rates.

They possess excellent corrosion resistance, extremely

high mechanical strength and have fairly good thermal

stability. The thermodynamic functions of metallic glass

forming alloys in the undercooled liquid phase provide

information about their glass forming ability. It is normally

accepted that the stability of the undercooled melt expo-

nentially depends on nucleation rate of a crystalline phase,

which is a good indicator of the glass forming ability

(GFA) [1–3]. The classical nucleation theory suggests that

the nucleation rate is known by thermodynamic and kinetic

factors. The thermodynamic contribution is mainly given

by the Gibbs free energy difference, DG, between the un-

dercooled liquid and corresponding crystalline phase,

entropy difference, DS and enthalpy difference, DH. Gibbs

free energy difference, DG between undercooled melt and

corresponding crystalline solid acts as the driving force of

crystallization. In an amorphous alloy system, lower value

of DG indicates less driving force of crystallization, which

enhances stability of metallic supercooled liquid and leads

to better glass forming ability. In fact, DG is the best glass

forming ability indicator compared to other glass forming

ability criteria. The Gibbs free energy difference, DG gives

a qualitative measure of the stability of the glass compared

to the crystalline state.

In this article, we investigate the thermodynamic

behavior of Zr52.5Cu17.9Ni14.6Al10Ti5 by calculating DG in

the entire temperature range from Tm to TK. This amor-

phous mulitcomponent alloy is one of the best nonberyl-

lium containing glasses, making it easier to process and
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manage [4]. In order to find out the thermodynamic prop-

erties of BMG, knowledge of specific heat difference, DCp

is required. However, in most of the cases, the specific heat

capacity data of undercooled liquid is not available because

of its metastable nature. Due to the nonavailability of

specific heat data in the undercooled region, the tempera-

ture dependence of DG, DS, and DH must be estimated

with the help of theoretical formulation.

Formulation of theoretical expressions

In this article, the expression for DG is based on linear and

hyperbolic variations of DCp with temperature and does not

consider limited undercooling region to take care of large

undercooled region of this alloy. The results obtained show

excellent agreement with DG obtained using experimental

data [4]. There are number of expressions available for

calculations of DG in the literature [5–11], in which the

assumption of DCp = constant has been taken. Values of

DG are obtained using these equations and compared with

the present calculations.

Now, the Gibbs free energy difference between under-

cooled melt and corresponding crystalline phase is given by

DG ¼ DH � TDS ð1Þ

where

DH ¼ DHm �
ZTm

T

DCpdT ð2Þ

and

DS ¼ DSm �
ZTm

T

DCp
dT

T
ð3Þ

where Tm is the melting temperature, DSm is the entropy of

fusion, and DHm is the enthalpy of fusion. They are related

to each other by the following relation:

DSm ¼
DHm

Tm

ð4Þ

DCp, defined as Cl
p � Cx

p, is the difference in specific heats of

the liquid and corresponding crystalline phases of metallic

alloy. Therefore, experimental DG can be calculated using

Eqs. 1–3, if the experimental specific heat data is available

for the undercooled and the crystal phases of a material.

However, metallic liquids are generally not stable over an

extended temperature range in the supercooled liquid,

making it difficult to determine the specific heat capacity;

one has to switch to suitable expression of DCp that effec-

tively represents the temperature dependence of DCp.

In this study, the difference in specific heat capacity is

determined using linear and hyperbolic variations with

temperature, which involves coefficients A & B for linear

trend and C & D for hyperbolic trend. These four coeffi-

cients are easily evaluated with the help of DCm
p and TK,

where DCm
p is specific heat difference at melting temper-

ature and TK is Kauzmann temperature also known as

isentropic temperature because at TK the entropy differ-

ence, DS becomes zero.

Considering the most common linear expression which

is given by

DCp ¼ AT þ B ð5Þ

Inserting Eq. 5, in Eqs. 2 and 3, Eq. 1 can be simplified

to

DG ¼ DHmDT

Tm

� 1

2
AðDTÞ2 þ B T ln

Tm

T
� DT

� �
ð6Þ

where the undercooling DT ¼ Tm � T .

Now, taking the hyperbolic variation of DCp, which is

given by

DCp ¼
C

T
þ D ð7Þ

Substituting DCp from the above equation in Eqs. 2 and

3 and simplifying Eq. 1, one can get the following

expression

DG ¼ DHmDT

Tm

þ ln
Tm

T
ðDT � CÞ � DT D� C

Tm

� �
ð8Þ

There are four unknown constants A & B and C & D in

the DG expressions (6) and (8), respectively. Since there

are two unknowns in both linear and hyperbolic case, one

needs another expression for evaluation of the constants.

By deriving an expression for DS from that of DG given by

Eqs. 6 and 8 using the following relation

DS ¼ �oDG

oT
ð9Þ

one can easily find out the required constants.

In the case of linear dependence of DCp on T, one gets

the following expression for DS through Eq. 9

DS ¼ DHm

Tm

� ADT � B ln
Tm

T
ð10Þ

Utilizing the condition that DS becomes zero at

isentropic temperatures, TK also known as Kauzmann

temperature one easily gets the unknown constants A and B

in terms of known experimental parameters

A ¼
DHm

Tm
� DCm

p ln Tm

TK

Tm � TK � Tm ln Tm

TK

ð11Þ

and
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B ¼ DCm
p � ATm ð12Þ

Similarly, the expression for DS in case of hyperbolic

dependence of DCp on T obtained from Eq. 9 by partial

differentiation of Eq. 8 provides

DS ¼ DHm

Tm

� D ln
Tm

T
� C

Tm � T

TmT

� �
ð13Þ

One gets the expressions for constants C and D from

Eq. 13 after solving it for DS = 0 at Kauzmann

temperature, T = TK

C ¼
DHm � TmDCm

p ln Tm

TK

Tm�TK

TK
� ln Tm

TK

ð14Þ

and

D ¼ DCm
p �

C

Tm

ð15Þ

Either of the Eqs. 6 and 8 can be used to evaluate DG in

the entire undercooled region, when the constants A &

B for linear nature and C & D for hyperbolic trend are

known through Eqs. 11 & 12 and 14 & 15, respectively.

Results and discussion

Figure 1 shows the Gibbs free energy difference between

undercooled liquid and corresponding crystalline solid for

Zr52.5Cu17.9Ni14.6Al10Ti5. It is obvious from the figure that

plots of DG estimated using linear and hyperbolic variation

of DCp almost coincide with the experimental points in the

entire undercooled region and hence are in excellent

agreement with the experiment. The parameters used [4]

for calculations of DG are given in Table 1. Surprisingly,

expression given by Lad et al. [9] abbreviated as Lad-1

provides results somewhat closer to the experimental ones,

even though DCp = constant assumption has been taken in

this approach. Other expressions given by various workers

either underestimate or overestimate DG particularly in

large undercooled region. Since DG is the driving force for

crystallization, its accurate evaluation is important from the

view point of alloy design for various applications.

The entropy difference, DS between the undercooled

liquid and corresponding crystalline solid has been

obtained from the derivative of the plotted DG using

Eqs. 10 and 13 and the same has been shown in Fig. 2

along with experimental results of Glade et al. [4]. It can be

seen from the figure that the present approach accounts for

accurate DS values in the entire temperature range and is

matching excellently with the experimental points. Calcu-

lations using other theoretical expressions have not been

shown as they are expected to show large variation from

experiment. This has already been indicated in the DG plot

and DS have been derived using the derivative of DG only.

DH, the enthalpy difference between undercooled liquid

and corresponding crystalline solid has been also evaluated

from the known values of DG and DS using Eq. 1. The
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Fig. 1 Gibbs free energy difference, DG as a function of temperature,

T for Zr52.5Cu17.9Ni14.6Al10Ti5

Table 1 Parameters used for calculation of thermodynamic quantities DG, DS, and DH and different GFA criteria

System Tg/K Tx/K Tm/K Tl/K TK/K DHm/kJ mol-1 DCm
p /J mol-1K-1 DSm/J mol-1K-1 Ref.

Zr52.5Cu17.9Ni14.6Al10Ti5 675 727 1085 1091 638 8.2 7.02 7.6 [4]
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Fig. 2 Entropy difference, DS as a function of temperature, T for

Zr52.5Cu17.9Ni14.6Al10Ti5
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difference in the enthalpy between the liquid and the

crystalline states at the glass transition, should in principle,

provide the amount of enthalpy frozen into the liquid at Tg.

The changing thermodynamics between the phases has also

been recently investigated [12].

Besides the evaluation of DG in the undercooled region,

various other GFA parameters [13] indicating the tendency

of glass formation in this system have been derived and are

given in Table 2. For getting an idea of relative glass

forming tendency of this system, GFA indicating parame-

ters of another system [3] having Nb in place of Ti have

also been listed in the same Table. From the Table, it

appears that glass forming ability of both these systems is

nearly identical. Addition of an extra element like Nb or Ti

does not seem to affect the GFA of Zr–Cu–Ni–Al system

[14] reported to have super high glass forming ability

(Figure 3).

Conclusions

The theoretical formulations used in this study provide

excellent results for thermodynamic parameters DG, DS,

and DH in the entire undercooled region of BMG forming

alloy, Zr52.5Cu17.9Ni14.6Al10Ti5. Among these three

parameters, accurate evaluation of DG is very important as

its value is an indicator of GFA of BMG’s. It is obvious

from the DG values obtained for this system that it has

fairly good glass forming tendency owing to smaller value

of DG. DG is a signature of driving force for crystalliza-

tion. Other two parameters, DS and DH follow from

DG and hence these two also show one to one correspon-

dence with the experiment. Further, the present system

exhibits good glass forming tendency as indicated by var-

ious GFA parameters.
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Abstract. Knowledge of glass forming ability (GFA) of amorphous metallic alloys is very 

important from both theoretical and practical point of view. Thermodynamically, the Gibbs free 

energy difference, ∆G between the undercooled liquid and the corresponding crystalline state is 

driving force for crystallization. As a consequence, it is a good indicator for glass forming ability of 

metallic glasses. A novel expression for ∆G has been used to estimate the GFA of recently 

developed Ca-based bulk metallic glasses viz. Ca53Mg23Cu24,Ca65Mg15Cu20,Ca40Mg25Cu35, 
Ca50Mg22.5Cu27.5 and Ca55Mg15Cu30. Different GFA criteria are also evaluated for systems taken up 

in the study and effect of addition of variation in composition of  Ca-Mg-Cu system is also 

investigated. Present work suggests that among different GFA criteria, ∆G is the best criterion for 

the prediction of GFA for Ca-based bulk metallic glasses. 

Introduction 

Bulk metallic glasses (BMGs) have been discovered in many multicomponent alloy systems after 

the first successful formation of metallic glasses by rapid solidification of liquid alloy. The critical 

thickness of these alloy systems has been increased from 1mm to several centimeters in the past 

decades. From the physical metallurgy point of view, critical thickness is directly related to critical 

cooling rate, Rc, above which the multicomponent BMG forming systems are supposed to be fully 

amorphous as no crystallization occurs. Rc, in turn, is a measure of glass forming ability (GFA) of 

these BMGs. In fact, lower Rc corresponds to higher GFA [1] and vice versa. Although Rc is a 

parameter which provides a way to evaluate and compare the GFA of various alloy systems, a 

number of solidification trials with different cooling rates are required [2]. In order to simplify the 

experiments, many theoretical approaches have been proposed [3-10] to explore the possibility of 

designing new glasses with improved GFA [11-13], large supercooled liquid region and high 

thermal stability. The most extensively used GFA criteria are the reduced glass transition 

temperature, Trg, the parameter, γ and the supercooled liquid range, ∆Tx [3,5,6]. Actually, quite a 

large number of good glass forming systems obey these criteria barring few exceptions [14-15]. 

Recently, Suo et al [16] have proposed a new criterion for the evaluation of GFA of Ca-based 

BMGs. This approach combines the liquid phase stability, resistance to crystallization and the glass 

transition enthalpy. Ca-based bulk metallic glasses are a relatively new class of light weight 

amorphous alloys and have been formed with simple alkaline earth metals ( Ca and Mg) and late 

transition metals (e.g. Ag, Cu, Zn and Ni). They have some unique properties such as low 

characteristic temperatures, low density, low moduli and good biocompatibility.  

 Present work reports the estimation of GFA of Ca-based bulk metallic glasses at five 

compositions viz. Ca53Mg23Cu24,Ca65Mg15Cu20,Ca40Mg25Cu35, Ca50Mg22.5Cu27.5 and Ca55Mg15Cu30 

through ∆G. Besides, a comparative study of the present investigation of GFA of these BMGs has 

also been done with other existing GFA parameters. 

Theoretical formulations 

     I. Thermodynamics of Amorphous alloys. Knowledge of the thermodynamic properties i.e, 

Gibbs free energy difference (∆G), entropy difference (∆S), enthalpy difference (∆H) and specific 
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heat differece (∆Cp), plays an important role in order to find out the glass forming ability and 

thermal stability of metallic amorphous alloys.The Gibbs free energy differece gives a qualitative 

measure of the stability of the glass compared to the crystalline state.  

 

The difference in Gibbs free energy between the liquid and crystalline phases is given by  

G H T S∆ = ∆ − ∆                                                                                                    (1) 

where 
mT

m p

T

H H C dT∆ = ∆ − ∆∫                                                                                               (2) 

and 
mT

m p

T

dT
S S C

T
∆ = ∆ − ∆∫                                                                                                (3) 

 

where, Tm is the melting temperature, ∆Sm is the entropy of fusion and ∆Hm  is the enthalpy of 

fusion. They are related to each other by the following relation: 

 

m
m

m

H
S

T

∆
∆ =                                                                                                                (4) 

∆Cp, defined as l x

p pC C− , is the difference in specific heats of the liquid and corresponding 

crystalline phases of metallic alloy. Therefore, experimental ∆G can be calculated using Eq. (1) - 

(3), if the experimental specific heat data is available for the undercooled and the crystal phases of a 

material. However, due to the metastable nature of amorphous metallic materials experimental ∆Cp 

data is unavailable; therefore one has to switch to suitable expression of ∆Cp that adequately 

represents the temperature dependence of ∆Cp. The most common is the linear expression given by 

 

pC AT B∆ = +                (5) 

 

Substituting Eq. (5) in Eqs. (2) and (3), Eq. (1) can be simplified to  

 

 ( )21
ln

2

m m

m

H T T
G A T B T T

T T

∆ ∆  ∆ = − ∆ + −∆ 
 

        (6) 

 

where mT T T∆ = − . 

 

To simplify Eq. (6), TS [17] used the following approximation: 

 

 
( )

2
ln ln 1

/ 2

m

m m

T T T

T T T T T

 ∆ ∆ 
= + ≅    + +   

         (7) 

 

and derived the expression 

 

 
2m

m m

H T T
G

T T T

 ∆ ∆
∆ =  + 

           (8) 

 

The approximation given in Eq. (7) is strictly valid only for small undercooled region, ∆T. But, for 

the multicomponent metalllic glass forming alloys, which exhibit a large undercooled regime. 
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Therefore, to account for the wide undercooled region of the multicomponent metallic alloys Lad et 

al [18] obtained the following expression. 

 

 1
2

m

m

H T T
G

T T

∆ ∆ ∆ ∆ = − 
 

           (9) 

 

Different approximations for the logarithmic term given in Eq. (6) are used by Eq. (8) and Eq. (9) 

and it has been found that neither Eq. (8) nor Eq. (9) works for many multicomponent amrphous 

alloys.  

Now, considering the Taylor series expansion of Eq. (7) up to second order gives the following 

approximation: 

 

 
( )2

4
ln m

m

T T T

T T T

∆  ≅ 
  +

          (10) 

 

Substituting Eq. (10) in Eq. (6) Lad et al [19] obtained the following equation for the Gibbs free 

energy difference 

 

( )

2

2

4m

m m

H T T
G

T T T

 ∆ ∆
∆ =  

 + 
                     (11) 

II. Glass forming ability. It is well known since the pioneering work of Turnbull [3] that melting 

enthlpy (∆H) is an important parameter for influencing the Gibbs free energy difference (∆G) 

between undercooled liquid and the corresponding crystalline solid. The expression relating ∆G and 

∆H, proposed by Turnbull in the undercooled region is given by 

 

 m

m

T
G H

T

∆
∆ = ∆           (12) 

 

∆G has played an important role in predicting the glass forming ability of multicomponent metallic 

alloys. Lesser the value of ∆G, smaller is the driving force for crystallization and easier is the 

formation of BMGs. It can be seen from Eq. (12) that ∆G increases linearly with ∆H. This clearly 

indicates that a relationship between ∆H and GFA is expected. Turnbull’s linear expression between 

∆G and ∆H provides good results in smaller undercooled region, but fails to account for non-

linearity in large undercooled region in BMGs, since ∆G does not increase rapidly and shows 

saturation at large ∆T, when the temperature approaches TK. To avoid Kauzmann paradox, the 

undercooled liquid is transformed into glass much before TK at its corresponding glass transition 

temperature, Tg. However, study of ∆G in large undercooled region is very interesting to guage the 

GFA of these alloys. Here, it may be noted that the expression proposed by Lad et al [19] is able to 

account for non-linearity in ∆G particularly at large ∆T and it clearly shows the improvement of the 

proposed expression given by Eq.11 over that of rather simple Turnbull equation expressed by 

Eq.12. Nevertheless, the present study of Ca-based metallic glasses at five different composition 

reiterates the linear relationship between ∆H and GFA. 

Results and Discussion 

The prime requirement for the formation of amorphous phase from a liquid state is essentially 

suppression of competing nucleation and growth of the crystalline phases in the supercooled region. 

Turnbull [3] divelged a ratio, widely adapted as reduced glass transition temperature, Trg; a ratio 
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between glass transition temperature Tg and liquidus temperature Tl of an alloy, often used as a 

criterion to determine the GFA of an alloy.      

There are so many different criteria available in literature [13, 20] for the estimation of 

GFA, such as γm(=2Tx - Tg/Tl), γ(=Tx/Tg+Tl) and Tx/Tl . These criteria are mainly based on melting 

temperature (Tm), crystallization temperature (Tx), glass transition temperature (Tg), liquidus 

Temperature (Tl),.The systems which are taken up in this study, different GFA criteria are 

calculated for them and they are compiled in table – 1.  

It can be seen from the evaluated parameters given in Table-1 that different GFA criteria laid 

down by different workers do not show any systematic variation in the glass forming tendency at 

various compositions of these Ca-based ternary alloys. The parameters namely Trg , γm  and γ are 

almost constant with values of 0.6, 0.7 and 0.4 respectively and even Tx/Tl does not vary 

appreciably. Only recently proposed parameter Q by Suo et al [16] seems to be a sensitive parameter 

showing variation with change in composition. However, it may be noted that the evaluation of  Q 

essentially requires the knowledge of  crystalline enthalpy ∆E. Another interesting point may be 

observed from the expression of Q that this parameter also indicated the inverse relation of  GFA 

with mH∆ . As mH∆ decreases, glass forming tendency increases. This can be seen from Table-2.  

 

Table 1. Different GFA criteria 

 System 
g

rg

l

T
T

T
=  

(2 )x g

m

l

T T

T
γ

−
=  

x

g l

T

T T
γ =

+
  x

l

T

T
 ( )( )( )/ /g x l mQ T T T E H= + ∆ ∆  

Ref. [16] 

 

 

Ca53Mg23Cu24 

 

0.62 

 

0.72 

 

0.41 

 

0.67 

 

0.886 

 

Ca65Mg15Cu20 

 

0.56 

 

0.64 

 

0.38 

 

0.60 

 

0.683 

 

Ca40Mg25Cu35 

 

0.59 

 

0.69 

 

0.40 

 

0.64 

 

0.558 

 

Ca50Mg22.5Cu27.5 

 

0.60 

 

0.73 

 

0.41 

 

0.67 

 

0.916 

 

Ca55Mg15Cu30 

 

0.56 

 

0.67 

 

0.39 

 

0.62 

 

0.744 

 

 

Table 2.  ∆G (Tg) as an indicator of glass forming ability parameter 

 

System Tg 

(K) 

[16] 

Tx 

(K) 

[16] 

Tm 

(K) 

[16] 

Tl 

(K) 

[16] 

∆Hm 

[kJ/mol] 

[16] 

 

∆G (Tg) 

[kJ/mol] 

∆G(Tg)/∆Hm 

 

 

 

Ca53Mg23Cu24 

 

 

406 

 

 

439 

 

 

627 

 

 

655 

 

 

8.25 

 

 

1.8 

 

 

0.218 

 

Ca65Mg15Cu20 

 

383 

 

409 

 

630 

 

682 

 

8.27 

 

1.85 

 

0.223 

 

Ca40Mg25Cu35 

 

399 

 

436 

 

650 

 

680 

 

8.69 

 

1.94 

 

0.223 

     

    Ca50Mg22.5Cu27.5 

 

400 

 

442 

 

625 

 

663 

 

8.94 

 

1.96 

 

0.219 

 

Ca55Mg15Cu30 

 

397 

 

437 

 

626 

 

706 

 

9.85 

 

2.17 

 

0.220 
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   We evaluated the GFA of this ternary alloy at five different composition in the entire undercooled 

region and could see a clear cut trend in increase of GFA with decreasing ∆G values at Tg of the 

respective alloys. This is quite logical as the lower values of ∆G is a signature of lower driving force 

for crystallization. Thus, Ca53Mg23Cu24 appears to have highest glass forming tendency having 

lowest  ∆G  value of  1.8 at Tg and Ca55Mg15Cu30 having high value (2.17)of  ∆G at Tg. ∆G has been 

evaluated through Eq.11 and  the plots for  five composions of this alloy system are shown in Fig.1. 

The ∆G  at Tg and ∆G(Tg)/ ∆Hm are given in Table-2 along with other parameters used in evaluation 

of  ∆G and other GFA parameters provided in Table-1. It can be guaged from the ∆G(Tg)/ ∆Hm 

values of the alloys of different compositions that all the values for five compositions lie ~ 0.22. 

This constant value of 0.22 of the ratio indicates that lower the value of ∆G(Tg), lower the value of 

the corresponding ∆Hm and better is the glass forming ability. This underlines the fact that ∆Hm is 

also an important parameter, which speaks apriori about the tendency of an alloy to form amorphous 

phase.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. Gibbs free energy difference, ∆G as a function of temperature, using Lad et al. [18,19]  

expression for different five Ca-based multicomponent metallic alloys. 

Conclusion 

  

Based on the results obtained using Eq.11 proposed by us, one can say that ∆G is an important 

parameter and its theoretical estimation provides quite a fair idea about the GFA of multi-component 

alloys.Moreover, it does not need many parameters for calculation except for Tm and ∆Hm. The other 

GFA parameters not only need many parameters but also lack consistency. Besides,  

∆G at Tg shows appreciable variation for different compositions of the alloy which is a signature of 

variable GFA of these systems. 
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 Study of Thermodynamic Properties of Pt57.3Cu14.6Ni5.3P22.8 
Bulk Metallic Glass 

Ashmi T. Patel and Arun Pratap 

Condensed Matter Physics Laboratory, Applied Physics Department, Faculty of Technology & Engineering,  
The Maharaja Sayajirao University of Baroda, Vadodara – 390 001. 

Abstract. Improving the capability of predicting the glass forming ability (GFA) of metallic glasses is of theoretical and 
practical significance. Thermodynamically, the Gibbs free energy difference, ∆G between the undercooled melts and the 
corresponding crystalline solids is exponentially related to nucleation rates. If ∆G is small the critical nucleation work for 
the formation of a crystal becomes large and therefore the nucleation rates are greatly reduced. ∆G is the driving force for 
crystallization and as a consequence, it is a good measurement for glass forming ability. Lesser the value of ∆G, higher is 
the GFA. In the present paper, ∆G is calculated using linear and hyperbolic variations of specific heat difference, ∆Cp in 
the undercooled region for Pt57.3Cu14.6Ni5.3P22.8 bulk metallic glass, which shows an extraordinary ability to resist 
crystallization. Different thermodynamic properties like ∆S and ∆H also have been evaluated using linear and hyperbolic 
variations. Theoretical results show very good agreement with experimental values. 

 
Keywords: Glass forming ability, thermodynamic properties, bulk metallic glass, platinum 

 
PACS: 65.60.+a 

INTRODUCTION 

Bulk metallic glasses (BMG) have drawn a lot of interest because of their superior physical and chemical 
properties than their crystal counterpart. Bulk glass formation in multi component metallic alloys has also widened 
the area of possible technological applications of metallic glasses. These alloys show an extraordinary ability to 
resist crystallization and may solidify as a glass when cooled at sufficiently high rates. 

The Pt57.3Cu14.6Ni5.3P22.8 alloy has been developed, with a critical cooling rate of the order of ~20 K/s. Its low 
liquidus temperature and large supercooled region expresses remarkable processing advantages over conventional 
platinum alloys [1].   

Thermodynamically, the knowledge of Gibbs free energy difference ∆G between the crystalline and 
corresponding amorphous phase, entropy difference ∆S and enthalpy difference ∆H plays an important role to 
investigate nucleation and growth phenomena and to predict glass forming ability (GFA). The tendency for the glass 
formation is high if the Gibbs free energy difference between the undercooled melts and the corresponding 
crystalline solids is small. In this case, the critical nucleation work for the formation of a crystal becomes large and 
therefore the nucleation rates are greatly reduced. In fact, nucleation rate has an exponential dependence on Gibbs 
free energy difference, ∆G. ∆G is the driving force for crystallization and as a result, it is a good measurement for 
GFA. In general, lesser the value of ∆G, higher is the GFA. The values of ∆G, ∆S &∆H can be calculated if the 
specific heat capacities, ∆Cp of the liquid and crystalline phase are known as a function of temperature.  

THEORETICAL FORMULATION 

With the knowledge of the specific heat of the undercooled liquid, the thermodynamic functions can be 
determined. Therefore, it is very important for further research on the mechanism of solidification and formation of 
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metastable materials [1]. However, in most of the cases, the specific heat data of undercooled liquid is not available 
due to its metastable nature. A simple extrapolation of the data of the liquid state for the undercooled region is only a 
crude approximation because in that case we get very few experimental points. In absence of specific heat data in 
undercooled region the functional dependence of ∆G, ∆S and ∆H on undercooling are estimated theoretically. Many 
expressions are available for ∆G calculations in literature [2-5]. All these expressions depend on some kind of 
assumption for temperature dependence of heat capacity. 

 
∆Cp defined as Cp

l - Cp
s is the difference in specific heats of the two phases. We may choose an expression which 

satisfactorily explains the temperature dependence of ∆Cp. It is observed that ∆Cp shows linear and hyperbolic 
variation with temperature. So in the present case we have opted for these two linear and hyperbolic variations of 
∆Cp, which involves A & B coefficients for linear variation and C & D coefficients for hyperbolic variation. These 
coefficients can be evaluated with the knowledge of ∆Cp

m and TK. Where, ∆Cp
m is specific heat difference and TK is 

Kauzmann temperature where entropy difference, ∆S = 0.  
 
Considering these two types of ∆Cp variations, expressions for ∆G are derived. The most common is the linear 

expression is given by 
    pC AT B∆ = +        (1) 

And the hyperbolic expression for ∆Cp is given by 

    p
CC D
T

∆ = +        (2) 

Now, the difference in the Gibbs free energy between undercooled liquid and the corresponding crystalline phase is 
given by 

    G H T S∆ = ∆ − ∆        (3) 
Where, 

    
mT

m p
T

H H C dT∆ = ∆ − ∆∫       (4) 

and  

    
mT

m p
T

dTS S C
T

∆ = ∆ − ∆∫       (5) 

Where, Tm is the melting temperature, ∆Sm is the entropy of fusion and ∆Hm is the enthalpy of fusion. They are 
related to each other by the following relation. 

    m
m

m

H
S

T
∆

∆ =        (6) 

Hence, the expression for ∆G becomes 

    
m mT T

m
p p

m T T

H T dTG C dT T C
T T

∆ ∆
∆ = − ∆ + ∆∫ ∫     (7) 

Considering linear variation of ∆Cp given by equation (1), the expression for ∆G (7) becomes 
 

    21 ( ) ln
2

m

m

H T TmG A T B T T
T T

∆ ∆   ∆ = − ∆ + −∆    
   (8) 

Similarly, considering linear variation of ∆Cp, equation (5) becomes 

    lnm m

m

H T
S A T B

T T
∆

∆ = − ∆ −      (9) 

At T = TK, ∆S = 0, therefore equation (9) becomes, 

    0 lnm m

m K

H T
A T B

T T
∆

= − ∆ −  

or,    [ ] lnm m
m K

m K

H T
A T T B

T T
 ∆

= − +  
 

     (10) 
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Now, taking into account linear variation of ∆Cp, B can be written as, 
    m

p mB C AT= ∆ −        (11) 
Using the above expression of B in equation (10), we get the expression for A as follows, 

    
ln

ln

mm m
p

m K

m
m K m

K

H TCT T
A

TT T T T

∆  − ∆  
 =
 − −  
 

     (12) 

On the other hand, hyperbolic variation of ∆Cp given by equation (2), considering that ∆G and ∆S equations become,  

    [ ]lnm m

m m

H T T CG DT C T D
T T T

 ∆ ∆  ∆ = + − −∆ −  
   

   (13) 

    1 1lnm m

m m

H T
S D C

T T T T
 ∆  ∆ = − − −  

   
    (14) 

At T=TK , ∆S = 0, therefore equation (14) becomes, 

    1 10 lnm m

m K K m

H T
D C

T T T T
  ∆

= − − −   
   

 

or,     
( )

ln m Km m

m K m K

T TH T
D C

T T T T
− ∆

= +  − 
     (15) 

Considering hyperbolic variation of ∆Cp, D can be written as,  

    m
p

m

CD C
T

= ∆ −        (16) 

Using the above expression of D in equation (15), we get the expression for C as follows, 

    
( )

ln

ln

m m
m m p

K

m K m

K K

TH T C T
C

T T T
T T

 ∆ − ∆  
 =

−  −  
 

     (17) 

 
 

RESULTS & DISCUSSION 
 

The coefficients A, B, C & D required for evaluation of ∆Cp assuming linear trend and hyperbolic variation 
respectively have been evaluated using equations (11), (12) and (16) & (17). For the evaluation of these coefficients 
using parameters given in TABLE-1 have been utilized. These coefficients, in turn, have been incorporated in the 
expressions for Gibbs free energy difference ∆G, entropy difference ∆S, and enthalpy difference ∆H considering 
linear and hyperbolic variation of specific heat difference ∆Cp

m.  
 
 

 
TABLE 1.  Parameters used for the calcualtions 

 
System Tm 

(K) 
Tk 
(K) 

∆Hm 
(kJ/mol) 

∆Cp
m 

(J/mol-K) 
Reference 

Pt57.3Cu14.6Ni5.3P22.8 775 396 11.4 10.22 1 
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FIGURE 1.  Gibbs free energy difference, ∆G of Pt57.3Cu14.6Ni5.3P22.8 in the undercooled melt as a function of temperature. 
 
 Fig. 1 shows the Gibbs free energy difference, ∆G between undercooled liquid and corresponding crystalline 
solid as a function of temperature. Values of ∆G calculated using Linear and hyperbolic variations of heat capacity 
from Eqs. (8) and (13) are shown along with results obtained through other theoretical approaches and the 
experimental data. One can see that they are in excellent agreement with each other and also with the experimental 
points. The results obtained through other theoretical approaches, on the other hand, show large deviation (except 
TS-1) [2] in almost entire temperature range. The ∆G values evaluated using Lad-1 & Lad-2 equation [4,5] fall much 
below the experimental data while that using  S&H equation [3] overestimate ∆G, even though, ∆G plot evaluated 
using TS-1 equation [2] is close to the experimental data. The closeness of our results with the experimental data in 
comparison to other theoretical curves may be attributed to the fact that all the earlier workers have assumed 
constancy of ∆Cp and have not considered it as a variable with respect to temperature in the entire undercooled 
region. 
 
 

  

 

 

 

FIGURE 2.  Entropy difference, ∆S of Pt57.3Cu14.6Ni5.3P22.8 in the undercooled melt as a function of temperature. 
 
 
 

 
 
 
 
 
 
 
 

 
FIGURE 3.  Enthalpy difference, ∆H of Pt57.3Cu14.6Ni5.3P22.8 in the undercooled melt as a function of temperature. 
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 The entropy difference ∆S for Pt57.3Cu14.6Ni5.3P22.8 system calculated from Eqs. (9) and (14) is shown in Fig. 2. 
The results from the other approaches [S&H, Lad-1 and Lad-2] [3-5] are not shown because of their large deviation 
from the experimental ∆G values as seen from Fig. 1. The calculated values show similar variation as seen for the 
experimental data. Once ∆G and ∆S values are known one can evaluate values of enthalpy difference, ∆H using Eq. 
(1). The results obtained for ∆H for Pt57.3Cu14.6Ni5.3P22.8, using both linear and hyperbolic variation of ∆Cp are 
plotted in Fig. 3. The experimental values of ∆H are also shown in the figure and it can be seen that the calculated 
values lie quiet close to the experimental values. 
 
 So far, no one has taken ∆Cp variation with temperature for evaluation of thermodynamic properties, ∆G, ∆S, & 
∆H.. Most of the expressions which are available in literature consider ∆Cp

 is to be constant. An attempt has been 
made by Mondal et al. [6] to evaluate the constants a and b. Their results for few bulk metallic systems are in good 
agreement with experimental data. However, it may be pointed out that there is an inconsistency in their derivation 
of the expressions for ∆Cp

α at Tα (isenthalpic temperature) and ∆Cp
m at Tm. The expressions have been obtained by 

treating ∆Cp as constant in the entire undercooling range. Further, Mondal et al. [6] utilize the above expressions for 
∆Cp

α and ∆Cp
m to derive the constants a and b taking ∆Cp occurring in the expression which assumes ∆Cp to be a 

linear function of temperature. These two simultaneous assumptions: 
1. treating ∆Cp to be a constant; and  
2. putting back the so-obtained ∆Cp

α at Tα to get the constants a & b, 
 are contradictory making the whole exercise futile.  

 
 

CONCLUSIONS 
 

The expressions for ∆G which are proposed in the present paper assuming linear and hyperbolic variation for ∆Cp 
gives excellent results in the entire undercooled region of Pt57.3Cu14.6Ni5.3P22.8 BMG. The linear and hyperbolic 
values of ∆G appear to be almost superimposed on the experimental data. Values of ∆S and ∆H derived from so 
obtained ∆G values also lie very close to each other. The hyperbolic values superimposed the experimental one 
while linear values have slight deviation with experimental one. 

 
One can say that presently proposed expressions for ∆G assuming linear and hyperbolic variation of heat 

capacity, ∆Cp with temperature offer quite accurate results for Pt57.3Cu14.6Ni5.3P22.8 BMG. The results assuming ∆Cp 
to be constant with temperature does show large variation and can not be applied in the present system. Therefore, to 
find out accurate values of thermodynamic properties one has to take into account variation of heat capacity 
difference, ∆Cp with temperature as considered in the present work. The accuracy in the estimation of Gibbs free 
energy difference, ∆G is often critically important when used in the analysis of nucleation phenomena, since the 
nucleation frequency has an exponential dependence on ∆G. 
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“Crystallization is still in many ways, more an art than a science.”  
–David Oxtoby, Nature, August 3, 2000. 

1. Introduction  

Metallic glasses are kinetically metastable materials. Metallic glass is defined as “A liquid, 
which has been cooled into a state of rigidity without crystallizing”. Properties of metallic 
glasses differ form non metallic glasses. Ordinary glasses are made up of silica while 
metallic glasses are made of alloy metals. Ordinary glasses are transparent whereas metallic 
glasses are opaque. In ordinary glasses, covalent bond is observed while in metallic glasses 
metallic bond is observed. On the basis of internal arrangement of atoms or molecules and 
type of force acting between them, the material can be classified into the following two 
categories: 

i. Crystalline solid: Those materials in which the constituent ions or atoms and molecules 
are arranged in regular pattern are called crystalline solids. Besides, crystalline solids 
have a definite external geometrical form. 
e.g. Quartz, Calcite, Diamond, Sugar, and Mica 

ii. Amorphous or glassy solid: Those materials do not have definite geometric pattern are 
called amorphous solids. In amorphous solid atoms, ions or molecules are not arranged 
in definite pattern. 
e.g. Rubber, Glass, Plastic and Cement 

Also, an amorphous solid is a solid in which there is no long range order of the positions of 
the atoms. Solids in which there is long-range atomic order are called crystalline solids. 

At high cooling rate, any liquid can be made into an amorphous solid. Cooling reduces 
molecular mobility. If the cooling rate is faster, then molecules can not organize into a more 
thermodynamically favourable crystalline state and an amorphous solid will be formed. 
Materials in which such a disordered structure is produced directly from the liquid state 
during cooling are called “Glasses” and such amorphous metals are commonly referred to 
as “Metallic Glasses” or “Glassy Metals”. The metallic glasses have a combination of 
amorphous structure and metallic bond. This combination provides a metallic glass a new 
and unique quality, which cannot be found in either pure metals or regular glass. 
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In the past, small batches of amorphous metals have been produced through a variety of 
quick-cooling methods. For instance, amorphous metal wires have been produced by 
sputtering molten metal onto a spinning metal disk. The rapid cooling, of the order of 
millions of degrees a second, is too fast for crystals to form and the material is “locked in” a 
glassy state. Now-a-days number of alloys with critical cooling rates low enough to allow 
formation of amorphous structure in thick layers (over 1 millimetre) have been produced; 
these are known as bulk metallic glasses (BMG).  

However, there are various methods in which amorphous metals can be produced, 
preventing the crystallization. Sputtering, glow discharge sputtering, chemical vapour 
deposition (CVD), gel desiccation, electrolyte deposition, reaction amorphization, pressure–
induced amorphization, solid state diffusion amorphization, laser glazing, ion implantation, 
thin-film deposition, melt quenching and melt spinning are some of them. 

The study of the thermally-activated phase transformations is of great significance in the 

field of materials science as the properties of materials change due to the change in the 

composition and/or microstructure. The properties of fully or partly crystalline materials 

are usually different from their amorphous counterparts. From the viewpoint of a materials 

scientist, the crystallization of amorphous or non-crystalline materials involves the 

nucleation and growth processes. The processes driven by nucleation and growth have 

attracted a lot of interest for tailoring technological applications. For example, the 

recrystallization of the deformed metals, controlling the nucleation and growth of islands on 

terraces in order to get large scale arrays of nanostructures in the manufacturing of thin-film 

transistors (Castro, 2003). Thus, the knowledge of the kinetics of crystallization would help 

to attain products with the required crystallized fraction and microstructure (e.g. 

nanocrystalline or quasicrystalline) or to avoid the degradation of materials at high 

processing (& operating) temperatures.  

The kinetics of the crystallization process can be studied with the help of thermo-analytical 
techniques namely, differential scanning calorimetry (DSC) and differential thermal 
analyzer (DTA). The DSC/DTA experiments can be carried out in isothermal as well as non-
isothermal (linear heating) conditions (Ligero et al., 1990; Moharram et al., 2001; Rysava et 
al., 1987; Giridhar & Mahadevan, 1982; Afify, 1991). Efforts made by the researchers in this 
field so far, to analyze the data obtained from DSC and hence to determine the kinetic 
parameters of the crystallization processes (say, activation energy, rate constant etc.), raise 
two important issues: (i) the selection of the mode of experiment (isothermal or non-
isothermal) and, (ii) the choice of a sound method for the analysis of the experimental data. 
However, we are more concerned with the later issue due to the fact that several methods 
for the kinetic analysis are available in the literature. These methods are generally based on 
either the isokinetic hypothesis or the isoconversional principle and they can be accordingly 
categorized as: (1) isokinetic methods where the transformation mechanism is assumed to be 
the same throughout the temperature/time range of interest and, the kinetic parameters are 
assumed to be constant with respect to time and temperature; (2) isoconversional methods, 
which are generally used for non-isothermal analysis, assume that the reaction 
(transformation) rate at a constant extent of conversion (degree of transformation) is only a 
function of temperature (Lad et al, 2008; Patel & Pratap, 2012). The kinetic parameters, in 
this case, are considered to be dependent on the degree of transformation at different 
temperature and time. The use of isoconversional methods is widespread in the physical 
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chemistry for the determination of the kinetics of the thermally activated solid-state 
reactions. The physicochemical changes during an exothermic or endothermic event in DSC 
(or DTA) are complex and involve multi-step (serial or parallel) processes occurring 
simultaneously at different rates. Therefore, the activation energies for such processes can 
logically not be same and it may vary with the degree of conversion. This is contrary to the 
isokinetic view assuming all the constituents of the material to react simultaneously at the 
same rate. The activation energy, in the isokinetic case, is thus constant and independent of 
the degree of conversion. A strong difference of opinion persists among the researchers in 
the field of thermal analysis about the concept of variable activation energy (Galwey, 2003; 
Vyazovkin, 2003). In the metallurgical branch of materials science, most of the thermal 
phase transformations (like crystallization, recovery) are morphological and are considered 
to be governed by the nucleation and growth processes. The transformation mechanisms in 
these processes are also complex e.g. interface-controlled, diffusion-controlled growth. 
Notwithstanding this, the kinetic analysis of the transformation process like crystallization 
is done according to isokinetic hypothesis. The isoconversional methods are scarcely used 
for the study of the crystallization kinetics of metallic glasses. 

2. Theory 

To study the phase transformation, which involves nucleation and growth, many methods 
are developed. Most of the methods depend on the transformation rate equation given by 
Kolmogorov, Johnson, Mehl and Avrami (Lesz & Szewieczek, 2005; Szewieczek & Lesz, 
2005; Szewieczek & Lesz, 2004; Jones et al., 1986; Minic & Adnadevic, 2008), popularly 
known as KJMA equation, basically derived from experiments carried out under isothermal 
conditions. The KJMA rate equation is given by 

 11 1 (n ) nd
nk( )[ ln( )]

dt

α
α α −= − − −  (1) 

where,  ┙ → degree of transformation at a given time t,  
 n → Avrami (growth) exponent 
 k → the rate constant 

The Arrhenius form of the rate constant is given by  

 0
E

k(T ) k exp
RT

 
= −     (2) 

where, k0 → pre-exponential factor 
 E → activation energy, and  
 R → universal gas constant 

KJMA rate equation is based on some important assumptions and it has been suggested that 

the KJMA kinetic equation is accurate for reactions with linear growth subject to several 

conditions (Minic et al., 2009).  

The isoconversional methods are also known as model-free methods. Therefore, the kinetic 
analysis using these methods is more deterministic and gives reliable values of activation 
energy E, which depends on degree of transformation, ┙. However, only activation energy 
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will not give a perfect picture of crystallization kinetics. The microstructural information 
(e.g. dimensionality of the growth) of the precipitating phase during the transformation is 
also very important for understanding the whole kinetics of crystallization. Microstructural 
information would be known to us when we take the isokinetic methods into account. 
Therefore, the complementary use of both the methods is more useful for understanding the 
kinetics of crystallization. 

Differential Scanning Calorimetry (DSC) has become a convenient and widely used tool for 
studying the kinetics of phase transformations. The volume fraction (x) of the sample 
transformed in crystalline phase during the crystallization event has been obtained from the 
DSC curve as a function of temperature (T). The volume fraction of precipitated crystal can 
be obtained from the DSC curve by using  

0

= sx
s

 

 

Where S0 is the total area under the crystallization curve i.e. the area under the curve 
between the temperature at the onset of crystallization Ton and the end-set temperature Tend 
when the crystallization is completed. S is the area at any temperature T between Ton and  
T at which the fractional crystallization is required to be known. 

There are three important modes of crystallization involving nucleation and growth processes, 

depending on the composition of a particular alloy: primary crystallization, polymorphous 
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crystallization and eutectic crystallization (Hsiao et al., 2002). In primary crystallization the 

primary phase of the alloy constituents crystallizes first. The dispersed primary crystallized 

phase coexists with the amorphous matrix and may serve as the nucleation site for 

secondary or tertiary crystallization. In Fe-based alloys ǂ-Fe crystallizes first, which is a kind 

of primary crystallization. Polymorphous crystallization is a transition of the amorphous 

phase to a crystalline one without any change in the composition of that phase. There is no 

concentration difference across the reaction front because the concentration does not change. 

Eutectic crystallization is simultaneous crystallization of two crystalline phases by a 

discontinuous reaction. This reaction takes longer than polymorphous crystallization to 

proceed because the two components have to separate by diffusion into two separate phases 

within the crystallized region (Minic, 2006). 

3. Results and discussion 

The DSC thermograms at four different heating rates are shown in Fig.1. The thermograms 

show three-stage crystallization. The first crystallization peak is evaluated for heating rates 

4, 6, 8 and 10 deg/min. Glass transition becomes clear as we go for the higher heating rates, 

but the third crystallization peak becomes less prominent as we go to the higher heating 

rates. The onset and endset of first crystallization exotherms exhibit different levels of heat 

flow i.e. the crystallization ends at slightly higher level followed by the second and third 

crystallization peak. This difference of the level indicates that the phases at the start of 

crystallization and at the end of it are not same. The analysis of DSC data to evaluate the 

kinetic parameters can be obtained from non-isothermal rate laws by both isokinetic also 

known as model fitting methods and isoconversional methods. 

 

Fig. 1. DSC thermograms of the metallic glass Co66Si12B16Fe4Mo2 at different heating rates 
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3.1 Isoconversional analysis 

The isoconversional methods require the knowledge of temperatures Tα(β) at which an 

equivalent stage of reaction occurs for various heating rates. The equivalent stage is defined 

as the stage at which a fixed amount is transformed or at which a fixed fraction, α of the 

total amount is transformed (Starink, 1997). These methods are further categorized as linear 

and non-linear isoconversional methods. The linear integral isoconversional methods 

(Kissinger, 1957; Ozawa, 1965; Augis & Bennett, 1978; Boswell, 1980; Flynn & Wall, 1966; 

Akahira & Sunose, 1971; Li & Tang, 1999) depend on the approximation of the temperature 

integral and require the data on Tα(β). The differential isoconversional methods depend on 

the rate of transformation at Tα(β) and the data on Tα(β) (Gupta et al., 1988; Friedman, 1964; 

Gao & Wang, 1986). Vyazovkin (Vyazovkin & Wight, 1997) introduced a non-linear 

isoconversional method to increase the accuracy of evaluating the activation energy. The 

isoconversional methods are based on the basic kinetic equation (Paulik, 1995) 

 
1d A E

k(T ) f ( ) exp f ( )
dT RT

α
α α

β β

 
= = −     (3) 

where k(T) is the rate constant, β is the heating rate, α is the conversion fraction and f(α) is 

the reaction model which in case of KJMA formalism gives the Eq. (1). Eq. (3) can also be 

expressed in the integral form as  

 1

0 0

T
A E

g( ) [ f ( )] d exp dT
RT

α

α α α
β

−  
= = −      (4) 

As mentioned earlier, exact solution of the temperature integral is not available and various 

approximations made for this has resulted into different methods. We have selected a few 

most commonly used methods. The accuracy of various isoconversional methods and, the 

experimental and analytical errors associated with these methods are discussed in detail by 

Starink (Starink, 2003). Roura and Farjas (Roura & Farjas, 2009) have proposed an analytical 

solution for the Kissinger equation. Rotaru and Gosa (Rotaru & Gosa, 2009) describe their 

recently developed software that implements a number of known techniques such as 

various isoconversional methods, a method of invariant kinetic parameters, master plots 

methods, etc. Cai and Chen (Cai & Chen, 2009) have proposed a new numerical routine for a 

linear integral isoconversional method that allows one to obtain accurate values of the 

activation energy in the cases when the latter varies strongly with the extent of conversion. 

Criado et al. (Criado et al., 2008) provide a critical overview of isoconversional methods, 

putting the focus on establishing whether the observed variations in the activation energy 

are real or apparent (Vyazovkin, 2010). 

Linear integral isoconversional methods 

a. Ozawa-Flynn-Wall (OFW) method 

In this method (Ozawa, 1965; Augis & Bennett, 1978; Boswell, 1980; Flynn & Wall, 1966) the 

temperature integral in Eq. (4) is simplified by using the Doyle’s approximation (Doyle, 

1961, 1962, 1965) and hence we obtain the following equation: 
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( )

1 0516
E

ln . const
RTα

α
β = − +    (5) 

The plot of ln┚ vs 1000/T┙ (Fig.2) gives the slope –1.0516 E(┙)/R from which the activation 
energy has been evaluated (Table 1). At Tα = Tp, (Ozawa method) the value of E determined 
using Eq. (5) is given in Table 2. 

  

Fig. 2. OFW plot for peak-1 

b. Kissinger-Akahira-Sunose (KAS) method 

Kissinger, Akahira and Sunose (Kissinger, 1957; Ozawa, 1965; Augis & Bennett, 1978; 
Boswell, 1980; Flynn & Wall, 1966; Akahira & Sunose, 1971) used the approximation given 
by Coats & Redfern (Coats & Redfern, 1964) to evaluate the integral in the rate Eq. (4). KAS 
method is based on the expression 

 
( )2

AR E
ln ln

Eg RTT

β

α

  
= −          (6) 

The activation energy can be evaluated from the slope of plot ln(┚/T2) vs 1000/T for constant 
conversion, ǂ (Fig. 3) Values of E are given in Table 1. The discussion given ahead describes 
some of the methods available in the literature which are basically special cases of the KAS 
equation (6). 

i) Kissinger method: This well-known method assumes that the reaction rate is maximum at 
the peak temperature (Tp). This assumption also implies a constant degree of conversion (α) 
at Tp. The equation used by Kissinger is  

 
2

pp

E AR
ln ln

RT ET

β     = − +      
 (7) 

A plot of ln(┚ /Tp2) vs 1000/Tp gives an approximate straight line and the activation energy E 
is calculated using the slope (Table 2). 
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Fig. 3. KAS plot for peak-1 

ii) Augis & Bennett’s method: This method was suggested by Augis and Bennett (Augis & 

Bennett, 1978) and is an extension of Kissinger method showing its applicability to 

heterogeneous reaction described by Avrami expression. Apart from the peak crystallization 

temperature it also incorporates the onset temperature of crystallization, To and it is 

supposed to be a very accurate method of determining E through the equation 

 
( ) pp o

E
ln ln A

RTT T

β   = − + − 
  (8) 

where Tp and To are the peak and the onset temperatures of crystallization respectively. The 
values of E obtained from the plot (ln(┚ /(Tp-To)) vs 1000/Tp is given in Table 2.  

Further,  

 

2

2 5
pT

n .
E

T
R

=  
Δ   

 (9) 

where ΔT is the full width at half maximum of the DSC curve. n can be derived using Eq. (9). 

iii) Boswell method: Boswell (Boswell, 1980) has found a limitation in the Augis & Bennett 
method that if  

1
p o

p

T T

T

−
≈  

then Augis & Bennett gives crude results. However, it may be noted that this condition may 
not apply to the present case.  
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Boswell method determines the activation energy at peak temperature (Table 2) using the 
following equation  

 
pp

E
ln const

RTT

β   = − +  
  (10) 

c. Li-Tang Method 

Li and Tang (Li & Tang, 1999) have developed an isoconversional integral method which 

does not make any assumption about the kinetic model and involves no approximation in 

the Eq. (3) as  

 ( )
0 0

1d E
ln d G d

dt R T

α α
αα

α α α
  

= −         (11) 

Where ( ) ( )( )
0

G ln A ln f d
α

α α α α= +   has the same value for a given reaction under study 

and a given α irrespective ofβ. A plot of 
0

d
ln d

dt

α
α

α
     vs 

0

1
d

T

α

α
    , for a set of β’s at constant 

conversion α will have the slope –E/R.  

Linear differential isoconversional method 

The method suggested by Friedman (Friedman, 1964) sometimes known as transformation 

rate-isoconversional method, utilizes the differential of the transformed fraction and hence it 

is called differential isoconversional method. Substituting value of k(T) in Eq. (3) and taking 

logarithm, Friedman derived a linear differential isoconversional expression as  

 ( )( )
d d E

ln ln ln A f
dt dT RT

α

α α α

α α
β α

   
= = −          (12) 

by taking logarithm on both sides of Eq.(3). For a constant ǂ, the plot of 
1d

ln vs
dT T

α
β
           

should be a straight line (Fig. 4) whose slope gives us the value of E (Table 1).  

Since this method does not take any mathematical approximation for the temperature 

integral, it is considered to give accurate estimate of E. Thus the method does not require 

any assumption on f(α), i.e. it is a so-called model-free method. However, being a 

differential method, its accuracy is limited by the signal noise (Dhurandhar et al, 2010). 

A method suggested by Gao and Wang (Gao & Wang, 1986) is a special case of the Friedman 
method. This method uses the following expression to determine the activation energy. 

 
p p

d E
ln const

dT RT

α
β
   = − +     (13) 
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2p
p

E
K

RT

β
=   (14) 

where, 

0 37p p
p p

E d
K Aexp and . nK

RT dt

α −   = =       

 

 

Fig. 4. Friedman plot for peak-1 

α 
E (kJ/mol) 

KAS OFW Friedman 

0.1 602 ± 2 584 ± 2 555 ± 1 

0.2 597 ± 1 580 ± 1 626 ± 1 

0.3 603 ± 1 586 ± 2 648 ± 1 

0.4 615 ± 1 597 ± 1 687 ± 1 

0.5 635 ± 1 616 ± 1 725 ± 1 

0.6 654 ± 1 634 ± 1 702 ± 3 

0.7 648 ± 1 629 ± 1 522 ± 5 

0.8 606 ± 1 589 ± 1 398 ± 5 

0.9 549 ± 1 534 ± 1 318 ± 2 

Table 1. Local Activation energy (E) at different conversion for different methods. 

Method E ( kJ/mol ) 

Kissinger 553 ± 2 

Ozawa 546 ± 2 

Augis & Bennett 532 ± 2 

Boswell 443 ± 7 

Table 2. Activation energy (E) using various methods. 
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Fig. 5. Local Activation energy E at different α from different methods 

Non-linear isoconversional method 

Vyazovkin and Wight (Vyazovkin & Wight, 1997) described an advanced isoconversional 

method. Similar to other isoconversional methods, this method is also based on the 

assumption that the reaction model, g(α) is independent of the heating program. So, for any 

two experiments conducted at different heating rates the ratio of the temperature integral I 

(E, Tα) to the heating rate β is a constant. For a given conversion and a set of n experiments 

performed under different heating rates, the activation energy can be determined at any 

particular value of α by finding the value of Eα for which the function 

 
( )

( )

n n
i j

i j j i

I E ,T

I E ,T

α α

α α

β

β≠

    
   (15) 

is a minimum. The minimization procedure is repeated for each value of α to find the 

dependence of activation energy on the extent of conversion.  

3.2 Isokinetic methods 

a. Matusita and Sakka method 

Matusita and Sakkka (Matusita & Sakka, 1979) suggested the following equation specifically 

for the non-isothermal data 

  ln[ ln(1 )] ln− − α = − β − +
mE

n Const
RT

  (16) 

where m is an integer depends on the dimensionality of the crystal and the Avarami 
exponent n depends on the nucleation process. For a constant temperature, the plot of ln[-

www.intechopen.com



 
Advances in Crystallization Processes 

 

118 

ln(1-ǂ)] versus lnǃ gives a straight line (Fig.6) and the slope gives the value of n, which come 
out to be n = 1.33 and n = 1.36 for temperatures T = 775 K and T = 778 K respectively. The 
plot of ln[-ln(1-ǂ)] versus 1/T at constant heating rate should be a straight line and the value 
of mE is obtained from the slope (Fig.7). 

 

Fig. 6. Plot of ln[-ln(1- ǂ)] Vs. lnǃ for diff. Temp. 

 

Fig. 7. Plot of ln[-ln(1- ǂ)] Vs. 1000/T for diff. heating rates. 

a) Modified Kissinger method 

The modified Kissinger equation (Matusita & Sakka, 1980) given below can be utilized to 
derive the activation energy (E). 
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2

n

pp

mE
ln Const

RTT

β   = − +  
  (17)  

Where E is the activation energy for crystallization, Tp is the peak temperature and R is the 
universal gas constant. m is known as the dimensionality of growth and here m = n. In order 
to derive E from this equation, one must know the value of n. The n value can be obtained 

from the slope of the plot of ln[-ln(1-α)] Vs. lnβ at constant temperature. In order to evaluate 

E, the values of n are substituted in Eq. (17). Then plots of 
2

n

p

ln
T

β    
Vs.

1

pT
(Fig. 8) gives the 

values of activation energy E, and the average E obtained is 549.80 kJ/mol. 

 

Fig. 8. Mod. Kissinger plot for n = 1.33 and n = 1.36 

A general trend of decrease in the values of n with increasing heating rate can be observed. 

Such trend has been also seen by Matusita and Sakka (Matusita & Sakka, 1979) and in other 

Fe-based (Raval et al., 2005) metallic glasses. 

 

Heating rate Matusita & Sakka 

4 1.81 

6 1.76 

8 1.75 

10 1.79 

Table 3. Values of Avrami exponent (n)  
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b. Coats & Redfern method 

One of the most popular model-fitting methods is the Coats and Redfern method (Coats & 
Redfern, 1964). This method is based on the equation 

 
2

2
1i i i

i i

g ( ) A R RT E
ln ln

E E RTT

α

β

  
= − −       (18) 

     ≅ 
i i

i

A R E
ln

E RTβ
−     

The graph of 
2

ig ( )
ln

T

α
 Vs. 

1

T
 gives a straight line whose slope and intercept allow us to 

calculate E and A for a particular reaction model. For the different kinetic models and for 

0.1≤α≤0.9, the straight lines corresponding to CR method are characterized by correlation 
coefficients (r). The general practice in this method to determine E is to look for the model 
corresponding to maximum r. In some cases, the so-obtained value of E is significantly 
different from those obtained from other methods.  

c. The invariant kinetic parameter (IKP) method 

It has been observed that the same experimental curve α=α(T) can be described by different 

function of conversion (f(α)). Further, the values of the activation energy obtained for 

various f(α) for single non-isothermal curve are correlated through the compensation effect 
(Galwey, 2003). These observations form the basis of the IKP method. In order to apply this 

method, α = α(T) curves are obtained at different heating rates (βν = 4, 6, 8, 10) using DSC. 

For each heating rate the pairs (Aνj, Eνj), where j corresponds to a particular degree of 
conversion, are determined using the following equation: 

  
2

g( ) AR E
ln ln

E RTT

α

β
= −   (19) 

For constant β, a plot of 
2

g( )
ln

T

α
 Vs. 

1

T
 is a straight line whose slope allows the evaluation 

of activation energy Eν and intercept, pre-exponential factor, Aν for different reaction models 

g(α). The same procedure is repeated to obtain the pairs (Eν, Aν) for different heating rates. 
Now, the calculation of invariant activation parameters is done using the compensation 
relation (Budrugeac, 2007) 

 ln A Eυ υα β∗ ∗= +    (20) 

The Eq. (20) represents a linear relationship between lnA and E; any increase in the 
magnitude of one parameter is offset, or compensated, by appropriate increase of the other. 

Plotting lnAν Vs. Eν for different heating rates, the compensation effect parameters α* and β* 
are obtained. These parameters follow an equation  

 *ln A E
∗α = − β  (21) 
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Fig. 9. Bright field TEM image of Ti20Zr20Cu60 metallic glass after annealing at 673 K for  
4 hours 

 

Fig. 10. SAD pattern of Ti20Zr20Cu60 metallic glass after annealing at 673 K for 4 hours 
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The plot of α* and β* gives the true values of E and A. 

Nano-structures can be synthesized by controlled crystallization of metallic glasses also 

known as de-vitrification method.  

The selected area diffraction (SAD) pattern shows characteristic rings with discontinuity. 

The phases can also be idetified as seen from fig.11. 

 

Fig. 11. Nano-phases present in Ti20Zr20Cu60 metallic glass after annealing at 673 K for  
4 hours 

4. Conclusion 

Based on the analysis of thermo-analytical data, the very obvious and straight forward 

question is: which is better, iso-conversional or iso-kinetic? 

Iso-conversional methods provide activation energy values, E as a function of conversion,α. 

The iso-kinetic methods, on the other hand, are used considering the crystallization 

mechanism to be the same throughout the entire conversion (crystallization) and give single 

constant value of activation energy. For metallic glasses, the thermally activated phase 

transformations are more physical than chemical. In fact, crystallization is a complex process 

involving nucleation and growth and on rigorous grounds, it can not be considered to be a 

single-step process. The iso-kinetic analysis always leads to a single activation energy 

(rather say, apparent activation energy) giving an overall picture of the crystallization 

process. However, the difficulty (and hence uncertainty) in choosing the proper reaction 

model persists in isokinetic analysis. Therefore, the isoconversional methods are definitely 
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superior to the isokinetic methods as far as the determination of E is concerned (Pratap et al, 

2007). Nonetheless, accurate determination of E is not the only issue in the kinetic analysis of 

crystallization process in metallic glasses. The micro-structural evolution during the non-

isothermal heating of the metallic glasses is also important. For the determination of the 

dimensionality of the growth and the grain size, one needs to know a precise reaction model 

that closely follows the crystallization process. A reaction model independently proposed by 

John-Mehl- Avrami-Kolmogorov (JMAK) is found to be the most suitable for describing the 

nucleation and growth process during the non- isothermal crystallization of metallic glasses. 

This model does help to determine of the kinetic parameters, like the dimensionality of 

growth (apart from E and A). The model-free isoconversional methods are definitely 

superior to the isokinetic methods for the accurate determination of kinetic parameters like 

E and A. However, the knowledge of accurate E and A is not sufficient for the detailed 

investigations of the dimensionality of the growth and the grain size using thermal analysis. 

A precise reaction model accounting for the phase transformations during the crystallization 

process is a prerequisite for deriving such micro-structural information. This could be a 

valid proposition if it is explicitly related to the phase transformations involving significant 

chemical changes. One can find numerous publications where JMAK formalism has been 

found to be the most appropriate for the description of kinetics of nucleation and growth 

processes in metallic glasses. Therefore, in our opinion, isokinetic methods (despite its 

limited applicability) are important and useful for the analysis of non-isothermal 

crystallization data. So, as far as the study of thermally activated phase transformation in 

metallic glasses is concerned, both the types of methods are complementary and provide not 

only useful data, but also pave way into the insight of the crystallization process. 
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