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Thesis Summary 

1.1 Introduction 

    The overall objective of this study is to develop an accurate, simple, and 

understandable model by combining supervised (Classification) and unsupervised 

(Clustering) learning methods. This study has proved that the integrated model does not 

only improves the accuracy of the classifier but it also handles some challenging issues 

such as Imbalanced, Noisy, incomplete, and high dimensional datasets, that have 

existed in Data mining areas for a long time. 

  1.2 Research Gap 

There are several machine learning algorithms available to perform a specific task. A 

specific algorithm works on a specific type of data and fails to retain its performance 

with a different set of data. Sometimes it becomes difficult to choose this combination. 

Furthermore, there are many issues related to data itself which restricts good algorithms 

to perform well. It is also observed in the literature survey that there are several 

algorithms proposed by domain experts to deal with the aforementioned issues 

associated with data. For example, if the data is imbalanced one needs to learn a 

different set of algorithms that deals with imbalanced data same for high dimension, 

noisy, or data having more missing values one has to learn several algorithms to 

identify the best one. This problem is addressed by Manuel Fernandez-Delgado et. al. 

(2014) in his paper ―Do we Need Hundreds of Classifiers to Solve Real World 

Classification Problems?‖ They quoted that ―A researcher may not be able to use 
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classifiers arising from areas in which he/she is not an expert, being often limited to use 

the methods within his/her domain of expertise‖.  

    There is not any single algorithm to solve these problems implicit in real-life data. To 

fill this gap, I have proposed an integrated framework of clustering and classification as 

a generic solution to deal with these challenges present in the data. In this approach, 

one has to learn only K means algorithm for clustering and SVM classifier for the 

classification task to deal with every kind of data 

1.3 Research Objectives 

    The detailed research objectives are to integrate the methods that can serve the 

following purposes. 

I.Balancing Imbalance data for traditional Classifiers 

II.Improve the performance of the traditional classifiers 

III.Feature compression & extraction technique 

    Three models are presented and implemented that offer a generic and logical 

solution to meet up the research objectives. 

1.4 Research Methodology 

 1.4.1 Model-1 

    The first proposed model provides a Cluster-based approach using an under-

sampling solution to balance the imbalanced data. A study for binary class distribution 

on 12 data sets openly available in UCI machine learning repository with different 

degrees of imbalance nature has been conducted. The proposed framework is capable 

in giving a three-fold solution. Firstly, it balances imbalanced data using the K-means 
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clustering approach. The main purpose of this approach is to selectively discard the 

majority instances from the dataset to make the distribution balanced and can be 

applied to any traditional classifier. Secondly, it can handle between-class imbalance 

distribution and within-class distribution. Thirdly, it can handle the different degrees of 

imbalance distribution.  

Research findings: The performance of the algorithm is considerably good with highly 

imbalanced datasets. It has reported an improved value of f-measure for approx all the 

dataset except the wine quality white dataset because the data sets contain many 

missing values.  

 

1.4.3 Model-2      

        The second proposed model is applicable as a Feature compression technique to 

build a better feature space because it can solve several machine learning problems. 

High dimensional data generally diminish the accuracy and efficiency of Data Mining 

algorithms. The higher the dimensionality, the higher the computation cost involved in 

processing. Irrelevant features may exert undue burden on classification evaluation 

parameters and increases the time and resources needed to build the model. The 

experiments were conducted on nine benchmark datasets taken from UCI machine 

repository with diverse degrees of dimensionality. The comparative analysis of the 

proposed approach with a standard correlation-based Feature Selection approach 

(RELIEF and Info-Gain Approach) was presented on the datasets. The results revealed 

that it reduces dimensionality, complexity, and computation time, and increases 

comprehensibility and the overall performance of classification algorithms. Therefore, 
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the proposed model first identifies the relevant features that may lead to accurate 

results.   

Research findings: The performance of the proposed algorithm is better compare to 

relief and info gain state-of-the-art feature selection methods with every percentage of 

features sets, at 60% of features the performance of the proposed model is very 

impressive.  

 

1.4.2 Model-3 

     The Third proposed model is to improve the performance of any classifier using a 

hybrid model (prior clustering to classification). The research experiments observed that 

the hybrid model is more refined and accurate than a single individual classifier. The 

objective is to utilize the strength of one method to complement the weaknesses of 

another. If we are interested in the best possible classification accuracy, it might be 

difficult to find a single classifier that performs as good as a hybrid model. The 

experiment has been conducted on 13 benchmark datasets taken from UCI machine 

learning repository. The results revealed that this integration process generates a more 

precise and accurate model. The major classifier’s accuracy gets affected positively 

when supervised and unsupervised learning methods are combined. 

 

Research findings: It is identified that the accuracy of the proposed model is 

reasonably high with all set of values for K. And K=3 is the most appropriate value in all 

cases except for haberman dataset where K=5 is the best value because it is less 

dimensional.  
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    The developed models have been published in Conference Proceedings 

/International Journals.  

1.5 Layout out of the Thesis 

    The contributions from this study have been presented in the chapters as follows:  

Chapter-1: This chapter contains the general introduction of the broad area of the 

research it contains an overview of Data mining, Data mining application areas, Data 

mining process, Data mining tasks, models for Data mining tasks, classification and 

clustering techniques and tools.  

Chapter-2: An extensive literature review has been accomplished and presented in this 

chapter. 

Chapter -3: A detailed description of Clustering and Classification and the techniques 

used to perform these tasks are presented in this chapter.  

Chapter-4: This chapter demonstrates the application of this proposed integrated 

approach in handling Imbalance class distribution in real-world applications which is one 

of the top challenging problems in data mining. 

Chapter -5: This Chapter contains the third proposed model, which is applicable as a 

Feature compression technique to build a better feature space because it can solve 

several machine-learning problems. 

Chapter-6: This chapter proposed an integrated approach, which is applicable in 

various aspects of data mining in this chapter model, is deployed to use clustering as a 

preprocessing process for classification. It reduces the training data set size and its 
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dimensionality by dividing the whole Dataset into smaller sub-sets leads to a smaller 

and less complicated classification task becomes quicker and easier to solve.  

Chapter- 7 Conclusion & Future work  

Chapter- 8 References.  

1.6 Conclusion 
 

    The research work carried out developed three models. 

     The first model is capable of handling between-class Imbalance distribution and 

within-class distribution .it can also handle different degrees of imbalanced distribution  

and finally, it balances the imbalanced data and that can be applied to any traditional 

classifier. The proposed model is simple yet effective in order to classify the Imbalanced 

distribution of Data.  

    The second model is applicable as a Feature selection technique to build a better 

feature space. It is observed that with 60% of features the performance of the proposed 

model is very impressive.  

    In the Third model, it is observed that the hybrid model is more refined and accurate 

than a single individual classifier. If we are interested in the best possible classification 

accuracy, it might be difficult to find a single classifier that performs as good as a hybrid 

model. The results evidently revealed that this integration process generates a more 

precise and accurate model.  

1.7 Recommendation: The Framework can be used to deal with more real-world data 

problems such as unlabelled data, unstructured data, and Textual data.  
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