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Abstract
Constant efforts are being done to improve the health care of the human race bydeveloping non invasive diagnostic techniques. One of the modality, which has overthe time proved its importance, is Computer Tomography Scanner. Researchersacross the globe constantly work on improving the quality of the reconstructedimage. One of the possible ways to achieve this task is by developing an efficientreconstruction algorithm which can be universally applied to all types of existingscanners. So, a novel algorithm is being developed to solve the problem ofreconstruction is discussed in this thesis.
A new algorithm is developed by reformulating the problem of reconstruction,which is popularly known as inverse reconstruction problem. This algorithm isdeveloped for the two beam profiles namely Parallel Beam and Fan Bean profile, sothat the algorithm can be implemented universally keeping in mind its practicalimplantation.
In recent years, soft computing techniques are used to solve the complex problemof engineering where conventional approaches have failed. Extending theapplication of the soft computing techniques to medical image processing domain,the problem of reconstruction is solved employing soft computing techniques forthe solution of the novel developed algorithm.
The novel algorithm developed for the parallel beam and fan beam profile is testedby the multi density phantom. The image reconstructed by the novel approach iscompared to the images reconstructed by the exiting analytical and algebraicreconstruction method. This validates the developed algorithm’s computationalefficiency and its diagnostic value addition.
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Chapter: 1
IntroductionThis chapter provides overview and reminder context of thesis. It also provides theaim of the research work and scope of improvement in the existing techniques.
It took more than three billion years of evolution for the animals and plants thatnow inhabit the earth, to come into existence. Humankind, the modern form ofHomo sapiens, first appeared about 100,000 years ago. Humankind over thecenturies has endeavoured for survival, development and up-liftman. During lasttwo centuries, efforts have been made to improve the safety, life span, comfort andmany other dimensions of the humankind. Major work has been carried out in themedicinal field so that the human beings living in the world can live a better andlong life. In the earlier stages, the emphasis was on the development of themedicines to cure the patients. However, this was based on the external symptomsof the human beings. Over the decades, it was felt that the doctors should be in aposition to see the developments occurring inside the human body. Thisrequirement resulted in the development of various non invasive radiographictechniques using electromagnetic radiations like X-rays and gamma rays.
The examination of the person’s anatomy, as preliminary to performing the variousdiagnostic procedures, is a technique that has been used for centuries. Over thecenturies, the development of empirical investigation of the body and theobservation of variations in the structure of tissues permitted the drawing ofconclusions about the normal and abnormal functioning of the human organism.This, in turn, led to evolution of the field of medicine which is known today aspathophysiology.
Certain accidental discovery of X-rays by Conrad Rontgen in 19th Century has madeit possible to look at internal of human organism without violating the outer surfaceof his body. The use of X-ray apparatus to diagnose many serious illnesses andcomplex post-traumatic complications quickly became standard clinical practice.
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1.1Computed TomographyWith time, one of the more important applications of this radiation turned out to beComputed Tomography (CT). In the case of computed tomography, this has meantthe application of not only X-rays but also of the mathematical algorithms that allowthe reconstructing of image of any given cross-section of a person’s body. Bysuitably arranging a set of these cross-sections, it is possible to visualise, in threedimensions, the anatomical structure of any part of a human body [1, 2, 3]. A spatialimage such as this is of enormous help in medical diagnosis. Tomographyexamination is currently one the basic techniques of medical diagnosis.
Two people who can be credited for the development of Computer Tomography areMacLeod Cormack and Godfrey Newbold Hounsfield who were also awarded NobelPrize in 1979 for the same. Cormack was the first person to work on the problem ofimage reconstruction of X-ray projection and solved the problem theoretically as hewas theoretical physicist [4]. Later based on the work of Cormack, Hounsfielddesigned first prototype scanner and developed EMI Mark I based on gammaradiation. The first scan was performed on 1st October 1971[5].
In typical Computer tomography scanner, the tissues are being illuminated by X-rays and the initial intensity and attenuated intensity are being recorded. Thisprocess is commonly known as projection for a particular angle. This process isrepeated by illuminating tissues at various angles and thus creating projection datafor entire 180o. Once the projection data is obtained, then by application ofreconstruction algorithm, the information obtained is converted into volumetricdata which results into density information of the tissue.
The key problem arising in computerized tomography is image reconstruction fromprojections obtained from the X-ray scanner given geometry. There are severalreconstruction methods to solve this problem, for example the most popularreconstruction algorithms using convolution and back-projection[6,7] and thealgebraic reconstruction technique (ART)[8,9].
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In recent years, soft computing techniques have been widely used for solvingvarious complex scientific and engineering problems. Soft Computing techniqueslike Artificial Neural Network (ANN) and Genetic Algorithm (GA) are widely used tosolve the Stochastic Problems where the conventional approaches have notperformed well. Artificial Neural networks (ANN) are the approaches which areused for optimization of performance. ANN has proved to be very powerful tool foroptimizing the nonlinear systems where input output mapping is not possible fromthe data [10].
Genetic Algorithm is members of collection of methodologies known asevolutionary computation (EC). These techniques are based on the selection andevolution processes that are met in nature and imitate these principles in manyscientific domains. Goldberg, [11] has studied several aspects of theimplementation of genetic algorithm and examined their potential in the context ofoptimization and learning for large scale complex systems.
1.2 Aim of ResearchA novel approach is required to overcome the present drawbacks of the existingsystem by using the conventional optimization problem formulation and solving itwith soft computing techniques.
Due to relative advantages as compared to conventional approaches, NeuralNetwork (ANN) is being utilized to solve reconstruction problem. This approachcan be classified in two broad categories Algebraic Neural Network Algorithm andTransform Neural Network Algorithm. In Algebraic Neural Network, during thereconstruction, large numbers of variables are being used which lead to largecomputational complexity which results into large and complicated neural netwhich cannot be practically implemented for medical imaging [12, 13, 14].
Transform Neural Network approaches utilizes supervised learning algorithm but itdoes not lead to good performance due to its limitation with respected to number ofinput output data for learning [15,16,17].In such approach, problem of Tomographyreconstruction is reformulated as problem of Optimization for maximum entropy
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criterion which is popular method to find out direction and rate of change ofalgorithm. This has resulted into new novel approach to solve the conventionalproblem of reconstruction.
Thus, aim of this research is to develop a new reconstruction algorithm which ismore efficient and easily implementable. The features and work of research carriedout in the thesis include:

 Problem Formulation for Computed Tomography Reconstruction.
 Mathematical derivations for Back Projection, Filter Back Projectionreconstruction techniques for topographic reconstruction [18, 19].
 Design and development of algorithms and their modifications, for backProjection, Filter Back Projection reconstruction techniques for tomographyreconstruction [20].
 Reformulating Problem of Reconstruction as an Optimization Problem.
 Designing and simulating newly formulated Problem using MATLAB®

 Employing ANN for Designing and Simulating Reconstruction Problem[21,22]
 Application of GA for tuning weights of Unsupervised Neural Network.[23]
 Performance evaluation of newly developed approach with exitingtechniques and approaches.
 Development of testing volume Sheep-Logan phantom for prototype testingof simulation[23]
 Implementation of new developed approaches for standard testing volumeSheep-Logan phantom and evaluating relative performance characteristicswith existing techniques[24].
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1.3 Organization of Thesis

The Thesis is organized in ten chapters as follows:
Chapter: 1: IntroductionThis chapter gives an overview and narrates the context for the entire thesis andalso provides objectives of research work and scope of improvement in the existingapproaches.
Chapter: 2: Computer Tomography: Technical AspectsThis chapter discusses the various technical aspects of X-ray tomography whichinclude energy sources, detectors, data actuation, beam profiles, artefacts,evaluation parameters and testing phantoms for existing CT scanners.
Chapter: 3: Current State of Art: Reconstruction TechniquesThis chapter provides details of Literature survey carried out regarding theexisting approaches to solve the problem of reconstruction. It provides informationregarding the various basic techniques, modification suggested by researches andlimitations of present approaches. It also addresses the basic reconstructionproblem and provides brief philosophy of displaying reconstructed image.
Chapter: 4: Design& Development Tools for Soft Computing TechniquesThis chapter discusses the mathematical background for Soft ComputingTechniques such as Artificial Neural Network (ANN) and Genetic Algorithm (GA). Italso covers the implementation of these approaches on MATLAB® platform and itsassociated toolboxes which are widely used by Researchers across the globe.MATLAB® platform and its toolboxes are used in this research work to design,simulate and test the proposed techniques.
Chapter: 5: Mathematical Modelling: Problem FormulationThis chapter provides details regarding the mathematical framework and thetechniques used to solve this problem. It also includes the implementation of theexisting techniques and testing.
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Chapter: 6: ANN Implementation: Reformulated Optimization ProblemThis chapter discusses the reformulation of problem of reconstruction to problemof optimization for parallel beam and fan beam profile. It also discusses the strategyused to solve this problem of optimisation by Neural Network and itsimplementation on MATLAB® platform. It also states the results obtained bydeveloped reconstructed techniques using user defined phantom.
Chapter: 7: Employing Advance Neural NetworkThis chapter discusses the mathematical modelling of user defined phantom whichis used to test the various reconstruction techniques used in the present researchwork. It also addresses the modification of the technique developed in previouschapter by employing combination of Neural Network and Genetic Algorithm.
Chapter: 8: User Interface DesigningThis chapter gives the overview about the working and building Graphical UserInterface in the MATLAB®. It also discusses the User Interface developed for thepresented research work and its usage.
Chapter 9: Conclusion & Future ScopeThis chapter analyzes the results and summarizes the contribution of researchwork carried out. It also discusses the limitations and assumptions made for theresearch. In this chapter suggestions are given for the future research work that canbe carried out.
Chapter 10: BibliographyThesis ends with bibliography which includes the list of references used in eachchapter.
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Chapter: 2
Technical AspectsThis Chapter discusses the various technical aspects of X-ray tomography whichinclude energy sources, detectors, data actuation, scanner generations, andartefacts in images of existing CT scanners.
2.1 Energy SourceX-rays are the main source of energy, which are used to illuminate subject ofinterest. X-rays are produced in the X-ray tube which makes this tube fundamentalcomponent of any CT scanner. Operation of X-ray tube is based on the complexphysical principles involved in the generation of X-rays.
2.1.1 Physics of X-ray SourcesX-rays are generated by physical processes that take place within matter at theatomic level. The wavelength of these radiations is 10-12 to 10-8 meters and formedical use; its range is 6X10-12 to 1.2X10 -10 meters [1]. These radiations producedare due to two processes; the transition of electrons between the inner shells of anatom and the deceleration of charged particles caused by electromagnetic fieldswithin the matter. Thus, each translation of an electron form a shell with a higherenergy level to a shell with a lower level is accompanied by the emission ofquantum of radiation with energy equal to density difference between the shells.
2.1.2 X-ray TubeX-rays tube uses two voltage sources, one to supply current to heat cathode andsecond high voltage source to produce the cathode rays. Basic construction of thistube is shown in the figure 2.1[2, 3]. The electrodes are generally sealed in avacuum, which allow independent control of the number and speed of theaccelerated electrons striking the tungsten anode. The presence of gas can result invariation in the number of electrons and reduced speed. The cathode is composedof two elements, the filament, made of tungsten, and a metallic cup for focusing theelectrons emitted by the filament. The filament is a helical coil of tungsten wire ofabout 0.2 millimetres in diameter and one centimetre in length.
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Figure 2.1: Basic Construction of X-ray tube.When the current is fed though the wire, it becomes heated. The heat is absorbed bythe electrons in the wire. When the temperature reaches a certain level, theelectrons absorb enough energy to overcome the surface barrier and to escape fromthe meal. These electrons escape from a cloud, formed around the filament, and arecalled space charge. They prevent the electrons within the wire from escaping thefilament. The effect of the space charge, on limiting the emission of more electronsform the filament, is called space charge effect. The electrons stay around thefilament because the loss of electrons causes the filament to become positivecharged. These escaped electrons can be accelerated towards the anode by applyinga high volt potential.
Most of the energy carried by the electrons, bombarding the tungsten target on theanode, is converted into heat. Therefore, a large focal spot is preferred because itallows accumulation of larger amount of heat. However, a small focal spot is neededto generate better images. The typical rating of X-ray tube includes Target Material,Tube Voltage, Tube Current and Filament Current.
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2.2 X-ray DetectorsX-ray detectors play very significant role in the quality of image produced from CTscanner. As opposite to conventional x-ray scanners, which use photographic film,CT scanner uses mainly two types of detectors namely Scintillation detectors andXenon detectors [4].
2.2.1 Scintillation DetectorsScintillation detectors are based on photoelectric effect. Scintillation detectors aremade from materials such as sodium iodide (NaI) doped with thallium (TI) and theyare having the thickness of 1 to 2 centimetres. Whenever X-rays strike this detector,three physical phenomena take place namely Photoelectric Effect, Compton Effectand Pair Production. These detectors have very high resolution, due to primaryreason that the material from which they are made are having large atomic number.They absorb radiation strongly and this affects their detection efficiency[5,6].

Figure 2.2: Basic Construction Scintillation Detector

2.2.2 Xenon DetectorsIn Xenon detectors, popularly known as xenon proportional chambers, theelectrical output signal is proportional to the intensity of the radiation that ionizesthe gas atoms inside the microgap gas chambers (MCG). The gas, in the ionizationchambers of xenon detectors, is at high pressure which is about 10 atmospheres.The electrodes used are made of tantalum and in-collection electrode of copper
9



with dimension of 6 centimetres length and with the width of 1millimeter. Thetypical efficiency of these detectors is about 60% which is their main advantage. Adesign is shown in the figure2.3[7,8,9].

Figure 2.3: Basic Construction of Xenon Detectors

In this detector, a high voltage of about 140 KV is applied across the electrodes. Thevoltage must not be too large; otherwise it can result into so called gasamplification. If an X-ray photon penetrates the detector’s window inside, there ishigh probability of it ionizing the xenon inside. The probability of this happening isproportional to the length of the chamber and pressure inside. The current thatflows between the electrodes and through the gas is ionized by the X-rays and isproportional to the intensity of X-rays. These detectors work in such a way that noheating takes place after the occurrence of ionization, and thus it takes very shorttime to return to the state of readiness.
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2.2.3 Detector parametersThe typical parameters, by which the quality of measurement is achieved, arequantum efficiency, energy resolution, stability over time, inertia, spatial resolution,resistance to irradiation damage and internal detector noise[9,10].
Quantum efficiency is defined as the ratio between the number of quantaregistered by the detectors and the total number of quanta striking the detector.Quantum efficiency has an effect on the minimum radiation dose that must beapplied in order to obtain an image with a specific contrast and signal to noise ratio.Energy resolution is described as the full width at half maximum of the detector’stransfer characteristic as function of the incident X-ray photon energy.
Stability over time of measurements obtained using different types of X-rays detectors is determining above all by the radiation intensity. Xenonproportional chambers meet highest specifications in terms of their insensitivity toradiation overload.

After the X-rays have interacted with the sensor in the matrix, degradation of theoutput signal takes place. The two parameters which are responsible fordegradation are primary speed and afterglow. The primary speed can beunderstood, as on the impulse response parameter of the detector, which isobtained after the input of a pulse of X-rays. Afterglow occurs due to sudden changein intensity of X-rays which causes defects in the structure of the crystal.
2.3 Data AccusationOne of the fundamental quantities associated with radiation is its intensity , whichis defined as the amount of photon energy passing though unit area in unit time.

= ℎ . ℎ. 1. (2.1)
where h is Planck’s constant; is the frequency of the photon of radiation emitted,is area and is the time. When an X-ray beam of intensity (0) is directed at an
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object, the attenuation of the radiation takes place, which includes the photoelectriceffect (absorption) and coherent and incoherent scattering.
In photoelectric effect, the X-ray photon interacts with the electron shells of theatoms in the irritated samples. Some of the incident photon energy is used toovercome the binding energy of the electrons that are ejected; the rest of the energyis transferred to the photoelectrons in the form of kinetic energy. It ismathematically expressed as:

= + (2.2)
where is the electron binding energy; is the kinetic energy transferred to thephotoelectrons and is energy of the incident photon.
The vacancies in lower electrons shells cause the other electrons, from highershells, to move into them. The energy difference, between the electron that wasremoved and the electron brought from the higher shell, is emitted as quantum ofsecondary X-ray energy. In each element, only certain transition between the shellsis permitted.
Another effect that influences the attenuation of the radiation is scattering of bothtypes, which are coherent and incoherent. In coherent scattering, X-ray photonlooses energy without losing change in direction; while in incoherent scattering, itloses energy as well as changes the direction. Hence the quantum of energy can beexpressed as: = ℎ1 + (1 − )′ (2.3)
where is the ratio of the incident quantum energy to the rest energy of the targetelectron, with which the quantum interacts, is the angle of scattering. Thus it canbe concluded that all these three factors influence the attenuation of X-rays, whichis also known as linear attenuation coefficient. Mathematically, it can be expressedas:
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= + + (2.4)
where is absorption coefficient which is caused by photoelectrical effect; isthe scattering coefficient caused by coherent scattering and is the scatteringcoefficient caused by incoherent scattering.
In view to establish the mathematical relationship between the passages of X-raysthrough the matter, uniform object with cross sectional area of 1m2 as shown in thefigure 2.4 is considered and is illuminated with X-ray radiation with intensity (0).
X-ray intensity gets attenuated after travelling the distance and the value of theintensity is ( ). The total reduction of X-ray intensity ( ) in this layer isproportional to the number of incident photons per unit time and to the number ofcentres of interactions in the layer:

( ) = − . ( ), (2.5)
where [ ] is constant of proportionality known as total cross section. Dividingboth sides of equation by ( ) and integrating both sides over the thickness of thesample , we obtain:

( )( ) = − (2.6)This integration results into:
( ) = (0). (2.7)For the heterogeneous materials like human body, the attenuation coefficient in theequation must be replaced with the integral of the attenuation coefficient over thepath though which the radiation passes. Hence, it can be expressed as under:
( ) = (0). ∫ ( ). (2.8)
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where ( ) is the function defining the attenuation coefficient distribution alongthe path of radiation[11].

Figure 2.4 Object with Uniform Density.

The determination of ( , ) defines the spatial structure of human body in termsof the ability of its individual layers to attenuate radiation, This will allow todistinguish the body tissues in tomography image, characterised as they are distinctproperties of their constituent elements and compounds. For better diagnosis,Hounsfield scale has been introduced to define degree of attenuation of radiation byvarious substances.
2.4 Scanner GenerationThe first commercial scanner was developed in April 1972. Since then, therehas been significant development in the CT scanner and quality of image which isobtained. Based on the type of source and detectors, the development of CTscanners can be classified as follow [12, 13]:1. First Generation Scanner2. Second Generation Scanner3. Third Generation Scanner4. Fourth Generation Scanner5. Fifth Generation Scanner
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2.4.1 First Generation ScannerFirst Generation Scanners are popularly known as pencil beam scanners as thesedevices were simple and were having only one source and one detector as shown inthe figure 2.5. Hence, at a time only a single projection was carried in such systems.Here, the source and detectors were moving only in single movement lateraldirection only. As there is only a single source and single detector the time requiredto perform the task was significantly large and patient were exposed to high dose ofradiation.

Figure 2.5: First Generation Scanner Gantry

2.4.2 Second Generation ScannerSignificant improvement was made in instrumentation of CT scanner and instead ofsingle detector, array of detectors were used. These second-generation scanners, isalso popularly known as partial fan-beam or translation/rotation multiple detectorscanner, had between 3 and 52 detectors in the array. The use of the fan shapedradiation beam enabled the projection to cover a larger area of patient’s body at anyone time and resulted in the reduction of number of projections needed toreconstruct an image of satisfactory quality. The construction of Second Generationscanner is shown in the figure 2.6.
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Figure 2.6: Second Generation Scanners Gantry

2.4.3. Third Generation ScannerIn third generation scanner lateral movement of tube detector system was replacedby rotation movement. These generation scanner are popularly known as fan beamor continuous rotation scanner. As shown in figure 2.7, due to fan beam projectionsystem with a beam of radiation in the shape of a fan with an angular spread ofbetween 40 and 55 degree which encompass the whole of the test object as shownin figure. In this scanner after one projection has been made the table is move andthe whole process is repeated.

Figure 2.7: Third Generation Scanner Gantry
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2.4.4. Fourth Generation ScannerIn fourth generation scanner rotation movement of tube detector was replacedstationary ring of detectors and tube has only rotation motion. It also known asrotate-fixed scanner; the word rotate in the name refers to the movement of thetube and the word fixed to the array of detector. In order to maintain an adequateresolution of the radiation intensity measurement, the number of detectors in thearray was increased in the range of 600 to 5000 detectors as shown in figure 2.8.

Figure 2.8: Fourth Generation Scanner Gantry

2.4.5 Fifth Generation ScannerFifth generation scanner is popularly known as Spiral Scanner which uses eitherparallel beams of radiation or fan beams. In this scanner there is no movementalong the axis of the patient during each of the projection. This scanner uses thecone shaped radiation beam which has made possible to increase the width of theelectrode. The biggest advantage of this arrangement as compared to previousdesigns it the significant rise scanning speed, which results into decrease inradiation dose to the patient.
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Figure 2.9: Fifth Generation Scanner Gantry

2.5. ArtefactsThe two main factors contributing to the artefacts in the reconstructed image aredue to simplification made in the reconstruction algorithm and other due tophysical condition in the projection. The physical factors effecting the quality ofimages includes the polychromatic nature of X-ray beams, non-zero thickness of thebeam, shortcoming in the collimators, presence of metal elements in the patient’sbody and measurement noise[14,15,].
2.6 Evaluation Parameter

Assessment of physical and technique capabilities of CT scanner plays very vitalrole in establishment of standardised, quantitative, comparative criteria. Thetechnical parameters use to evaluate CT Scanners are as below:
Cycle Time: It is time taken to scan and reconstruct image, shorter cycletime will lead to lesser probability of artefacts.
Spatial resolution: It can be defined as the minimum area in the image inwhich changes can be detected.
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Low-contrast resolution: It ability to detect small differences ofattenuation coefficient in tissues, in other word it is the ratio between the smallestdetectable differences of attenuation coefficient and the average value within anobject of a given size, for a specific radiation dose.
Uniformity: It a measure of homogeneity of the image which can becalculated from the average attenuation coefficient measure at the selected area ofa uniform standard water phantom.
Linearity: It is the relationship between the attenuation coefficientmeasures at the average energy of the scanner and value assigned to them on theHounsfield scale.
Pitch: It is the ration between the displacement of the table with patient onit and the thickness of the scanner layer in one revolution.
In order to control and evaluate the parameters of scanner physicalphantoms are used some of the standard phantom includes[16,17]:
 ATS Phantom

 Mostroms’s Phantom

 Low Contrast Resolution Phantom

 Spatial Resolution Phantom

 CT Linearity Phantom

 Slice Thickness Phantom

ATS PhantomThis phantom is the most commonly used phantom to CT scanner. It is designed totest low contrast resolution. The figure 2.10 shows the design of the ATS phantom.During the measurement of low contrast resolution, the phantom is subjected toradiation of constant intensity.
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Figure 2.10: Design of ATS Phantom

Mostrom’s PhantomHomogeneity is very critical parameter to assesses the quality of the image[14].The example of Mostrom phantom is shown in figure 2.11, as seen from the figurethere are five homogenous water column placed at different places of the phantomto ensure accurate homogeneity of scanner.

Figure 2.11: Design of Mostrom’s Phantom
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Low Contrast Resolution PhantomThe design of this phantom is shown in the figure 2.12. As seen from the figure themetal rods with different diameters are immersed in to the water at decreasingdistance.

Figure 2.12: Design of Low Contrast Phantom

Spatial Resolution PhantomSpatial resolution is the most important parameter for the CT scanners, it is nothingbut the ability of scanner to distinguish two points in the image higher the spatialresolution better the quality of image. Measurement of this parameter is done withphantom shown in the figure 2.13 as seen from the figure it contains a metal wire ofvery small diameter.

Figure 2.13: Design of Spatial Resolution Phantom.
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CT Linearity PhantomAs the name suggest this phantom is used to find out the linearity function of the CTscanner. The design of this phantom is shown is the figure 2.14. It is made up of fivematerials with different CT number ensuring that the maximum range of CTnumber is covered.

Figure 2.14: Design of CT Linearity Phantom

Slice Thickness PhantomSlice thickness plays vital role in diagnosis from the reconstructed image especiallyin calculating the grown of the tumours. In order to measure this parameter thephantom shown in the figure 2.14 is used.

Figure 2.15: Design of Slice Thickness Phantom
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2.7 Concluding RemarksThis chapter provides the necessary details regarding the technical aspects of CTscanner and the various evaluation parameters of the scanner and method toevaluate these parameters.
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Chapter: 3
Reconstruction TechniquesThis chapter addresses the basic reconstruction problem, it also discusses thenecessary mathematical framework required to solve the problem ofreconstruction by algebraic and analytical approaches.
3.1 Image Reconstruction ProblemAs mentioned in Chapter 2, the key problem arising in computerized tomography isimage reconstruction from projections obtained from the X-ray scanner givengeometry. The human beings are heterogeneous in nature hence the mathematicalequation for the attenuation can expressed as [1-4]:

( ) = (0). ∫ ( , ). (3.1)
where (0) is the initial X-ray intensity; ( ) is the X-ray intensity after passingthrough the distance U; ( , ) is the function defining the spatial distribution of theattenuation coefficient in the sample.
( , ) provides the information regarding the spatial distribution of theattenuation coefficient, which in turn provides information regarding thearrangement of various organs inside the body. Applying logarithm to both side ofthe equation 3.1 results into:

≜ ln (0)( ) = ( , ) (3.2)
where is the quantity ratio of X-ray intensity directed at a given point in body tothe radiation intensity after passing through the body. In conventional X-ray films,less darkening of the film signifies more attenuation of the X-ray radiation.
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“Projection” is to create image of the internal body organ. Hence, it is necessary toform beam of X-rays, which will form the image on the screen after X-rays passthrough the object. In order to obtain image of cross-section of object in the plane ofthe projection, the parameter of quantity must be obtained as shown in the figure3.1:

Figure 3.1: Simple Projection Systems

The first parameter is the variable which is describing the axis perpendicular tothe direction of X-ray, the value of = 0 defines the principal axis of projection. Thesecond parameter is the , at which, at given movement, the projection is made.This relation can be mathematically expressed as:
( , ) = ( , ) (3.3)

where the parameter ranges from −∞ < < ∞, 0 ≤ < .

25



The above equation is also called Radon transform [1-4]. Mathematically, it can beexpressed as: : ( , ) ∈ ℍ → ( , ) ∈ ℝ (3.4)
In Computed tomography, Radon transform is performed physically by theattenuation of the X-rays as they pass through the object. The sensors in the gantryrecord the change intensity of X-rays after passing through the object.
As shown in the figure 3.2, X-ray intensity at point on the screen corresponds to asingle value of p(s,α). Only the material lying in the path of the ray arriving at thatpoint is responsible for the attenuation of the radiation as the radiation is in theform of a parallel beam. It follows the equation that attenuation takes place alongthe straight line defined by the parameter u, where the total path length is U.

Figure 3.2: Basic Geometry of Scanner

One of the major issues with this relationship is its dependence of the attenuationfunction on the spatial variable( , ). The integration of variable takes place alongthe line at a distance from projection axis. So, the fixed coordinate system ( , )
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must be converted in to moving coordinate system ( , ) that is rotated by an anglewith respect to the ( , ) sytem. This relationship can be derived as under:
The trigonometric relationship between the moving coordinate system and fixedcoordinate systems can be expressed as under:
From the figure 3.3 it can be interpreted that

= + " (3.5)
The x-relationship in the fixed coordinate system ( , )can be written as:

′ = (3.6)

Figure 3.3: Detail of Trigonometric Relationship

Similarly y-relationship in the fixed coordinate system ( , ) can be written as:
′′ = 2 − = (3.7)
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Hence, = + (3.8)Similarly, = + " (3.9)
So, y-relationship in the fixed coordinate system ( , ) can be written as:

′ = (3.10)
For the x-relationship in the fixed coordinate system ( , )can be written as:

′′ = − (3.11)Hence, = − + (3.12)
Applying the above relationships to the basic reconstruction equation 3.1, followingequation can be obtained:

( , ) = ( , ) ( + − )∞

∞

∞

∞
(3.13)

So, it is evident that to determine the projection function for a particular point onthe screen for particular angle of rotation of the scanner, the sum of values ofattenuation coefficients of the object along the path of the ray is needed.
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3.2. Reconstruction MethodsThere are two methods to find the solution for reconstruction problem. Thesemethods are analytical and iterative. The basic analytical technique includes backprojection method and iterative method includes Algebraic ReconstructionTechnique (ART) [5-6].
3.2.1 Algebraic Reconstruction TechniquesAlgebraic Reconstruction Techniques use the finite series expansion [6-10]. In thismethod, the solution is characterized by assumption that reconstructed imagesconsist of a finite number of elements. In this method, discretisation takes placebefore the introduction of discreet form of algorithm. The area of interest is dividedinto blocks of identical size. These blocks are defined as having a uniform radiationattenuation coefficient. The geometrical centre of each block will be considered ascorresponding to one pixel of the reconstructed digital image. The topology of thereconstructed image is as shown in the figure 3.4:

Figure 3.4: Projection Geometry for Algebraic Reconstruction Technique
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From the figure, each block in the image is identified horizontally by thecoordinates = 1,… , and = 1,… . Hence, the uniform attenuation coefficient canbe represented by , This makes it independent of the geometry of projectionsystem. Here, each projection value is obtained at an angle and measured at apoint on the screen at a distance away from the axis of the projection which isrepresented by the discreet form of the projection function:
= ( , ) ≡ ∆ , ∆ (3.14)

where is the detector number, in the matrix; is the projection number, ∆ is thedistance between the individual detectors on the screen, ∆ is the angle, throughwhich the lamp-screen arrangement is rotated after each projection. The radontransform in the discreet form can be represented as:
( , ) = ( , ) (3.15)

The algebraic approach, in addition to this, assumes that attenuation coefficientdistribution ( , ) can be represented approximately as a finite linear combinationof basis function and constant coefficient which can be written as:
( , ) ≅ ̂( , ) = ( , )(3.16)

where ( , ) is elements of set of basic function; is a constant coefficient withthe block ( , ). Considering the equation 3.16, equation 3.15 can be reformulated asunder:
( , ) ≅ ( , ) = ( , ) (3.17)

( , ) ≅ ( ( , ) (3.18)
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For algebraic method, this equation can be written as:
( , ) ≅ ( , ) (3.19)

where ( , ) can be interpreted physically as the contribution of a given imageblock with parameters ( , ) to formulation of the projection value indentified by thepair ( , ), measured at the screen.
As shown in the figure 3.5, as the ray passes through the test object, all the squaresthrough which part of the ray passes are taken into consideration. The next step isto consider the contribution made by each image block to the way in which ray( , ) passes through in the course of making a series of projections. The value ofeach contribution ( , ) varies between 0 and 1 which can be interpreted aswhen the ray passes through the block is 1 otherwise 0. Hence, values ( , )forall projection angles obtained by using equation 3.19 can formulate a system oflinear equations.

Figure 3.5: Determination of the Image Block.
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Thus, the problem of reconstruction can be solved by algebraic method. Fromimplementation point of view, dimensionality ( ) of the array of cannot beimplemented as one needs to transform this matrix into vector with dimension I.J.One approach to this is by placing successively of the column = 1,… , of the arrayinto the vector . This can be mathematically represented as:
= (3.20)

where the projection is vector with dimensions .Ψ; is the matrix of values( , )with dimensions .ΨX I. J. Hence, the problem is reduced to estimating thevalue of matrix based on the value of matrix P. The biggest disadvantage of thismethod is the complexity of the calculations caused by enamours size of the matrix. For a typical image with dimension of 256 X256, the number of calculation willbe 51200 X 65536.
3.2.2 Analytical MethodAnalytical Method is popularly known as Back-projection method [11-14] and ismathematically expressed as:

( , ) = ( + , ) (3.21)
This equation assigns each point in space ( , ), as a sum of all projection functionvalues, which correspond to rays going though each point in the course of obtainingprojections. Hence, equation 3.21 contains information about attenuationcoefficient at that point. But, one of the limitations of this model would produce anindistinct image because back-projection is not same as inverse Radon transform.The image defined by function ̂ ( , ) = ( , ), obtained in this way, would bedistorted so much that it will make medical interpretation impossible. The processof obtaining the image ( , ) by projection and back projection is shown in thefigure 3.5:
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Figure 3.6: Image Projection and Back projection Operation

The relationship between the attenuation function ( , ), obtained by projectionand the attenuation coefficient function ( , ) of the cross section of the object canbe mathematically analysed as follow:
( , ) = ( , )(3.22)

( , ) = ( + , ) (3.23)
Substituting the value from equation 3.13 in equation 3.23, a new equation isobtained as under:

( , ) = ( ( ̇ , ̇ ) ( ̇ + ̇ − ) ̇ ̇∞

∞

∞

∞
) (3.24)

Coordinates ( ̇ , ̇ ) refer to all the points in the reconstructed image, variable onlyto those points which for a particular projection, lie on the same straight line as thereconstructed image point specified by coordinates ( , ). Substituting the formulafor the distance of the reconstructed image point, following equation is obtained:
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( , ) = ( ( ̇ , ̇ ) ( ̇ + ̇ −∞

∞

∞

∞− ) ̇ ̇ ) (3.25)Further simplifying,
( , ) = ( ( ̇ , ̇ ) − )̇ + ( − )̇ ̇ ̇∞

∞

∞

∞
) (3.26)

Changing the order of integration,
( , ) = ( ̇ , ̇ )( − )̇ + ( − )̇ ̇ ̇∞

∞

∞

∞
) (3.27)

Using the substitution, following equation is obtained:
( , ) = ( ̇ , ̇ )∞

∞

∞

∞

1( − )̇ + ( − )̇ ̇ ̇ (3.28)
Hence, the final equation turns out to be:

( , ) = ( , ) ∗ ( + ) (3.29)
From the above equation, it is clear that the image that is obtained through backprojection lacks information about the actual form of the attenuation function, butis distorted by geometric factor( + ) . This distortion appears to be artefact inthe reconstructed image. If a system is shown by only two projections that areperformed and it contains artefacts, it takes form of a line lying along the path of therays as seen in the figure 3.6.
When data processing is done continuously, it is assumed that the object consists ofone non-zero point at centre as follows:

( , ) = ( − , − ) (3.30)
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where ( − , − ) are the coordinates of the centre of object’s cross section. Infrequency domain, the distortion can be represented by:
( , ) = ( + ) (3.31)

Figure 3.7: a) Sequence of Projection b) Distorted image after Back projection

Considering the moving coordinate system, equation 3.29 can be re written as:
( , ∅) = ( , ∅) ∗ 1| | (3.32)

Following the definition of Fourier Transformation, equation (3.32) can be writtenas:
( , ) = ∞

∞
( , ) (3.33)
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The projection for one particular is the integral over all the points lying in onestraight line and using the equation 3.13, following equation can be obtained:
( , ) = ( , ) ( + − )∞

∞

∞

∞
(3.34)

Modifying the above equation results into:
( , ) = ( − , + )∞

∞

∞

∞
(3.35)

Converting into ( , ) coordinate system gives:
( , ) = ( , ) ( )∞

∞

∞

∞
(3.36)

Applying the definition of two dimensional ‘Fourier transformation’ to equation3.36 the final form obtained is:
( , ) = ( , sin ) (3.37)

From the above equation 3.37, it follow that the frequency spectrum projectioncarried out at an angle is equal to a section of the two dimensional spectrum oforiginal image. Hence, instead of filtering the whole image in two dimensions, it isenough to filter all projections in one dimension, using the familiar filter form. Also,instead of filtering the image in two dimensions after back projection, each image isfiltered separately and followed by back projection. This can be achieved by inverseRadon transform { ( , )}. Mathematically it can be expressed as:
( , ) = ( , ) (3.38)This can be further modified as follow [9]( , ) = ( , ) = ̅ ( + sin , ) (3.38)
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Equation 3.38 defines inverse radon transform. The main process in analyticalmethod is to obtain filtered back projection before applying back projectionoperator to obtain the reconstruction image.
3.3 Display of ImagesAfter applying the appropriate reconstruction algorithm to the project data, thenext logical step is display of the image. The projection data obtained depends onthe density of the object. In case of human organism, if the tissues are diseased, theattenuation of the X-ray will be different as compared to the healthy tissues.Mathematically, the value of attenuation can be expressed as:

: ( , ) ∈ ℝ → ( , ) ∈ [ , ] (3.39)
The discreet representation of equation (5.33) is:

̂ : [1, … , ] [1, … ] ∈ ℝ → ( , ) ∈ [ , ] (3.40)
One of the important factors which effects the display of image is luminance anddefined by the equation [16] as:

( , ) ≜ Λ( ) ( , , )∞ (3.41)
where is wavelength of the light and ( , , ) is the distribution of the lightemitted by the object and Λ( ) is the function of efficiency of the visual system.
The analogue luminance of images need to converted to discreet format beforedisplaying it on the computer screen[15]. For converting the image to discreet formand display, two processes must be undertaken Discretisation and Quantatizationas described in figure 3.7.
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( , )

( , )
Figure 3.8: Sampling and Quantisation of Analogue Images

First, through the sampling process, the luminance is transformed as:
( , ) = ( , ). ( , ; Δ ,Δ ) (3.42)

where Δ = is the horizontal raster discretisation; Δ = is the verticalraster discretisation, is horizontal cut-off frequency and is vertical cut-offfrequency.
( , ; Δ ,Δ ) ≜ ( − Δ , − Δ ) (3.43)

where I, J are the number of image points sampled vertically and horizontallyrespectively. Combining equation 5.36 and 5.37:
( , ) = ( − Δ , − Δ ) (3.44)

In frequency domain, equation 5.38 can be expressed as:
, = , , (3.45)

Sampling

Quantisation
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After sampling process, the next process is quantisation. But before displaying it toscreen, a non linear transformation needs to be applied [15]. For medical purpose,this transformation is Hounsfield scale or CT number [16, 17], which is in honour ofCT scanner inventor. The range of value of this scale is from – 1000 to 3000, whichmakes it necessary to apply window. The window selection is nothing but theselection of scale by two parameters window centre C and window width W. Someof the CT number common used to view human tissue are as follow as for examplefor human bone is C=1000 HU and W=2500 HU and C=-600 HU and W=1700 HU forthe lung imaging.
During the comprehensive topographic examination a series of actions areperformed which produces the set of images from the slices of the tissue. During thescan the patient is laid on the table and table will move into the gantry as per therequirement set by the radiologist. The places where the image slices are plannedare indicated as Field of view (FOV) markers.
In some of the cases in order to enhance he contrast of the iodine based dye isinjected in the body of the patient [18] especially in case of tumours in soft tissue.After obtaining the set of tomography images the next step is to diagnosis byradiologist often it is necessary to measure the distance between the tissues andenlarge the particular tissue which in medical terms is known as region of interest(ROI).
3.4 Concluding RemarksThus, chapter discusses various aspects of basic reconstruction problem along withthe two approaches analytical and algebraic to solve the problem. This chapter alsoprovide necessary frame work for the newly developed approach which isdiscussed in subsequent chapters along with techniques to display thereconstructed images.
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Chapter: 4
Soft Computing Techniques Design and
Development ToolsThis chapter gives the theoretical background for various soft computingtechniques like Artificial Neural Network and Genetic Algorithm. Researchersacross the globe use MATLAB® and its Toolboxes for implementing their researchwork. The research work presented in the present thesis is also implemented onthe same platform, and so chapter also presents an overview regarding the same.
4.1 IntroductionIn recent years, soft computing techniques have evolved as most efficient tools tosolve complex engineering and scientific problems. Soft Computing includes FuzzyLogic (FL), Neural Networks (NN), and Genetic Algorithms (GAs) methodologies. Italso combines these methodologies as FL and NN (FL-NN), NN and GA (NN-GA) andFL and GA (FL-GA). These techniques essentially solve the problems by the “human”approach as opposite to the conventional “hard” computing technique which istolerant of imprecision, uncertainty, partial truth and approximation. Fuzzy logic isbased on the human reasoning and language to solve the problems, while in NeuralNetwork; problems are solved by using the artificial neurons, whose structureresembles to biological neurons. Similarly, Genetic Algorithm uses Darwin’s theoryof evolution for the solution. The present research work uses Neural Network andGenetic Algorithm and so the basic theoretical background needs to be understood.In the following sections, basic theoretical background is explained.
4.2 Artificial Neural NetworkHuman brain is capable of solving very complex and non-linear real worldproblems. Fundamental unit of human brain is neuron, which is also functional unitof human brain. Researchers have developed mathematical model of the neuronand mimicked its functioning that has resulted into a very efficient problem solvingnetwork, Artificial Neural Network popularly known as Neural Network. Thefunctioning of Neural Network is very similar to that of human brain; it is capable to
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learn, store, adapt, respond and map. These functions are essential to solve thecomplex problems. The fundamental unit of the NN is the neuron which isinformation processing unit.
4.2.1 Model of NeuronAs compared to the human neuron, the artificial neuron also consists of threefundamental components; synaptic weights, summing junction and activationfunction. These functions are graphically represented in figure 4.1:

From the above figure, input is connected to the summing junction by thesynaptic weight popularly known as weight. These weights have specific values.The second component is the adder that is summing junction which is adding all theinputs with bias . The most important component is activation function that willcontrol output of neuron and is also known as squashing function and is theoutput. Mathematically, it can be written as:
( ) = ( ) + (4.1)

and, ( ) = + (4.2)

X1X2Xj
1

Figure 4.1: Basic Artificial Neuron
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The activation function defies the output of a neuron in terms of induced field.The activation function can be broadly classified into two broad categories:threshold function and sigmoid function. These functions are show in the figure 4.2and figure 4.3 respectively.

Figure 4.2: Basic Thresholding Function

Figure 4.3: Basic Sigmoid Function
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4.2.2 Neural Network ArchitectureBased on the connection of neuron, the neural network can be classified intotwo broad categories
 Feed forward Network
 Feedback Network

Feed forward NetworkFigure 4.4 shows the basic construction of feedback network. It has multilayernetwork where first layer has a connection from the network input. Eachsubsequent layer has a connection from the previous layer. The final layer producesthe network's output.

Figure 4.4: Basic Feed Forward Neural Network

Feedback NetworkFeedback Network is also popularly known as Recurrent Network and widely usedfor parallel computing and solving stochastic network. The schematic diagram offeedback network is shown in the figure 4.5. As can be seen in the figure, eachneuron is connected to each neuron and activated parallel after taking the feedback.

43



Figure 4.5: Basic Feedback Neural Network

4.2.3 Neural Network LearningNeural Network learning is algorithm that is used to update weight and bias toobtain the desired response. Neural Network can be trained by two type of learningas:
 Supervised Learning Algorithm
 Unsupervised Learning Algorithm

Supervised Learning AlgorithmIn this algorithm, the output of the network is compared to desired output ofthe network and correspondingly weights are adjusted; so after each cycle theoutput of network is close to desired output. Some popular neural networks basedon supervised learning include:
 ADLINE
 MADALINE
 Perceptron
 Multi-Layer Perceptron (MLP)
 Radial Basic Neural Network(RBFN)
 Probabilistic Neural Network(PNN)
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Unsupervised Learning AlgorithmThis learning algorithm is based on the concept of self learning, where there is nosupervision on the learning. In this algorithm, the weights adjust by themselves andassess their own performances. These networks look for regular patterns in theinput signals, and make adaptations according to the function of the network. Evenwithout being told whether it’s right or wrong, the network still must have someinformation about how to organize itself. This type of learning is very much usefulto solve stochastic problems as it is impossible to make network learn the infinitepattern and obtain desired output. Some popular neural networks based onunsupervised learning algorithm are:
 Hamming networks;
 Kohonen’s self –organizing maps;
 Adaptive Resonance Theory(ART);
 Counter Propagations Networks (CPN), etc.

4.2.4 Hopfield Neural NetworkHopfield Neural Network is type of recurrent network that is used to solve medicalproblem. In the present research, Hopfield network is extensively used. Hopfieldnetwork is set of neurons and corresponding unit time delays creating multipleloop feedback systems as shown in figure 4.6. As discussed in previous section theweights are adjusted.
Hopfield network is an implementation of a learning matrix with recurrent links.The learning matrix is a weight matrix that stores associations between inputs andtargets. This network identifies general dependencies in the given incomplete andnoisy training data. So, it resembles a learning matrix. This kind of a network islinear model as it can model only linearly separable data.
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Figure 4.6: Basic structure of Hopfield Network

Hopfield Type Network is a multiple-loop feedback neural computation system. Theneurons in this network are connected to all other neurons except to themselvesthat is there are no self-feedbacks in the network. A connection between twoneurons and is a two way connection which is denoted by . Theconnection from the output of neuron to the input of neuron has the samestrength as the connection from the output of neuron to the input of neuron ,in other words the weight matrix is symmetric. Each neuron computes thesummation: = ∑ = 1 (4.3)
Hopfield network can be made to operate in either continuous or discrete mode.
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Learning and Training Algorithm for Hopfield networksLearning: Present the given training (binary) vectors to the Hopfield net, andcalculate the weights using the Widrow-Hoff ruleif s >= 0 and = 0 : = - ( 0.1 + s ) /if s < 0 and = 1 : = + ( 0.1 - s ) /Initialization: Let the testing vector become initial state (0)Repeat-update asynchronously the components of the state ( )′ ( ) = 1 ( ) = =1 ( ) >= 0 ′ ( ) = 0 ( ) < 0
Continue this updating until the state remains unchanged until convergencegenerates output: return the stable state (fixed point) as a result.
The energy is a behavioural characteristic that can be used to examine networkperformance. It is well known that independently from the initial conditions, thenetwork will stabilize; it cannot oscillate even at the same energy level. Theconvergence of network can be considered as a process of reducing the networkenergy until reaching energy well; that is the stable network states are energywells.
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4.3 Genetic AlgorithmGenetic algorithms are inspired by Darwin's theory about evolution. Geneticalgorithm provides solution to a problem. Algorithm is started with a set ofsolutions (represented by chromosomes) called population. Solutions from onepopulation are taken and used to form a new population. This is motivated by ahope that the new population will be better than the old one. Solutions which areselected to form new solutions (off springs) are selected according to their fitness –the more suitable they are the more chances they have to reproduce.Implementation of Genetic Algorithm can be summarized into following steps:1. Generating population of n chromosomes that are suitable solutions for theproblem.2. Evaluating fitness function for each chromosome in the population.3. Creating new population by Selection, Crossover and Mutation.4. Put the newly created offspring in the population and creating newpopulation.5. Using new population to run the algorithm to obtain desired solution ifdesired solution is not obtained repeat the process.
Graphical, implementation of genetic algorithm is shown in the figure 4.7.
SelectionThe first essential step to select the parent population to crossover, the bestchromosomes must be selected as per the Darwin’s theory of evolution. Some of thepopular methods that are used to create the population are roulette wheelselection, Boltzman selection, tournament selection, rank selection, and steady stateselection.
EncodingAs discussed, the important task after selection is to encode the chromosomes. Thischromosome contains the information regarding the solution it represents. Thecommon way of encoding this information is by creating the binary string; e.g. achromosome string can look like, 1101100100110110 where each bit representssome characteristic of the solution. Apart from binary encoding, there are many
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different ways to encode solution that includes permutation encoding, valueencoding and tree encoding.
Crossover and MutationCrossover and mutation are two basic operators of Genetic algorithms.Performance of Genetic algorithms depends upon them. Type and implementationof operators work on encoding and also on a problem. Some commonly usedcrossover techniques, for binary encoded chromosomes, are single point crossover,two point crossover, uniform crossover and arithmetic crossover. The mutationtechnique that is used for the same purpose consists of inversion, order changing,adding and changing operator. The implementation

Figure 4.7: Flow Chart showing Implementation of Genetic Algorithm
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Some of the common terms of Genetic Algorithms are defined below:
 Chromosome Length is the number of genes present on the chromosome.For demo, each gene can take on two values (0 or 1). The default setting is alength of 10. The chromosome length is an important consideration whenoptimizing a real variable problem. Longer chromosomes allow betterconversion from the binary chromosome to the real number variable.However, the longer chromosome is computationally more inefficient andgenerally takes longer to find the optimal region. This concept can be studiedby changing the fitness function to the Bohachevsky function.
 Population Size is the number of chromosomes in the population. Largerpopulation sizes increase the amount of variation present in the populationat the expense of requiring more fitness function evaluations.
 Number of Generations is the maximum number of generations that will beperformed.
 Mutation Rate is the probability of mutation occurring. Mutation is therandom flipping of one of the bits or genes (i.e. change from 0 to 1). Mutationis employed to give new information to the population. It also prevents thepopulation from becoming saturated with chromosomes that all look alike(premature convergence). Large mutation rates increase the probability ofdestroying a good chromosome, but prevent premature convergence. Thebest mutation rate is application dependent and related to both the length ofthe chromosome and the size of the population. For most applications, amutation rate of 0.1 to 0.01 is employed.
 Fitness Function allows the user to decide which fitness function theGenetic algorithms should employ. The first fitness function is called thesimple function and consists of the summation of the chromosomes. Thesecond fitness function finds chromosomes which optimize the Bohachevskyfunction. The third fitness function finds chromosomes which optimize theRosenbrock function.
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4.4 MATLAB® PlatformMATLAB® is the most popular technical platform for engineers worldwide. Most ofthe complex engineering problems are solved with lot of ease compared to othertechnical languages. In field of Image Processing and Optimization, the complextasks are performed with help of the tool box which is developed by variousexperts. This section gives an overview about the specialized tool boxes for NeuralNetwork and Genetic Algorithm. MATLAB® contains a vast collection ofcomputational algorithms ranging from simple trigonometric function to variouscomplex matrix operations.
One of the major advantages of MATLAB® platform, as a programming language, isthat it allows both "programming in the small" to rapidly create quick programs. Itcan also do "programming in the large" to create complex application programsintended for reuse.

Figure 4.8: Screen shot of typical MATLAB Desktop Window.
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MATLAB® also offers a whole host of external interface library which allows towrite C/C++ and Fortran programs that interact with MATLAB. It includes facilitiesfor calling routines from MATLAB (dynamic linking), for calling MATLAB as acomputational engine, and for reading and writing MAT-files. The most powerfulfeature of MATLAB® platform is its ability to display vectors matrix in graphicalway. It gives user a unique capability to visualize data in two and three dimensionswhich makes it very useful for interpretation of data in real time. MATLAB®Toolbox software is a collection of functions that extend the capability of theMATLAB® numeric computing environment. The toolboxes used for theimplementation of the research work are briefly discussed in following subsections:
4.4.1 Neural Network ToolboxThe Toolboxes developed for Neural Network have high degrees of user interface. Itis used to perform some of Neural Network task such as initialising networks,training the network and assessing the results. Some of the key features of theNeural Network are:
1. It supports large variety of supervised and unsupervised network architecture.Modular approach helps user to build its own network and even to customise as perthe requirement. It supports mainly four types of supervised learning networknamely feed forward, radial basis, dynamic, and learning vector quantization.Similarly, it supports two unsupervised learning algorithms which includecompetitive layers and self-organizing maps.
2. Neural Network can be trained by a wide range of training algorithms likegradient descent methods, conjugate gradient methods, the Levenberg-Marquardtalgorithm (LM), and the resilient backpropagation algorithm (Rprop); and learningfunctions like gradient descent, Hebbian learning, LVQ, Widrow-Hoff, and Kohonen.
3. Toolbox has unique feature of pre-processing and post processing the data,thereby making the neural network efficient. Simulink(R) blocks can be used tobuild and evaluate the neural network function.
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Figure 4.9: Screen Shot of Neural Network Toolbox

Toolbox can be used by the user in many different ways. First and foremost is byusing the predefined user interface, in which user has to provide the necessaryinput. But, the disadvantage of this feature is that it provides less flexibility toovercome. The user can customise toolbox by creating own neural network andusing all the features of the toolbox. Apart from the above discussed ways to use thetoolbox, it can also be used though command line operations.
4.4.2 Global Optimisation Toolbox

Global Optimisation toolbox contains the function, which can be used for defining,solving and assessing optimization problem. Optimization solving techniques,which are implemented, include Global Search, Mutistart, Pattern Search, SimulatedAnnealing and Genetic Algorithm. Out of these, Genetic Algorithm has been used inthe present research work. The Global Optimisation toolbox allows user to definepopulation size, number of elite children, crossover fraction, Migration and thevarious constrains.
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Figure 4.9: Screen Shot of Genetic Algorithm Solver

4.5 Concluding RemarksSoft Computing techniques are Fuzzy Logic, Neural Network and Genetic Algorithmout of which Neural Network and Genetic Algorithm are widely used to solvestochastic problems. MATLAB® due to its relative advantage is used by researchersworldwide to implement their work. These tools are used for implementation of thepresent research work.
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Chapter: 5
Problem FormulationThis chapter provides an extended mathematical frame work for the formulatingthe problem of reconstruction for the different beam profiles along the variousapproaches to solve the problem. The results obtained after the implementation arealso discussed.
5.1 Problem Formulation for Parallel Beam ScannerParallel Beam profile is most used beam profile for all generation of CT scanner.Hence, the problem for reconstruction needs to be modelled and implemented. [1,2]
5.1.1. Geometry of Parallel beam ScannerFigure 5.1 shows pictorial representation of the parallel beam scanner, which is themoveable part of the scanner and is consisting of an emitter of X-rays and a screenon which radiation detectors are placed. This revolves around the body beingexamined. The detectors measure the attenuated intensity and it is evaluatedrelative to the original radiation intensity as defined in equation 3.13. This value ofprojection is represented by ( , ) where is the angle at which the projectionis carried out and is the position of a particular place on the screen.

Figure 5.1: Basic Geometry of Parallel Beam Scanner
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This method of scanning allows obtaining the image of the attenuation coefficientdistribution for one cross-section of the body under examination. As shown in thefigure 5.2, the scanner geometry is in the plane x and y coordinates, that is in theplane perpendicular to z-axis. Using the standard definition of Radon transform [1]it can be derived:

Figure 5.2: Scanner Geometry in X-Y Plane

( , ) = (∞

∞
− , sin + cos ) (5.1)

This allows easy interpretation of value at each point on the screen. The aboveequation in the frequency domain can be represented by:
( , ) = { ( , )} = ( , )∞

∞
(5.2)

As mentioned in equation 3.36, the practical implementation of the above problemcan be solved by using two approaches as below:
 Convolution and back projection method;
 Filtration and back projection method.
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5.1.2. Convolution and Back projection methodOut of two approaches, reconstruction by convolution and back projection is mostpopular [3-5] due to its simplicity and its implementation. In this approach, filteringtakes place in s-domain and this can be mathematically expressed as:
( , ) = ( ( , ). . ( )) (5.3)

By applying the Fourier transform, it is converted into form:
( , ) = ( ( , ) ∗ ( . ) (5.4)

This will lead to: ( , ) = ( , ) ∗ ( . ) (5.5)
Comparison of equation 3.36 and 5.5 will result into:

( cos + sin , ) = ( , ) ∗ ( . ) (5.6)
By using Hebert transformation, it can be stated:

12 ( ̇, ) 1− ̇ ̇ = ( , ) (5.7)
The values of ( , ) obtained in this process need to be subjected to the processof back-projection in order to reconstruct the final image. Mathematically, it can beexpressed as:

( , ) = ( ( , ( , ) ∗ {| |} (5.8)
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Figure 5.3: Projection at various Angle

If it is assumed that ( , ) is a function approximating to the ( , ), then equation5.8 can be modified as:
( , ) = ( ( ). 2 . ( ,∞

∞
). . ( ). ). (5.9)

where is cut off frequency function. Hence, finally it can be written as:
( , ) = ( , ) ∗ ℎ ( ). (5.10)

where ℎ ( ) is the point spread function of the selected convolution kernel.Considering the practical implementation, equation 5.10 needs to be converted intodiscreet form as there are limited number of projections which are carried outduring each revolution of X-ray tube and limited resolution, at which the radiationintensities are measured. The angles at which discreet projections are carried outare represented by:
= Δα (5.11)
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where = 0,… . ,Ψ − 1 and the detectors are placed at equal distance = .Δhence the index variable = − ,… , − . The equation 5.10 can beimplemented as shown in figure 5.4:

Figure 5.4: Flow chart for Convolution Back projection Method

5.1.3. Filtration and Back projection MethodIn this approach, the filtering is carried out in the frequency domain [6-8] ascontrast to s-domain in convolution approach. Applying Fourier transform toindividual projection, the equation 5.4 can be written as:
( , ) = ( ( , ) . . ( ). (5.12)

So, ( cos + sin , ) = ( , ) . . ( ) (5.13)Hence, ( , ) = (| |. ( , ) (5.14)
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Mathematically, it can be expressed as:
( , ) = ( | |. ( , ) (5.15)As seen in section 5.1.2, for the limited band spectrum, we approximate ( , ) forthe function ( , ).mathematically, it can be written as:( , ) = ∞

∞
( , ) ∗ ( ) ) (5.16)where ( ) is spectrum of selected convolution kernel. Hence, the sequence ofoperation to implement reconstruction algorithm can be written as:( , ) = { { ( , )}. ( )}} (5.17)For practical implementation, the above form is converted into discreet form asdiscussed in section 5.1.2 and flow chart for the implementation is shown in figure5.5.

Figure 5.5: Flow chart for Filtration Back projection Method
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5.2 Problem Formulation for Fan Beam ScannerOne of the major disadvantages of parallel beam scanner is the lateral movement ofthe source and detector which leads to artefacts in the reconstructed image. Thiscan be overcome by using fan beam shaped detectors array as discussed in chapter3. The reconstruction problem can be formulated on the same line as for theparallel beam scanner. Before problem formulation, it is necessary to understandthe geometry of scanner as discussed in the next section.
5.2.1. Geometry of Fan beam ScannerAs the name suggests, the beam profile is in fan shaped as opposite to parallel beamas can be seen in figures 5.6. [9]

Figure 5.6: Basic shape of Fan Beam Profile

It is evident that axis of rotation of the system and the axis of symmetry of radiationbeam plays very vital role in geometrical relationship. The axis of rotation isdirected along the line perpendicular to the cross section. A ray emitted from thetube at a given angle of rotation and reaching a particular detector can be identified
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by parameter ( , ), where is the angle that the ray makes with the principalaxis of the radiation beam and is angle of rotation.
As in the parallel beam, the motion of the tube detector arrangement is rotational.The angle will be in the range of [0,2 ) , and thus the corresponding range for thewill be:

= = arcsin( ) (5.18)
where is the radius of the circle and is the radius of circle describing the focusof the tube. In most of cases, the lies within the range of [− , ]. The projectionfunction for the fan beam profile is mathematically represented as:

( , ) (5.19)

Figure 5.7: Basic Geometrical Relationship for Fan Beam

For the practical implementation, the problem must be addressed into the discreetdomain. Hence, the geometry of discreet projection system must be analysed. Thefan beam scanner can be divided into two broad categories; equiangular sampling
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and equidistance sampling. But, for practical reasons and due to limitation of the X-ray tube, equidistance sampling systems are widely used. In the equidistancesampling system, the projection is obtained at predetermined angles . Hence, theangular distance is determined by the location of the detectors. As the system isequidistance, the angular distance between the detectors is equal and is obtainedby Δ .
The discreet angles at which projections are made can be given by:= ∆ (5.20)
where ∆ is the angle through which tube screen system is rotated and =0, 1, … , Γ− 1 is the sample index for each projection. The location of the arc isdefined by an angle:

= Δ (5.21)
where Δ is the distance between the radiation detector, is the index of detectormatrix. Hence, the projection value for the fan beam profile can be expressedmathematically as: ( , ) = Δ , ∆ (5.22)
5.2.2 Rebinning Reconstruction MethodThis method uses re-shorting for [10-12] reconstruction of image. In this method,all the projections ( , ), which correspond to the hypothetical parallel beamprojection ( , ) are identified. The rays which would be equivalent to theparallel rays will be considered and collected. The projection data obtained willused for the reconstruction as per the methods described in section 5.1. The flowchart for the implementation of this method is shown in the figure 5.8.Mathematically, ( , ) = ( , ) = sin , + (5.23)
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which is simplified as:
( , ) = ( , ) = , − (5.24)

Using equation 5.25, the equivalent ray of fan beam systems to parallel beamsystem is:
= (5.25)However, for practical implementation, discreet domain must be considered.

Figure 5.8: Flow chart for Implementation of Rebinning Method
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5.2.3 Direct Fan Beam Reconstruction MethodIn opposite to the using the reconstruction methods developed for the parallelbeam systems, here a direct approach is used to solve the problem [13,14]. Here,the formula for the parallel beam method is found in which the values obtainedfrom the fan beam can be directly used. In other words, this method can beconsidered as the extension of the parallel beam reconstruction method. Using theequation 5.5, the relationship between the quantities of two approaches can beexpressed as: = . (5.26)
= + (5.27)

Converting the equation to polar form, using equation 5.26 and equation 5.27:
( − ∅) − = ̇ sin( ̇ − ) (5.28)

where ̇ = arctan ( ∅ ∅ ) . The following sequence of equation based onRadon transforms can be derived:
( , ) = (∞

∞

∞

∞
, ). ( ) (5.29)

Converting above into polar form:
( , ) = | | ( ,∞

∞
). ( ) (5.30)

As the system is using fan beam profile, the limit of integration changes:
( , ) = 12 | | ( ,∞

∞
). ( ) (5.31)

Converting above equation 5.31 into frequency domain, it is reformulated to:
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( , ) = 12 | | ( ,∞

∞
). ( ) (5.32)

As discussed in above sections, the above method can be implemented in discreetdomain. The implementation steps are shown in the figure 5.9

Figure 5.9: Flow chart for implementation of Direct Fan Beam Method

5.3 ImplementationAs discussed in previous sections most of CT scanner either uses the Parallel beamprofile or Fan beam profile. But it is evident that if scanner uses the fan beamprofile but in one form or other reconstruction problem is reformulated to parallelbeam reconstruction problem. Hence, it is logical to address parallel beamreconstruction problem and implement the same. As stated in Chapter 4,MATLAB®(R) platform is used to implement the research.
In order to implement and test the reconstruction method user defined phantomwith the resolution 256X256 is used [15], the detail description is discussed inChapter 7 in detail. The user defined phantom is shown in the figure 5.10:
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Figure 5.10: User defined Phantom.

Before applying the method discussed in previous section is interesting, to viewreconstructed image by only applying the back projection algorithm the resultobtained can be viewed in the figure 5.11:

Figure 5.11: Reconstructed User defined Phantom using Back projection

Implementing the method discussed in section 5.1.2 on the MATLAB®(R) platformthe phantom reconstructed is shown in the figure 5.12:
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Figure 5.12: Reconstructed User defined Phantom using Convolution and
Back projection

On similar lines the method discussed in section 5.1.3 the result obtained is shownin figure 5.12. From the result it can be concluded that by employing the methodsdiscussed in the chapter the quality of the image has improved significantly andthus making the diagnosis more accurate.

Figure 5.13: Reconstructed User defined Phantom using Filtration and Back
projection

68



The details analysis and comparative analysis of the results obtained by theimplementation of this work is being discussed in Chapter 8. The function files thatare developed to implement the existing techniques are listed in table 5.1:
Sr.
No

Name of Function File Purpose

01 ct_reconstruction It is main function file which takesrequired input from the user andproduces the output.
02 phtantom_data It creates the phantom data as per thechoice of the user.
02 radon It converts the generated phantomdata into projection data.
03 simple_backprojection It performs back projection operationon the pre-processed image.
04 filtered_backprojections_con It performs convolution operation onthe projection data
05 filtered_backprojection_fd It performs filtration operation infrequency domain on projection data.

Table 5.1: Table listing the MATLAB® Function Files Developed for
Implementation.

5.4 Concluding RemarksChapter discusses mathematical derivation for existing reconstruction techniquesand the step wise implementation and testing of these techniques was done onMALTLAB platform and corresponding results obtained as shown in the aboveshown figures.
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Chapter: 6
Artificial Neural Network ImplementationThis chapter discusses regarding the novel approach developed to solve theproblem of image reconstruction by using the soft computing technique NeuralNetwork (NN) and its implementations and testing.
6.1 ApproachAs discussed in Chapter 5, the reconstruction techniques used to solve the problemof reconstruction from projection can be classified into two broad approaches; thetransformation based reconstruction techniques and algebraic method basedreconstruction techniques. Out of these two techniques, algebraic reconstructiontechniques are not used widely due to difficulty in implementation. [1] Hence, thepresent research is based on the transformation technique convolution and backprojection for its simplicity in implementation.
As it is evident from the discussions in Chapter 4, the soft computing techniques arewidely used to solve many complex engineering problems where conventionalsolving techniques have not resulted into the good performance. Out of various softcomputing techniques, Artificial Neural Networks popularly known and ANN areused to solve many non linear optimization problems. Due to its relativeadvantages, ANN is used to solve the problem of reconstruction [2]. ANN can beclassified into two broad categories based on the learning algorithm; the supervisedlearning networks and unsupervised learning networks.
Extending the usage of ANN to solve problem of reconstruction, it can be classifiedinto two broad categories viz. Algebraic Neural Network and Transform NeuralNetwork which can be further classified into two sub categories based on the typeof training i.e supervised neural network and unsupervised neural network. Forimage reconstruction problem, supervised neural networks are not efficientbecause it is difficult to lean all the possible images[3,4,5]. Hence, reconstructingimage using the supervised learning algorithm will not lead to good performance.Moreover, algebraic neural networks are not computationally efficient, as during
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solving the problem of projection, a huge size of the variable matrix is used. Thesize of the matrix is directly proportional to square size of image multiplied bynumber of projections; hence the number of neural connection also increases.
One of the solutions to this problem is using transform method based neuralnetwork which uses unsupervised learning. One possible ANN which can be used isHopfield network[6,23]. One of the advantages of employing this network is that itdecreases the computational complexity as the number of neuron is proportional tosize of the image and not on the resolution.
6.2. Parallel Beam Projection SystemAs discussed in the earlier Chapter the fundamental problem of reconstruction usedthe Parallel beam profile hence it is essential that any new algorithm for solving thereconstruction problem must be developed and implemented before using for Fanbeam profile[6,7,19]. In the present work also the problem using neural network issolved for the parallel beam profile as discussed in subsequent sections:
6.2.1 Mathematical RemodellingAs discussed, the distribution of attenuation is defined by ( , ) and themathematical equation can be written as:

( , ) = ( , )∞

∞

∞

∞
( cos + sin − ) (6.1)

The accumulations due to the projection carried out at various angles are describedby the equation:
( , ) = ( cos + , ) (6.2)

where ( , ) is the image of distribution of the X-ray attenuation in object ofinterest, but as described in section 5.2.1, the image reconstruction by this methodare subject to distortion and hence, mathematically it is expressed as:
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( , ) = ( , ) ∗ ( + ) (6.3)
As only limited number of projections can take place, the equation 6.3 must beconverted to discreet domain as:

( , ) = ̂( , ) (6.4)
( , ) = ( , ) (6.5)where i, j are integers. The discreet equivalent of equation 6.3, therefore, can bewritten as:

( , ) ≅ ℎ ̂ ( , ) (6.6)
where ℎ represents the discrete impulse response of the signal, responsible forgeometric distortion of original image. Implementing interpolation, the equation6.6 is expressed as:

( , ) ≅ ℎ , ̂ ( , ) (6.7)
In order to remove the distortion, the image filtering is performed on the imagewhich will result into removal of geometrical distortion. This problem can beviewed as problem of optimization, where least square error needs to be reduced.The popular solution to this problem of optimization is entropy criterion[8-11].Entropy criterion is efficient for the method to find out the direction and rate ofchange in algorithm. It is widely used in the domain of image processing to removethe distortion[11,20]. Thus it can be extended to solve problem of reconstructedimage[15]. The problem can be reformulated to reconstruct the image in discreetdomain as under:
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max ( )= (6.8)
where = [ ̂( , )] is the matrix with element from the original image, is thematrix from distorted image and = [ℎ ] is the matrix of impulse response. The( ) can be written as:

( ) = − ( , ) ln ( , ) (6.9)
where

( , ) = ̂( , ) − ̂( , )∑ ∑ ( ̂ ( , ) − ̂( , ) ) (6.10)
where ̂ ( , ) is the lowest value among negative ̂ ( , ) , thus the pentaltyfunction for the equation 6.8 can be expressed as:

(− ( ) + ( ( ))) (6.11)
where

( ) = ℎ , ̂ ( , ) − ̂( , ) (6.12)
The penalty function (. ) can be defined as:

( ) = ℎ ℎ > 0 (6.13)
Implementing equation 6.11 in form on Neural Network, it can be expressed as:
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= − ( ) + ( ) (6.14)
Applying the derivation to equation 6.14, following form is obtained:

= − ̂ ( , ) (6.15)
where t represents the learning progress of the neural network. Further:̂ ( , ) = ( )̂ ( , ) − ( ( ) ̂ ( , ) (6.16)
Implementing neural network to above equation, below mentioned structure isobtained:

Figure 6.1: Structure of Developed Neural Network

It is advantageous to consider the neighbourhood of the given kernel instead ofconsidering the entropy of the whole image. This will lead to modification ofequation 6.15 into:
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( ) = − ( + , + ) ln ( + , + ) (6.17)
where ( + , + ) = ̂( , ) − ̂( , )∑ ∑ ( ̂ ( + , + ) − ̂( , ) ) (6.18)
The cross section of the neural network is shown in the figure 6.2. For the discreetimplementation, the following values were used for the discussion of the results inthe subsequent chapters.

Quantity Layer 1 Layer 2Weight of theconnection ( ) = , ( ) = ,
Weight of the sum ( ) = ( ) ( , ) − ( , ) ( ) = ( , )
Output of Neuron ( ) = ( ) ( , ) = ( )

Table 6.1: Parameters for the Developed Neural Network
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Figure 6.2: Cross Section of the Developed Neural Network

6.2.1 ImplementationIn continuous, of previous section the theory developed was implemented on theMATLAB®(R) platform. To test any medical reconstruction algorithm Sheep-Loganphantom is standard volume used [12]. But for the present work a User definedphantom is used the detail regarding the modelling of phantom is discussed inChapter 7. Based on the previous section the implementation of developedapproach is done as show in the figure 6.3.[14,15]:
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Figure 6.3: Flow chart for Reconstructing Image for Parallel Beam ScannerAs seen from the figure the first step is to generate User defined Phantom of thedesired resolution in the present work the phantom of resolution 256X256 is usedas shown in the figure 6.4:

Figure 6.4: User defined Phantom with Resolution of 256X256
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The next step is obtained the projection data from the volume by Radon transform.As opposite to the convention method of reconstruction here the back projectionoperation is applied, that results reconstruction of the volume. The reconstructedimage will be subject of lot of geometric distortion making it impossible forinterpretation of the information as seen from the figure 6.5:

Figure 6.5: Reconstructed Image by Back projection Operation

In order, to recover the image by removing geometric distortion by employingHopfield neural network which replaces the conventional two dimensional filteringtechniques. It is very much essential to calculate the weights for the neural networkas discussed previous section. Before staring the neural network algorithm it isessential to establish ℎ matrix the convolution kernel. The pseudo code for thegeneration of ℎmatrix for the image with size of 256 X256 is as below://initializationh:array[-255..255,-255..255] of double;//establishing of the h matrixfor i:=-255 to 255 dofor j:=-255 to 255dobeginh[i,j]:=0;for k:=0 to 71999 do
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begins:=i*cos(k*Pi/36000)+j*sin(k*PI/36000);if ABS(s)<=1 thenh[i,j]:=h[i,j]+(Pi/36000)*(1-ABS(s));end;end;//symmetrization of the matrix hfor i:=0 to 1023 dofor j:=0 to 1023 doif j>i then h[j,i]:=h[i,j];for i:=0 to 1023 dofor j:=0 to 1023 dobeginh[i,-j]:=h[i,j];h[-i,j]:=h[i,j];h[-i,-j]:=h[i,j];end;
These weights are calculated by numerical method and value of these weigh are= 100 and = 6 10 and slope for the penalty function = 10 withsuitable value for the window as discussed in Chapter 3. The phantomreconstruction is done for various iteration are shown below:
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Figure 6.6: Reconstructed Image by Hopfield Network after 100
iteration for Parallel Beam

Figure 6.7: Reconstructed Image by Hopfield Network after 1000
iteration for Parallel BeamAfter the 10,000 iteration the network stabilizes and the reconstructed image isobtained as shown in the figure 6.7[16]:

Figure 6.8: Reconstructed Image by Hopfield Network after 10000
iteration for Parallel Beam
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The comparisons of the image reconstructed is with the existing method has beendiscussed in Chapter 9.
6.3 Fan Beam Projection SystemAs most of the modern scanner uses the Fan beam projection hence the researchwork must be extended for the Fan beam scanner[21]. As discussed in Chapter 5, tosolve the reconstruction problem for fan beam profile the methods used for theparallel beam profile with some modification. These modification andimplementation are discussed in following sections.
6.3.1 Mathematical RemodellingAs discussed in the Chapter 5, the basic problem of for the fan beam can be solvedby using two approaches viz. Rebinning and direct fan method. For the presentresearch work, rebinning method is used. As stated earlier, in rebinning methodonly those rays which can be modelled into the parallel beam projection areconsidered. These projection values are given by = ( , ) and thecorresponding geometry is shown in the figure 6.8:

Figure 6.8: Geometric Relationship between Variables for Fan Beam

As discussed in previous chapters and using the definition of Radon transformation[13], the values of projection are obtained by:
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( , ) ∞

∞

∞

∞
( , ). ( cos + sin − ) (6.19)

Using the geometry described in the figure, it is obtained:( , ) = = ( , ) = , − (6.20)
As the limited parallel projections are taken into consideration, the values ofprojection and indexed angle are represented as:

= ( , ) (6.21)
where is uniform sampling point and is the indexed angle. The space betweeneach parallel ray from the origin is calculated by:

( , ) = . Δ (6.22)
where Δ is sampling interval. Once the resorting is completed, the next stepimplemented is back projection as discussed in section 5.3.2. Mathematically it isrepresented as:

( , ) = ( , ). (6.23)
when considering the finite sum the equation 6.23 is modified as:

( , ) = 1∆ , (6.24)
where = ∆ cos + ∆ sin .
As discussed in previous section, the image obtained contains the informationregarding the original image along with the geometric distortion. Hence, the nextstep involves removing the geometric distortion by employing conventional
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filtering technique. In the present work, this conventional filtering is replaced bythe Hopfield neural network. Before establishing the neural network, it is necessaryto convert reconstruction problem into discreet domain. Mathematically [13], it canbe expressed as:
( , ) = ( ( ̈ , ̈ ). ( ̈ cos∞

∞

∞

∞
+ ̈ sin − ̇) ̈ ̈ ). ( ̇∞

∞− ) (6.25)
Approximating function and using the finite range [1, ] and [1, ], the equation 6.25is reformulated as: ( , ) ≅ ̂ ( ,̈ ̈),ℎ ̈ ̈ (6.26)which can be further simplified into:

( , ) = ̂ ( ̈, ̈).ℎ∆ ∆ (6.27)
where ℎ∆ ∆ is used to calculate weight for the developed network.
By using above derivation, the problem of reconstruction is reformulated intoproblem of optimization as discussed in section 6.2. Mathematically, it can beexpressed as:

( . ( ( )))=1 (6.28)=1
where ( ) = ∑ ∑ ℎ∆ ∆ ( ̈, ̈) − ( , ) [ ̂ ( , )] is the matrix with elementfrom the original image, is the matrix from distorted image, = [ℎ ] is thematrix of impulse response, and is suitable large positive coefficient. The penaltyfunction can be expressed as:
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= ℎ ℎ > 0 (6.29)
Applying derivation to equation 6.29, it takes form:

̇ = 1 − exp(− )1 + exp(− ) (6.30)
Converting equation 6.27 into energy function for solving the problem asoptimization problem, it is expressed as:

= . ( ( ))) (6.31)
In order to find out the minimum function, derivative operation is applied toequation 6.31 and the equation obtained is:

= − ̂ (( ̈, ̈) (6.32)
The schematics of implementation of above are shown in the figure 6.9

:
Figure 6.9: Cross Section of Neural Network for solving the Problem for

Fan Beam
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6.3.2 ImplementationAs discussed in the section 6.2.1 the problem of reconstruction for the fan beam isalso implemented on the same line. The steps of implementation are as shown infigure 6.8[14,17]. The pseudo code for Hopfield network is as follow:
Selection of Coefficient wi and wjfor i:=0 to 255 dofor j:=0 to 255 dox2[i,j]:=1.01;image obtained after back-projection operation is y2[i,j]repeatfor i:=0 to 255 dofor j:=0 to 255 dobegine2[i,j]:=0;for k:=0 to 255 dofor l:=0 to 255 do e2[i,j]:=e2[i,j]+h[i-k,j-l]*x2[k,l];for i:=0 to 255 dofor j:=0 to 255 doe2[i,j]:= (1-exp((-e2[i,j]+y2[i,j])/wi))/(1+exp((-e2[i,j]+y2[i,j])/wi));for i:=0 to 255 dofor j:=0 to 255 dobeginz2[i,j]:=0;for k:=0 to 255 dofor l:=0 to 255 do z2[i,j]:=z2[i,j]+h[k-i,l-j]*e2[k,l];end;for i:=0 to 255 dofor j:=0 to 255 do x2[i,j]:=x2[i,j]-wj*z2[i,j];x2[i,j] display on the screen.

85



Figure 6.10: Flow chart for Reconstructing Image for Fan Beam ScannerAs seen the same philosophy is used to implement the problem for fan beam profile.The reconstructed image obtained after the implementation of neural network isshow in the below:

Figure 6.11: Reconstructed Image by Hopfield Network after 100 iteration for

Fan Beam Profile
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Figure 6.12: Reconstructed Image by Hopfield Network after 1000 iteration

for Fan Beam Profile

Figure 6.13: Reconstructed Image by Hopfield Network after 10000 iteration

for Fan Beam Profile.
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The table 6.2 enlists the MATLAB® function file developed to solve the problem ofreconstruction:
Sr. No Name of Function File Purpose

01 ct_reconstruction_nn It is main function file takes required input fromthe user and produces the output.
02 phtantom_data Creates the phantom data as per the choice of theuser.02 radon_transformation Generates projection data from phantom data.
03 backprojection_operation Performs backprojection and reconstruct theimage.
04 h_matrix Creates convolution kernel for the Hopfieldnetwork.
05 hop_nn_parllel_beam Main function files for implementing neuralnetwork for parallel beam.
06 hop_nn_fan_beam Main function files for implementing neuralnetwork for fanbeam.

Table 6.2: List of the MATLAB® Function Files Developed for the

Implementation using Neural Network.

6.4 Concluding RemarksThe chapter discuses the novel approach developed to solve the problem of imagereconstruction by reformulating it to the problem of optimization and solving it byusing recurrent neural network as opposite to the traditional methods. It alsodiscusses the result obtained after the implementation.
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Chapter: 7
Advance Neural NetworkThis chapter discusses the user defined phantom construction used for testing thedeveloped techniques. It also discusses the application of Genetic Algorithmapplication for Neural Network.
7.1 User Defined PhantomAs CT scanner uses the X-rays as the energy source, the over exposure of theseradiation are harmful to human organisms. Hence, to ensure that the over dosage isavoided; all the techniques are tested in simulated environment. Hence, all thenewly developed or modified techniques need to be verified by computersimulation. Moreover, it is nearly impossible to obtain the physical projection datafrom the CT scanner and hence, simulation is very much useful.
In order to standardize the testing of the entire algorithm, Sheep Logan phantom isused to obtain the virtual projection values [1,2]. This makes it possible tostandardise the data for the reconstruction algorithms, which makes it possible tocompare the result. Moreover, the reconstruction image can easily be compared tothe original image, which helps to evaluate the quality of the reconstructionalgorithm.
In order test the developed techniques in previous chapter, a user defined phantomis developed, which provides the projection value data needed for the simulation.The phantom developed resembles to human head, a multi density tissue organ. Itmay be noted that the elements in the phantom are additive. The mathematicalmodelling for the different beam profile is discussed in the following sections.
The phantom developed is made up of ellipse shape, which allows user to obtain theprojection values for all points of interest on the screen for any projection angle.The topology of the mathematical model is shown in the figure 7.1:
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Figure 7.1: Topology of User defined Phantom

As seen from the figure, the model consists of elliptical elements, which are havingconstant attenuation coefficient. The mathematical equation describing theindividual three categories of ellipses are given below:a) For ellipse centred at origin:
+ ≤ 1 (7.1)

b) For ellipse with its centre displayed to the point ( , ):
( − ) + ( − ) ≤ 1 (7.2)

c) For ellipse displayed to point ( , ) and rotated at angle :
(( − ) + ( − ) sin ) + (−( − ) + ( − ) sin )

≤ 1(7.3)
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The image of the model user defined phantom is developed by superimposingsuccessive elements of the phantom using ellipses defined in the equation below:a) For ellipse centred at origin:
( , ) = ⎩⎨

⎧ + ≤ 10 + > 1 (7.4)

b) For ellipse with its centre displayed to the point ( , ):
( , ) = ⎩⎨

⎧ ( − ) + ( − ) ≤ 10 ( − ) + ( − ) > 1 (7.5)

c) For ellipse displayed to point ( , ) and rotated at angle :
( , )=

⎩⎨
⎧ (( − ) + ( − ) sin ) + (−( − ) + ( − ) sin ) ≤ 10 (( − ) + ( − ) sin ) + (−( − ) + ( − ) sin ) > 1 (7.6)

Using the Radon theory [3] for a given angle of incidence , one can sum theseparately evaluated projection values = ( , ). For the individual figure, eachpoint is given by:
= ( , ) = = ( , ) (7.7)

With presented mathematical background, the user defined phantom is created inthe MATLAB® giving the user flexibility to decide regarding the resolution of theimage. In the present work, the image resolution of 256 X 256 pixels is used, whichprovides adequate validly for the developed approach.
91



Using the above, user defined phantom was simulated. The parameters which wereused are listed below:
Number

of Ellipse

Coordinates Angle of

Rotation
Attenuation

I 0.00 0.00 0.00 2.00II 0.00 -0.01 0.00 -0.98III 0.22 0.00 -18.00 -0.02IV 0.00 0.00 18.00 -0.02V 0.00 0.35 0.00 0.01VI 0.00 0.10 0.00 0.01VII 0.00 -0.10 0.00 0.01VIII -0.08 -0.60 0.00 0.01IX 0.00 -0.60 0.00 0.01X 0.06 -0.60 0.00 0.01
Table 7.1: Parameters used to Simulate the User Defined Photon.The phantom generated is shown in the figure 7.2:

Figure 7.2: Cross Section of User defined Phantom
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7.2 Advance Neural NetworkAs discussed in previous chapters, the problem of reconstruction was reformulatedas problem of optimisation. Genetic Algorithm emerged as most powerful tool tosolve the problem of optimisation particularly when the problem is stochastic [3].Since, it is evident that problem of reconstruction is stochastic in nature, it is logicalto employ genetic algorithm to solve the problem[4].
It very important to assesses the quality of the image after any type of processing.There are number of parameters by which the quality of the image can be assessed.Out of these parameters, it is worth to mention that two parameters, signal to noiseratio and mean square error, are significantly important [5].
As discussed in Chapter 6, the image reconstructed is subject to assessment bythese two parameters. Signal to noise ratio (SNR) and mean square error (MSE) forthe reconstructed image are defined as:

= 10 ∑ ∑ [ ( , ) ]∑ ∑ [ ( , ) − ̂( , ) ] (7.6)
= 1 [ ( , ) − ̂( , ) ] (7.7)

where ( , ) is the orginal image. The prerformace of the Neural Networkdeveloped greatly depends on the weights and which are used to tune thenerual network[8,9]. Genetic Algorithim due to its advanatge can be used for fortuning these weights[7].
In implementation of the Genetic Algorithim, it is worth to remember that twoparameters namely chromosmes and fitness function play very vital role in theperformace. In the present research work, the fintness function is defined on basisof mean squre error of the reonstructed image and the chormosomes are decidedon the basis of the resolution of the image i.e. if the resolution of the image is 128
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X128 the length of the chormosome will be the same. The implemntation of theGenetic Algorithim and Neural Network is simlar to the stagergy discussed in theprevious chapter. However, the major difference is, instead of calculating theweights numerically, they are tunned by the GA[8]. The flow of implementation isshown in the figure 7.3:

Figure 7.3: Flow chart for Implementing Advance Neural Network using
Genetic Algorithm

The peusdo code for the implementing the GA to the problem is as follow:Creation of the initial population of chromosomes.for (all weights)Evaluate the fitness of all the chromosomes of the population.

Generation of
Sheep-Logan Phantom

Generation of
Projection Data

Applying Back projection
Operation

Applying Blurred Image
to Hopfield Network

Reconstruction of Image
by Hopfield Network

Displaying Reconstructed
Image

Tuning weights of the
Neural Network using

Genetic Algorithm

94



The best chromosomes will be selected to reproduce, using mutation andcrossover.With the new chromosomes created from the fittest of the previousgeneration, a new generation is created.end forEvaluate the fitness for all the chromosomes of the population.Select the fittest chromosome of the population as the new weight.end forend for
As disccused earlier, the alrorithim was tested by user defined phantom. The resultobtained is shown in figure 7.4 [4]. The assessment of all the reconstructedphatoms are disucussed in the Chapter 9 in details along with the relativecomparision.

Figure 7.4: Reconstructed user defined phantom by using GAThe function files developed for the implementation of GA are listed in table 7.2below:
Sr.

No
Name of Function File Purpose

01 ct_reconstruction_nn_ga Main function file to execute imagereconstruction using neural network andgenetic algorihtim.
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Sr.

No
Name of Function File Purpose02 phtantom_data Generated phantom data.02 radon_transformation Obtains the projection data for furtherprocessing.03 backprojection_operation Reconstruct the image by backprojectionoperation.04 h_matrix Generates convolution matrix.05 nn_ga Main function file to use genetic algorithm totune weights.06 crossover_nn_ga Performs crossover operation07 mutate_nn_ga Executes mutation operation.08 fitness_nn_ga Defines fitness function for the GA.

Table 7.2: List of the MATLAB® Function Files developed for the

Implementation using Genetic Algorithm

7.4 Concluding RemarksChapter provides the neccessary frame work to make user defined phantom, whichis used to test the newly developed algorithims and assesing them by comparingthe reconstruted image with the orignal image. Chapter also dicusses application ofGenetic Algorithim in the present research work.
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Chapter: 8
User Interface DevelopmentThis chapter discusses feature and development procedure for Graphical UserInterface using MATLAB®. Chapter also describes the User Interface developed forthe presented research work.
8.1 Graphical User Interface Environment (GUI)A graphical user interface (GUI) is a pictorial interface to a program. A good GUI canmake programs easier to use by providing them with a consistent appearance andwith intuitive controls like pushbuttons, list boxes, sliders, menus, and so forth. TheGUI behaves in an understandable and predictable manner, so that a user knowswhat to expect when he or she performs an action. For example, when a mouse clickoccurs on a pushbutton, the GUI should initiate the action described on the label ofthe button. This section introduces the basic elements of the MATLAB® GUIs.
8.1.1. Working of Graphical User Interface [1-4]A graphical user interface provides the user with a familiar environment in whichto work. This environment contains pushbuttons, toggle buttons, lists, menus, textboxes, and so forth, all of which are already familiar to the user, so that he or shecan concentrate on using the application rather than on the mechanics involved indoing things. However, GUIs are harder for the programmer because a GUI-basedprogram must be prepared for mouse clicks (or possibly keyboard input) for anyGUI element at any time. Such inputs are known as events, and a program thatresponds to events is said to be event driven. The three principal elements requiredto create a MATLAB® Graphical User Interface are:

1. Components: Each item on a MATLAB® GUI (pushbuttons, labels, editboxes, etc.) is a graphical component. The types of components includegraphical controls (pushbuttons, edit boxes, lists, sliders, etc.), staticelements (frames and text strings), menus, and axes. Graphical controlsand static elements are created by the function uicontrol, and menus are
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created by the functions uimenu and uicontextmenu. Axes, which areused to display graphical data, are created by the function axes.
2. Figures: The components of a GUI must be arranged within a figure,which is a window on the computer screen. In the past, figures have beencreated automatically whenever data is plotted. However, empty figurescan be created with the function figure and can be used to hold anycombination of components.
3. Callbacks: Finally, there must be some way to perform an action if a userclicks a mouse on a button or types information on a keyboard. A mouseclick or a key press is an event, and the MATLAB® program mustrespond to each event if the program is to perform its function. Forexample, if a user clicks on a button, that event must cause theMATLAB® code that implements the function of the button to beexecuted. The code executed in response to an event is known as a callback. There must be a callback to implement the function of eachgraphical component on the GUI.

MATLAB® GUIs are created using a tool called guide, the GUI Developmentenvironment. This tool allows a programmer to layout the GUI, selecting andaligning the GUI components to be placed in it. Once the components are in place,the programmer can edit their properties: name, color, size, font, text to display,and so forth. When guide saves the GUI, it creates working program includingskeleton functions that the programmer can modify to implement the behavior ofthe GUI.
When guide is executed, it creates the Layout Editor, shown in Figure 8.1. The largewhite area with grid lines is the layout area, where a programmer can layout theGUI. The Layout Editor window has a palate of GUI components along the left sideof the layout area. A user can create any number of GUI components by first clickingon the desired component, and then dragging its outline in the layout area. The topof the window has a toolbar with a series of useful tools that allow the user to
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distribute and align GUI components, modify the properties of GUI components, addmenus to GUIs, and so on.

Figure 8.1: Layout of Guide in MATLAB®

8.1.2 GUI Components

This section summarizes the basic characteristics of common Graphical UserInterface components. It describes how to create and use each component, as wellas the types of events each component can generate. The components discussed inthis section are
 Text Fields: A text-field is a graphical object that displays a text string. Usercan specify how the text is aligned in the display area by setting thehorizontal alignment property. By default, text fields are horizontallycentered. A text field is created by creating a uicontrol whose style propertyis 'edit'. A text field may be added to a GUI by using the text tool in theLayout Editor. Text fields do not create callbacks, but the value displayed inthe text field can be updated in a callback function by changing the textfield's String property.
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 Edit Boxes: An edit box is a graphical object that allows a user to enter atext string. The edit box generates a callback when the user presses theEnter key after typing a string into the box. An edit box is created bycreating a uicontrol whose style property is 'edit'. An edit box may be addedto a GUI by using the edit box tool in the Layout Editor.
 Frames: A frame is a graphical object that displays a rectangle on the GUI.User can use frames to draw boxes around groups of logically relatedobjects. A frame is created by creating a uicontrol whose style property is'frame'. A frame maybe added to a GUI by using the frame tool in the LayoutEditor. Frames do not generate callbacks.
 Pushbuttons: A pushbutton is a component that a user can click on totrigger a specific action. The pushbutton generates a callback when the userclicks the mouse on it. A pushbutton is created by creating a uicontrol whosestyle property is 'pushbutton'. A pushbutton may be added to a GUI by usingthe pushbutton tool in the Layout Editor.
 Toggle Buttons: A toggle button is a type of button that has two states: on(depressed) and off (not depressed). A toggle button switches betweenthese two states whenever the mouse clicks on it, and it generates a callbackeach time. The 'Value' property of the toggle button is set to max (usually 1)when the button is on, and min (usually 0) when the button is off. A togglebutton is created by creating a uicontrol whose style property is togglebutton. A toggle button may be added to a GUI by using the toggle buttontool in the Layout Editor. When a user clicks on the toggle button, itautomatically calls the function ToggleButton_Callback, This function locatesthe toggle button using the handles structure and recovers its state from the'Value' property. Then, the function locates the text field and displays thestate in the text field
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 Checkboxes and Radio Buttons: Checkboxes and radio buttons areessentially identical to toggle buttons except that they have different shapes.Like toggle buttons, checkboxes and radio buttons have two states: on andoff. They switch between these two states whenever the mouse clicks onthem, generating a callback each time. The 'Value' property of the checkboxor radio button is set to max (usually 1) when they are on, and min (usually0) when they are off.
 Popup Menus: Popup menus are graphical objects that allow a user toselect one of a mutually exclusive list of options. The list of options that theuser can select among is specified by a cell array of strings, and the 'Value'property indicates which of the strings is currently selected. A popup menumay be added to a GUI by using the popup menu tool in the Layout Editor.
 List Boxes: List boxes are graphical objects that display many lines of textand allow a user to select one or more of those lines. If there are more linesof text than can fit in the list box, scroll bar will be created to allow the userto scroll up and down within the list box. The lines of text that the user canselect among are specified by a cell array of strings, and the'Value' propertyindicates which of the strings are currently selected. A list box is created bycreating a uicontrol whose style property is 'listbox'.
 Slide Sliders: Slide Sliders are graphical objects that allow a user to selectvalues from a continuous range between a specified minimum value and aspecified maximum value by moving a bar with a mouse. The 'Value'property of the slider is set to a value between min and max depending onthe position of the slider.
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8.2 Designing of User InterfaceIn view to provide better user interface the techniques developed user interface isdeveloped in the MATLAB® the screen shot of the main window of the GUIdeveloped is shown in the figure 8.2[5]:

Figure 8.2: Main Window of the Developed Interface

As seen from the figure the user interface contains five main menu namelydocumentation, existing techniques, Soft computing techniques , presentation andquit. Documentation menu contains two sub menu synopsis and thesis related tothe research work, presentation contains two sub menus for presentation and thepublication based on the research.
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Figure 8.3: Window showing sub menus in Existing TechniquesAs seen it the module which is developed to implement existing reconstructiontechniques which are described in the Chapter 5, these techniques are implementedto compare the results obtained with developed technique. The three techniqueimplemented are simple back projection, convolution and back projection andfiltration and back projection.

Figure 8.4: Window showing Implementation of Existing Techniques
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Figure 8.5: Window showing Implementation of Convolution MethodThe input parameter required for implementing technique are the image resolutionpre-defined phantom data and destination path were reconstructed image will besaved. The other techniques are implemented in the same manner.

Figure 8.6: Window showing sub menus in Developed Techniques
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As seen from the figure 8.6 under the menu of soft computing techniques two submenu are given namely Neural Network Reconstruction and Advance NeuralNetwork which implements the techniques discussed in Chapter 6 and Chapter 7respectively.

Figure 8.7: Window showing selection of Beam Profile

The problem of reconstruction is solved for two beam profile Parallel beam and Fanbeam. The user is able to select the type of the beam profile for which image is to bereconstructed.

Figure 8.8: Window showing solving Parallel Beam Profile

105



The user needs to provide the image size i.e. resolution from which correspondinguser defined phantom will be generated. Next step to perform back projectionoperation followed by creating the neural network. As the network needs to betrained this is followed by the reconstruction. At the end of the reconstructionprocess the two parameters Signal to Noise Ratio and Mean Square Error will begiven to the user.
The module for the Advance Neural Network is developed on the similar line whereuser needs to provide the image resolution and destination path to save thereconstructed image. The next chapter discuses the performance assessment.
8.3 Concluding RemarksThis chapter gives the brief overview regarding the features of GUIDE the tool usedto develop the user interface in MATLAB®. Chapter also discusses the features ofthe developed user interface for the research along with some of the screen shots ofthe windows of interface
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Chapter: 9
Conclusions and Future ScopeThis chapter discusses the results obtained, research contribution, limitations andassumptions made. Suggestions for future scope of the research work are also givenin the chapter.
9.1 Research ContributionOn the basis of the work carried out for this research, following outcomeshave emerged:1. Understanding the technical aspects of the CT Scanners and the diagnosticimportance of the information which can be inferred from the output.2. Modelling the basic reconstruction problem by the conventional techniquesprovides basic mathematical frame work to reformulate the problem ofreconstruction for better solution.3. The existing problem is being modified as problem of optimization to enableusage of soft computing techniques to solve problem more efficiently.4. Implementation of novel developed algorithm through the use of NeuralNetwork and Genetic Algorithm.5. Testing the developed approach by standard testing techniques andcomparing results with exiting methods.
9.1.1 Problem FormulationAccurate and fast medical diagnosis is very essential for providing better healthcare. Out of many diagnostic techniques, non invasive radiological techniques are ofgreat importance because of their non invasive philosophy. CT scanner, out of manymodalities to view the inside of the human body, is most powerful and widely usedmodality. In CT scanner, the image is reconstructed by processing the projectiondata, which is obtained from the gantry of the scanner. The mathematical framework to execute this process is popularly known as reconstruction problem.
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This reconstruction problem is divided into two categories on beam profile which isused for acquiring projection data. Based on the geometrical relations and theattenuation property of X-rays, the problem is solved by two approaches; analyticalmethod like back projection and algebraic technique like algebraic reconstructiontechnique (ART).
9.1.2 Problem ReformulationOptimization techniques are widely used in solving many complex problems and itsapplication can be extended to medical field also. The problem of reconstructioncan be reformulated as problem of optimization. The problem was formulated firstfor the parallel beam projection system followed by the problem solving for fanbeam projections system.
The least square error and steepest decent are two popular techniques used tosolve the problem when two constrains direction and rate of change of algorithm isto be calculated. The basic reconstruction algorithm uses these two constraints. Assoft computing techniques are used to solve non linear stochastic problems, theusage can be extended to solve this reformulated problem by considering themaximizing entropy criterion.
9.1.3 Implementation of ProblemUsing Entropy criterion, the problem of optimisation was solved and based on themaximizing entropy criterion, the Hopfield neural network was developed. Hopfieldnetwork, a recurrent neural network, was used because it is evident that, for theproblem of reconstruction, supervised learning networks cannot be employedbecause it is impossible to train the network.
Moreover, the transform method is used to solve the problem as the popularalgebraic methods are computationally costly. Moreover, the networks formed,based on the algebraic method, are large and very complicated making it impossibleto implement. It is observed that the novel algorithm developed can be used toreconstruct the standard phantom by simulating it on the MATLAB® platform. Thealgorithm developed can be used to reconstruct other volumetric data.
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9.1.4. Overall ConclusionThe reconstruction method developed can be used to reconstruct the volumetricdata from projection data. The reconstructed image developed is having gooddiagnostic value. The quality of the image reconstructed is better as compared tothe image reconstructed from the conventional approach. The same can be seen bycomparing the results obtained by various approaches discussed in the thesis.

Figure 9.1: Cross Section of User defined Phantom

As shown above Figure 9.1 shows the cross section of the image of the phantomgenerated and Figure 9.2 show the image reconstructed by simple back projection.It can be seen from the figure no interpretation of the data is possible as it containsgeometric distortion.

Figure 9.2: Cross Section of User defined Phantom reconstructed by
Back Projection.
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Figure 9.3: Cross Section of User defined Phantom reconstructed by
a) Convolution and Back projection b) Filtration and Back projection

Figure 9.4: Cross Section of User defined Phantom reconstructed by
a) Neural Network with 100 iterations b) Neural Network with 10000

iterationsSimilarly, Figure 9.3 shows the reconstructed image by using conventionalapproaches. From the image, it is evident the reconstructed image containsartefacts. The image reconstructed by the developed approach shown in figure 9.4 bresembles to the original image shown in the figure 9.1. Hence, it can be concludedimage reconstructed by the developed approach is having the better diagnosticvalue as compared to the other approaches. Moreover, the reconstructed image bythe exiting techniques are having less distorting as compared to the simple backprojection but the values of two assessment parameters signal to noise ration andmean square error are not satisfactory. The evaluation parameters obtained areshown in table 9.1:
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Particular Conventional Approach Developed ApproachSNR 19.23 17.00MSE 0.0167 0.0150
Table 9.1: Values obtained for Evaluation ParametersAs seen from the above results from the reconstructed phantom image by simpleback projection is having large distortion making it difficult to interpret anyinformation from the image. The reconstructed image by the exiting techniques arehaving less distorting as compared to the simple back projection but the values oftwo assessment parameters signal to noise ration and mean square error are notsatisfactory. While the in the image reconstructed from the developed approach isof better quality as the objects of phantoms are distinctly visible and theassessment parameters are good as compared to exiting approach.

For better interface, the user interface is developed which includes theimplementation and testing of the existing techniques and developed approaches.Developed approaches contain solution for parallel beam and fan beam profiles.This solution is obtained by using neural network and combination of neuralnetwork and genetic algorithm, as shown in the figure below:

Figure 9.5: Main Window of the Developed Interface
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Figure 9.6: Window showing sub menus in Developed Techniques

9.2 Future Scope

As the reconstruction problem is formulated, implemented and tested; it is possibleto carry out further research in the areas suggested below:
1. The reconstruction algorithm was tested using the user defined phantomresembling to standard testing phantom Sheep Logan. The algorithm needsto be tested for more data sets to test robustness of the algorithm. As inpresent study, real projection data is not used due to non availability of theraw data sets from the existing scanner.
2. The present algorithm is developed for the parallel beam and fan beamprofile. The approach can be further extended by modifying to spiral scannergeometry.
3. The reformulated problem can be solved by employing unsupervised neuralnetwork configuration which can be optimized by using other popularalgorithms such as Particle Swarm Optimization.
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4. For research, problem was realised on MATLAB® platform. In view, tomake it more universal, the problem must be realised on the popular opensource software. It will include the necessary simulation study tounderstand CT scanning techniques and the reconstruction from theprojection data.
5. The corresponding hardware realisation by using DSP or FGPA platform canbe explored, which will enable to use the developed algorithm in real timefor existing CT scanners.
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Appendix A
Overview of Radon TransformThis appendix discusses the Radon Transform, which is used for solving theproblem of reconstruction irrespective of the solution technique.
When a CT scan is made, the X-rays are absorbed by the tissues and bones in thebody. The absorption is described by a linear attenuation function, which at a fixedpoint has the value of the linear attenuation coefficient of the tissue. The linearattenuation function is approximately proportional to the density of the body, so itis this function which is to be displayed form the data obtained. Radon transformplays very vital role to display the images.
A.1 Mathematical FrameworkWhen an X-ray beam is sent through a body, it is assumed that it follows a straightline, , from a source to a detector . The linear attenuation function is denotedby , and is a function of a position = ( , ) in a Cartesian coordinate system.The intensity of beam at a point is expressed by ( ), the attenuation of theintensity within a distance along the line , is written as:

( ) = − ( ) ( ) ( . 1)
( )( ) = − ( ) ( . 2)

The solution of the above equation is given by Beer’s Law as shown below:
ln ( ) = − ( ) ( . 3)

The intensity of the beam denoted as , at the source, is known as difference inintensity from where the beam has emerged to a point on the line , is expressed as:
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ln( ) − ln ( ) = − − ( ) ( . 4)
− ( ) = ln ( . 5)

This described process is repeated on parallel lines. During the number of lines,corresponding to the number source and detectors will be finite. Hence, the inverseproblem is to recover ( ) from these equations, which are popularly known asreconstruction problem. Obtaining the integrals means that a slice of the object isbeing investigated in a certain direction. The integrals represent the projection of( ). The next step is to define the new direction and through that the otherprojections are obtained. Graphically it shown in the figure A-1:

Figure A-1: Example of Projections

When a CT scan is performed, and the sources and receivers move as described,there will be a point of rotation in the middle of gantry. The origin 0 is selected in− , considering a single slice. The Cartesian axes are chosen such that− is parallel to the initial direction of the source detector pair movement, asshown in the figure A-2. Figure illustrates new coordinate system which appearswhen the source detectors are moved at an angle ∅ ∈ [0,2 ] from the − .
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Figure A-2: Geometrical Relationship for Radon TransformThe direction is defined by the vector as:= {cos , sin } ( . 6)
= {− sin , cos } ( . 7)

The − will be parallel to the line where the sources are placed and is theline parallel to the lines of the rays. The dotted line represents one of these lines.From equation A.6 and A.7, it can be inferred that for a given line , the Cartesiancoordinated system is written as:= + ; ∈ ( . 8)
Hence, the projection of in the direction is given by:

( ) = ( + ) ( . 9)
where denotes the Radon transform for the specific direction of . Consideringall the possible directions of , the function is defined by two variables as:

( )( , ) = ( ) ( . 10)
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Hence, all inverse problems are consisting of recovering function of two variablesfrom its line integrals. Expressing the equation A.10 in terms of and is given by:
( )( , ) = ( cos − sin , sin + cos ) ( . 11)

Plotting the value of as the function of and is known as Sinogram, when thevalues of are represented as grey scale level. Practically, during the scan, thevalues of Radon transform are discreet and noisy.
It is assumed that density function is assumed to have the support within a disc ofradius . Thus, the sinogram will have support of a rectangle − ≤ ≤ and− < < . For every point in the sinogram, there is corresponding straight line inthe − .
For all the liens passing through a fixed point = ( , ), the correspondingpoints in the sinogram are described as sinusoidal curve in the ( , ) plane. Thiscurve is described by: = . = cos + sin ( . 12)
A.2 ImplementationThe realization of this problem was done on the MATLAB® platform for twoimages:a) Image with only one non zero pixelb) Standard Sheep Logan PhantomThe MATLAB® Code developed for:
a) Image with only one non zero pixel is given below:

% Making a 256x256 matrix, where only one pixel is non-zero:X = zeros(256);X(100,100) = 255;figure(1)
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subplot(2,2,1)imagesc(X), colormap(gray), title('Single Object'), axis squarexlabel('x_1'), ylabel('x_2')theta = 0:359;Y = radon(X,theta);subplot(2,2,2)imagesc(Y), colormap(gray), xlabel('phi'), ylabel('s'), axis squaretitle('Sinogram of the single object');
b) Sinogram for Sheep Logan Phantom

% Using the Phantom-image to see more sinograms in one imageX = phantom(256);subplot(2,2,3)imagesc(X), colormap(gray), title('Phantom'), axis squarexlabel('x_1'), ylabel('x_2')Y = radon(X,theta);subplot(2,2,4)imagesc(Y), colormap(gray), xlabel('phi','LineWidth',5), axis squareylabel('s'), title('Sinogram of Phantom');
The results obtained are presented in four figures as under:
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Figure A-3: Image with single pixel

Figure A-4: Sinogram of the Image with single pixel

Figure A-5: Image of Sheep Logan Phantom.

Figure A-6: Sinogram of Sheep Logan Phantom.
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