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Abstract
Wireless communication has emerged as one of the largest and fastest growing sectors of the

telecommunication industry. One of the major advances in this field has been the shift from Single-

Input Single-Output (SISO) paradigm to Multi-Input Multi-Output (MIMO) scheme. LTE-Advanced

acquired the official designation of International Mobile Telecommunications-Advanced (IMT- Ad-

vanced), to achieve the requirements for 4G standards.

Research work concentrates on the capacity analysis of MIMO systems and Throughput opti-

mization techniques for LTE-A Downlink Physical Layer. To demonstrate the theoretical advances

in MIMO Communication, Rapid Prototyping and field trials are essential. Basic Hardware Ar-

chitecture for MIMO Communication system and System Design methodology for development of

MIMO Wireless Platform is presented in this work.

The MIMO Channel Estimation in LTE-A Downlink Physical Layer is carried out using Arti-

ficial Neural Network (ANN) architectures as they consists of learning ability to solve real-world

problems. ANN architectures designed for MIMO Channel Estimation are analyzed by means of

simulation using MATLAB based Vienna LTE-A Link Level Simulator. To further enhance the

LTE-A Link Level Throughput the ANN weights are optimized using Genetic Algorithm(GA).

Fuzzy Logic (FL) Decision model is developed for switching between MIMO modes to maxi-

mize the throughput of LTE-A Downlink Physical Layer. Based on the Channel Condition Number

and Receive SNR at the receiver, decision can be made to select the appropriate MIMO mode to en-

hance the throughput of the system. The FL decision model is capable of selecting the MIMO mode

based on the channel conditions to maximize the throughput of the system. Simulations are carried

out for performance analysis of proposed FL Decision model using LTE-A Link Level Simulator.

Proposed techniques are implemented on Xilinx Atlys Spartan 6 Development kit and TMS320C6713

DSK in close-loop simulation with LTE-A Link Level Simulator in order to perform the real time

implementation. Comparative analysis between MATLAB Simulation, FPGA and DSP implemen-

tation results is carried out based on the throughput for LTE-A Downlink Physical Layer.
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Chapter 1 Introduction

Introduction

Wireless communication has emerged as one of the largest sectors of the telecommunication indus-

try, evolving from a niche business in the last decade to one of the most promising areas for growth

in the 21st century [1]. To appreciate the growth of the wireless sector, it is worth noting that in

1990 there were only 10 million mobile subscribers worldwide. Today there are approximately 6

billion mobile subscribers worldwide [2]. Emerging demands for ubiquitous networks, high data

rate multimedia based services and high spectral efficiency are the key drives for the continued tech-

nology evolution in wireless communications. Wireless communication is inherently limited by the

available spectrum and impaired by signal fading, increasing interference and multi-path propaga-

tion. Hence, to achieve capacity needs for future wireless systems without increasing the required

spectrum, accomplishment of implementation of advanced communication techniques is necessary.

To satisfy the demand for next generation wireless communication networks, MIMO technology is

mandatory.

MIMO wireless communication system constitutes a key technology for next generation wire-

less communication. It employs multiple antennas at both transmitter and receiver end of com-

munication link. MIMO has emerged as one of the most promising approaches for high bit rates,

small error rates and increased channel capacity without consuming extra bandwidth or transmit

power [3]. MIMO concepts have been under development for many years for both wireless and

wire-line systems. One of the earliest MIMO-to-wireless communication application came in 1984

with groundbreaking developments by Jack Winters of Bell Laboratories [4]. MIMO is now be-

ing integrated into many wireless standards like 3G and 4G wireless communication systems [5],

IEEE 802.11n Wireless Local Area Network (WLAN) standard [6], IEEE 802.20 mobile broad-

band wireless access system [7] and the 3rd Generation Partnership Project(3GPP) LTE (Long

Term Evolution) of Wide-band Code Division Multiple Access (W-CDMA) [8].

The 3GPP’s LTE represents a major advance in cellular technology. LTE also called as Evolved-

Universal Terrestrial Radio Access (E-UTRA) represents a radical new step towards 4G mobile to

cope up with the increasing throughput requirements of the future wireless cellular systems [9].

MIMO schemes are now moving into mainstream communication systems. This has led to MIMO

being standardized in 3GPP Rel-6 and Rel-7 of the UTRAN specifications [10]. Support for multi-

antenna transmission was an integral part of LTE from the first release. MIMO technologies have

been widely used to improve downlink peak rate, cell coverage, as well as average cell throughput.

To achieve this diverse set of objectives, LTE adopted various MIMO transmission schemes such as
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Transmit Diversity, Spatial Multiplexing (including Open-Loop Spatial multiplexing (OLSM) and

Close-loop spatial multiplexing (CLSM)) and Beamforming [11].

LTE-A physical layer is highly efficient for conveying both data and control information be-

tween an Enhanced Base Station (eNB) and Mobile User Equipment (UE). The LTE Physical layer

employs advanced technologies of wireless cellular systems. These includes multiplexing schemes:

Orthogonal Frequency Division Multiplexing Access (OFDMA) and Single-Carrier Frequency Di-

vision Multiple Access (SC-FDMA), MIMO antenna schemes: 2x2, 4x4 upto 8x8, Adaptive mod-

ulation and coding (AMC) schemes, duplexing schemes: Time Division Duplexing (TDD) and

Frequency Division Duplexing (FDD), and bandwidth flexibility [12]. Research and development

of signal processing algorithms for Long Term Evolution (LTE) requires a realistic, flexible, and

standard-compliant simulation environment [13]. In the development and standardization of LTE,

as well as in the implementation process of equipment manufacturers, simulations are necessary to

test and optimize algorithms and procedures [14]. MATLAB based Vienna LTE-A Link Level Sim-

ulator [15], has been used in the research work for investigation and analysis of channel estimation,

MIMO Gains, MIMO Transmission Techniques and feedback for LTE-A Downlink Physical Link

Layer.

Recently, various MIMO wireless testbed based on DSP and FPGA have been developed to

verify the theoretical performance gains and to investigate practical issues in MIMO implementa-

tion [16, 17]. These systems are realized by computationally complex algorithms, requiring new

digital hardware architectures to be developed. Embedded Processors are suitable for computation

of extensive applications. Software simulations provide more flexibility, but the true performance

of the system can only be known by developing a hardware wireless platform and performing mea-

surements and tests in the target environment [18, 19].

Soft Computing with its roots in Fuzzy Logic (FL), Artificial Neural Network (ANN), and

Evolutionary Computation has become one of the most important research and application fields for

wireless communication in the last decade. Wireless communication systems are associated with

much uncertainty and imprecision due to a number of stochastic processes such as time-varying

characteristics of the wireless channel caused by the mobility of transmitters, receivers, objects

in the environment and mobility of users. This reality has fueled numerous applications of Soft-

Computing techniques in mobile and wireless communications [20].
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1.1 Evolution of Wireless Access Technologies
Evolution of wireless access technologies is about to reach its Fourth Generation (4G). Looking

at past, wireless access technologies have followed different evolutionary paths aimed at unified

target: performance and efficiency in high mobile environment. The First Generation (1G) has

fulfilled the basic mobile voice, while the Second Generation (2G) has introduced capacity and

coverage. This is followed by the Third Generation (3G), which had quest for data at higher speeds,

which is further realized by the 4G [21].

Over the years mobile technology have made breakthrough in the world of telecommunication

and has become an indispensable equipment for everyone. On examining the revolutionary trans-

formations from 1G to 4G, the technology has evolved with advanced features and usage patterns.

The brief history of Generation of Wireless Technology from First Generation to Fourth Generation,

with their respective Data Bandwidths, Services and Features are listed in Table 1.1.

Generation 1G 2G 2.5G 3G 3.5G 4G
Start 1970-1980 1991-2000 2001-2004 2004-2005 2006-2010 2011-Now
Data 2 Kbps 64 Kbps 144 Kbps 2 Mbps > 2Mbps 1 Gbps

Bandwidth
Technology Analog Digital GPRS, CDMA 2000, WiMax- Wi-Fi

Cellular Cellular EDGE, UMTS, LTE LTE
CDMA Wi-Fi

Service Voice Digital Voice, SMS, Integrated High Dynamic,
SMS, MMS High Quality speed Information

Packet Size Audio, Video Internet access,
Data & Data application Wearable

Devices
Switching Circuit Circuit, Packet Packet Packet All Packet All Packet

Core Network PSTN PSTN PSTN Packet N/W Internet Internet

Table 1.1: Generations of Wireless Technology

1.2 Significance of research
Emerging trends for high data rate and high spectral efficiency are key drivers for the evolving

technology in wireless communication. The major technical challenges to achieve high data rate and

system performance, can be overcome by incorporating the advanced technical techniques in physi-

cal layer to enable truly ubiquitous network capabilities. The research work focuses on maximizing

the Throughput of LTE-A Downlink Physical Layer.

The receiver in MIMO system, requires the knowledge of Channel State Information (CSI) in

order to recover the transmitted signal properly. Channel estimation in MIMO systems is an active
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research area and challenging task. Several channel estimation methods have already been stud-

ied by different researchers for MIMO systems [22, 23]. In wireless communications, the channel

variability due to multi-path fading hardens the problem of channel estimation and optimization.

Channel estimation by ANN has been deployed in MIMO-OFDM system, with different Neural

Network architectures [24, 25] . The research work proposes ANN based MIMO Channel Estima-

tion Technique for LTE-A Downlink Physical Layer. Comparative analysis with traditional method,

Least Square (LS) has been carried out as a part of research work. ANN based MIMO Channel

Estimator is further tuned using Genetic Algorithm for optimization of Neural Network Weights to

give better performance.

There exist trade-off between Spatial Multiplexing and Diversity Techniques [26]. Both the

gains are not possible to achieve simultaneously. Hence switching algorithms are applied to MIMO

system to get advantage of both the systems [27]. The condition number is a well known indicator

of the spatial selectivity of a MIMO wireless channel [28]. In MIMO context, the condition number

indicates the multipath richness of the channel. Many adaptive MIMO systems [29] that have been

proposed employ the condition number as a criterion for choosing appropriate MIMO Scheme. This

has motivated the author to design Fuzzy Logic Decision model for MIMO mode switching based on

Channel Condition Number and Receive Signal-to-noise-ratio (SNR) for Throughput optimization

of LTE-A Downlink Physical Layer.

During the last years, MIMO technology has attained great attractions in the area of wireless

communications. The hardware implementation of MIMO algorithms becomes a challenging task as

the complexity of the MIMO system increases. The developed Throughput Optimization algorithms

for LTE-A Downlink Physical Layer are implemented and real-time close-loop verification has been

carried out for performance analysis. The ANN based Channel Estimation Algorithm and the FL

Decision model is implemented on FPGA using FPGA-in-the-Loop (FIL) Simulation and with DSP

using Processor-in-the-Loop (PIL) Mode in close loop with LTE-A Link Level Simulator.

The features and discussions of research carried out in the thesis includes:

• Performance Analysis of MIMO Techniques and MIMO Channel capacity Analysis.

• Development of Conceptual Design and basic hardware architecture for MIMO Wireless Sys-

tem

• Design of GUI based MIMO-WS (Multi-Input Multi-Output Wireless Simulator) for Capacity

and Performance Analysis of various MIMO Techniques.

• Comparative Performance Analysis of various MIMO Transmission modes in LTE-A Down-
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link Physical Layer

• Design and simulation of ANN Based MIMO Channel Estimation for LTE-Advanced Down-

link Physical Layer .

• Design and development of GA algorithm for Tuning ANN Network Parameters used in

MIMO Channel estimation .

• Design and development of FL Decision model for MIMO mode switching for Throughput

Optimization of LTE-A Downlink Physical Layer.

• Implementation of proposed algorithms on FPGA and DSP. Comparative performance anal-

ysis of software simulation and hardware implementation results.

1.3 Thesis Organization
The thesis is organized as follows:

Chapter: 1 This chapter provides an overview and the context for the remainder of the thesis.

It also introduces the Evolution of Wireless Access Technologies. It presents the significance of

research work to be carried out in the thesis.

Chapter: 2 Chapter gives theoretical background of MIMO wireless communication systems.

It describes various MIMO performance gains and trade offs. MIMO capacity analysis for various

antenna configuration is discussed. Various MIMO transmission schemes is discussed. MIMO

Wireless Simulator (MIMO-WS) GUI developed for MIMO Capacity and transmission techniques

analysis is briefly described.

Chapter: 3 This chapter discusses the conceptual design of MIMO wireless system. It describes

the Design methodology for MIMO system and relevant decisions. It gives an overview of software

development tools for analysis of DSP and FPGA implementation. Mathworks model based design

for DSP and FPGA verification is discussed. A case study for wireless communication has been

developed to study the wireless control of Mobile Robots. The Wireless module and the procedural

steps has been briefly described.

Chapter: 4 The chapter discusses the Downlink Physical Layer of LTE-A systems in de-

tail. It gives an overview of MIMO Transmission modes in LTE-A. Performance evaluation of

MIMO Transmission modes is evaluated using MATLAB based Vienna LTE-A Link Level Sim-

ulator. Throughput and Block Error Rate (BLER) analysis for MIMO modes is carried out and

discussed.
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Chapter: 5 Chapter gives an concise overview and theoretical background of soft-computing

techniques such as Fuzzy Inference System (FIS), ANN and GA. Applications of soft-computing

techniques in various fields of wireless communication has been reviewed. Toolboxes available for

deploying soft computing techniques in MATLAB and used in research work for the design and

testing of proposed techniques are described in detail.

Chapter: 6

Channel estimation technique for LTE-A Downlink Physical Layer based on ANN and ANN

trained by GA has been discussed in chapter. Comparative performance analysis of the proposed

techniques with traditional Least Square (LS) method has been carried out. Also, channel estima-

tors were designed using various Neural network Architecture: Back-propagation Neural Network

(BPN), Layered Recurrent Neural Network (LRN), General Regression Neural Network (GRNN)

and Radial Basis Function Neural Network (RBFN). Simulation parameters and result analysis for

various ANN based MIMO channel estimators are discussed.

Chapter: 7

In this chapter, a Fuzzy Logic Decision model for MIMO mode switching that maximizes the

throughput of LTE-A Downlink Physical Layer is briefly described. In particular two MIMO modes

are considered: Transmit Diversity and Open Loop Spatial Multiplexing in LTE-A context. The de-

cision for selection of MIMO mode is based on the Channel Condition Number and Receive SNR.

The designed FL Decision model is verified using Vienna LTE-A Link Level Simulator. The sim-

ulation parameters and results are presented in the chapter. Analysis of Channel condition number

has been studied and its effect on throughput and switching point for MIMO has been investigated

in detail.

Chapter: 8 The chapter describes the implementation of the proposed algorithms described in

Chapter 6 and 7, on embedded platforms using Software tools like Code Composer Studio (CCS)

and Xilinx Development Suite. Real time Implementation of developed algorithms on FPGA using

FIL Simulation and on DSP using PIL Mode is discussed in detail. Comparative performance

analysis of MATLAB simulations, FPGA and DSP results is presented.

Chapter: 9 Conclusion and further developments has been elaborated in this chapter.

Chapter: 10 Thesis ends with Bibliography which includes the list of references used in each

chapter.
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Chapter 2 MIMO Wireless Communication

Background and Related work: MIMO Wireless Communication

2.1 Introduction
Wireless communication is one of the great success stories of recent years, offering users levels

of mobility and services never available before. The success of future wireless communication sys-

tems depends on meeting, or exceeding, the needs, requirements and interests of users and society as

a whole . This will require an increase in spectral efficiency to allow high data rates and high user ca-

pacities far beyond those of 2G or 3G systems [1]. This goal is particularly challenging for systems

that are power, bandwidth, and complexity limited. However, the domain which can be exploited to

increase the channel capacity is the use of multiple transmit and receive antennas. Pioneering work

by Foschini [2] and Telatar [3] ignited much interest in this area by predicting significant higher

bit rates compared to single-antenna systems. The use of multiple antennas for wireless communi-

cation systems has gained overwhelming interest during the last decade [4]. MIMO is now being

integrated into many wireless standards like 3G and 4G wireless communication systems [5].

Throughout this introductory chapter, an attempt has been made to present MIMO channel ca-

pacity analysis, performance gains offered by MIMO architecture and trade-offs in MIMO wireless

communication system.

2.1.1 MIMO Wireless System model

The MIMO wireless communication system investigated in this work consists of nT transmitting

and nR receiving antennas, the descriptor used is (nT ,nR). The input and output relation of MIMO

communication system model is commonly represented by the vector notation as:

y = Hx+ n (2.1)

where x is (nT x 1) transmit symbol vector, y is the (nR x 1) receive vector, H is (nR x nT )

channel matrix, and n is (nR x 1) Additive White Gaussian Noise (AWGN) vector at a given instant

of time as shown in Figure 2.1 .

In channel matrix H, hij represents the complex gain of the channel between the jth transmitter

and ith receiver. For a MIMO system represented by Equation 2.1, with nT transmit antennas and

nR receive antennas, the channel matrix H is given by Equation 2.2.
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Figure 2.1: MIMO wireless communication model

H =


h11 h12 · · · h1nT

h21 h22 · · · h2nT

...
...

. . .
...

hnR1 hnR2 · · · hnRnT

 (2.2)

In rich scattering environment with no specular component of the signal i.e Line-Of-Sight

(LOS), the channel gains |hij | are usually Rayleigh distributed [6]. It is assumed that the entries

of channel H are Independent Identically Distributed (i.i.d) Gaussian, complex and each entry is of

zero mean with independent real and imaginary parts. Each entry of H has uniformly distributed

phase and Rayleigh distributed magnitude with expected magnitude square equal to unity. This is in-

tended to model a Rayleigh fading channel with enough physical separation within the transmitting

and the receiving antennas to achieve independence in the entries of H as in Equation 2.3.

Hij = Normal(0, 1/
√

2) + i.Normal(0, 1/
√

2) (2.3)

The Rayleigh channel model considered here is similar to that in Foschini’s work [2]. Consider-

ing the described MIMO wireless channel model, the capacity analysis for SISO, SIMO, MISO and

MIMO system is carried out in following section. The capacity analysis are plotted using Matrix

Laboratory (MATLAB).

2.2 MIMO Channel Capacity Analysis
The MIMO systems can be studied from two different perspectives: one concerns performance

evaluation in terms of error probability of practical systems, the other concerns the evaluation of

8
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the information-theoretic (Shannon) capacity [7]. For the latter, the Shannon capacity of MIMO

communication systems in terms of Ergodic capacity and Outage capacity is briefly discussed. The

capacity analysis for different types of MIMO channels are discussed in [8–10]. All these analyses

showed that MIMO systems in Rayleigh-fading environments can potentially provide enormous

channel capacity.

The inspiration for research and applications of wireless MIMO systems was mostly triggered

by the initial Shannon capacity results obtained independently by Bell Labs researchers E. Telatar

and J. Foschini. In this section we examine the capacity aspects of MIMO wireless communication

systems.

2.2.1 Shannon capacity of wireless channels

Information theory is very broad mathematical framework, which has its roots in communica-

tion theory, as founded by Shannon in his well known paper [11]. Information theory deals with

measurement and transmission of information through a channel. Shannon’s law defines the theo-

retical maximum rate at which error free digits can be transmitted over a bandwidth limited channel

in the presence of noise as given in Equation 2.4.

C ≤ Blog2(1 +
S

N
) (2.4)

where C is the effective channel capacity in bits per second; B is the channel bandwidth in hertz

and S/N is the SNR of the communication signal to the Gaussian noise interference expressed as a

straight power ratio.

Single-Input Single-Output

Given a Single-Input Single-Output (SISO) channel corrupted by an AWGN noise, at a level of

SNR denoted by ρ, the capacity (rate that can be achieved with no constraint on code or signaling

complexity) can be written as in Equation 2.5 [12]:

C = log2(1 + ρ|h|2) b/s/Hz (2.5)

where |h|2 is the normalized complex gain of a fixed wireless channel.

Single-Input Multiple-Output

Single-Input Multi-Output (SIMO) system consists of single transmit antenna and multiple re-

ceive antenna. This system is also known as Receive Diversity. It is mainly used to enable receiver

9
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to receive signal from number of independent sources to combat the effect of fading. As we deploy

more receiver antennas the statistics of capacity improve with nR receive antennas. The capacity of

SIMO system is given by [13]:

C = log2(1 + ρ

nR∑
i=1

|hi|2) b/s/Hz (2.6)

where hi is the gain of ith receive antenna. As shown in Figure 2.2, by increasing the value of

nR there is logarithmic increase in capacity. This is due to the spatial diversity which reduces fading

and due to high SNR of the combined antennas.

The increase in capacity due to SNR improvement is limited because the SNR is increasing in-

side the log function in Equation 2.6. In summary, SIMO systems are good at improving the channel

capacity performance due to the spatial diversity effect, but this effect saturates with increase in the

number of antennas. SIMO system is not acceptable in systems where the receiver is located in mo-

bile device such as mobile equipment, as the receiver processing will be limited by size and battery

drain.

Multiple-Input Single-Output

Multi-Input Single-Output (MISO) system consists of multiple transmit antennas and single

receive antenna, termed as Transmit Diversity. In such systems, the redundant data is transmitted

from transmitter and receiver receives the optimum signal to extract the required data. For MISO

system, it is assumed that the transmitter does not have the channel knowledge. MISO system with

nT transmit antennas and one receive antenna, the channel capacity is given as in Equation 2.7,

where the normalization by nT ensures a fixed total transmit power.

C = log2(1 +
ρ

nT

nT∑
i=1

|hi|2) b/s/Hz (2.7)

As shown in Figure 2.3, as the number of transmit antenna increases the channel capacity in-

creases and has a logarithmic relationship with nT . The advantage of using MISO compared to

SIMO, is that the number of antennas are on the transmitter side. In systems like Base station as

transmitter it is acceptable to have number of transmit antennas due to space for antennas, size and

battery life.
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Figure 2.2: SIMO System-Channel Capacity
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Multiple-Input Multiple-Output

Now, we consider the use of diversity at both transmitter and receiver giving rise to a MIMO sys-

tem. For nT transmit antennas and nR receive antennas, the capacity equation is given by Equation

2.8
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Figure 2.4: MIMO System-Channel Capacity

C = log2[det(InR +
ρ

nT
HH∗] b/s/Hz (2.8)

where (*) means transpose-conjugate. As shown in Figure 2.4, as the number of transmit and

receive antenna increases, the channel capacity linearly increases with the term min(nT , nR).

To further consider the random variations of the wireless channel, there are two notions of

capacity for fading channel [14]. They are as follows:

1) Ergodic Capacity: It is the capacity achieved by encoding each message across multiple channel

realizations and

2) Outage Capacity: It is the rate achieved under a constraint on the outage probability. Outage

analysis quantifies the level of channel capacity performance that is guaranteed with a certain level

of reliability. These capacities for MIMO communication systems are briefly examined.
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2.2.2 Ergodic Capacity

For finite number of transmit and receive antennas, E. Telatar [3] derived the analytical expres-

sion for the ergodic (or mean) capacity of i.i.d Rayleigh flat-fading MIMO channels by using the

eigenvalue distribution of the Wishart matrix W in integral form involving the Laguerre polyno-

mials. The calculation of the mean capacity involves the channel H, in terms of the eigenvalues

λ1...λm of W where

W =


HH∗, nR<nT

H∗H, nR ≥ nT
(2.9)

An exact calculation of the ergodic capacity with nT = t transmitters and nR = r receivers

under power constraint P yields [ [3],Equation 8]:

C =

∫ ∞
0

log(1 +
Pλ

t
)
m−1∑
k=0

k!

(k + n−m)!
[Ln−mk (λ)]2λn−me−λ dλ (2.10)

where m=min(nR,nT ) and n=max(nR,nT ), and Ln−mk is the associated Laguerre polynomial of

order k given as:

Ln−mk (x) =
1

k!
exxm−n

dk

dxk
(e−xxn−m+k) (2.11)

SIMO-Ergodic Capacity

For SIMO system, nT = 1 and nR = r, hencem = 1 and n = r in Equation 2.10. The capacity

is given as [ [3],Equation 9]:

CSIMO =
1

Γ(r)

∫ ∞
0

log(1 + Pλ)λr−1e−λdu (2.12)

Simulation results of the ergodic capacity v/s number of receive antenna is as shown in Figure

2.5. From the graph we can say that as number of receive antenna increases the ergodic capacity in-

creases. For system with large number of receive antennas, the capacity is asymptotic to log(1+Pr).

MISO-Ergodic Capacity

For MISO System the value of r in Equation 2.10 equals to one. The ergodic capacity is given

by [ [3],Equation 10]:

CMISO =
1

Γ(t)

∫ ∞
0

log(1 +
Pλ

t
)λt−1e−λdu (2.13)

The MISO Ergodic capacity of given by integral in Equation 2.13 is plotted in Figure 2.6. The
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plot is for number of transmit antennas v/s Capacity. From the plot we can observe that as the

number of transmit antennas increases the capacity approaches to log(1+P).

MIMO-Ergodic Capacity

For MIMO system, with r = t, n = m = r, the capacity is is given by [ [3],Equation 11]:

CMIMO =

∫ ∞
0

log(1 +
Pλ

r
)
r−1∑
k=0

Lk(λ)2e−λ dλ (2.14)

where Lk = L0
k is the Laguerre polynomial of order k.

Figure 2.7 shows this capacity for number of antenna configurations and SNR. It can be shown

that the channel capacity grows proportional with the minimum number of antennas min(nR, nT )

outside and no longer inside the log function. Hence from theoretical analysis, for idealized random

channels, limitless capacities can be obtained if we can afford the cost and space of many antennas

and RF chains. In practical applications the capacity is dictated by the transmission algorithms

selected and by the physical channel characteristics.
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2.2.3 Outage Capacity

Since the MIMO channel capacity is a random variable, it is meaningful to consider its statis-

tical distribution. A particularly useful measure of its statistical behavior is the so-called Outage

Capacity. With Outage Capacity, the channel capacity is associated to an Outage probability. If the

channel capacity falls below the outage capacity, there is no possibility that the transmitted block of

information can be decoded with no errors, whichever coding scheme is employed. The probability

that the capacity is less than the outage capacity denoted by Cout is q. It is represented as:

Pr(C ≤ Cout) = q (2.15)

Outage Capacity is the information rate that is guaranteed for (100 − q) % of the channel

realizations, given by [15]:

Pr(C(H) ≥ Cout(q)) = q% (2.16)

The outage capacity is more relevant measure than the ergodic channel capacity, because it

describes in some way the quality of the channel [16]. For a targeted outage probability po, the

capacity with outage is the maximal rate for which the outage probability is smaller that po [17].

The outage capacity describes the rate at which reliable transmission can be guaranteed with a

certain probability.

Denoting ρ is the probability of an outage event, the outage capacity is given as the rate R that

satisfies the below equation:

ρ = Pr[C(t) < R] = Pr[log2det(InR +
ρ

nT
HH∗) < R] (2.17)

The capacity for a fixed outage probability of 10% is as shown in Figure 2.8. And for a fixed

outage probability of 90% is shown in Figure 2.9.

Summarizing the results of Ergodic and Outage Capacity for MIMO wireless communication

systems, it can be concluded that large channel capacity is obtained using multiple antennas at trans-

mitter and receiver. But the results are based on the assumptions that rich scattering environment

provides independent transmission paths from each transmit antenna to each receive antenna i.e.

Rayleigh channel is considered and perfect channel knowledge is known at the receiver. Hence, for

a single-user system with MIMO architecture can achieve channel capacity which grows linearly

with min(nT , nR) as compare to SISO system. The channel capacity is highly dependent on the

nature of CSI at the transmitter and receiver, the channel SNR and antenna correlations. Channel ca-
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pacity limits based on realistic assumptions regarding CSI and time-varying channels are discussed

briefly in [18].

2.3 MIMO Performance Gains
In wireless communication, spectral efficiency is of paramount importance due to high data rate

demands of multimedia services. Usage of MIMO is considered as a promising way to achieve the

necessary demands of spectral efficiency. MIMO system offers new degrees of freedom, which have

to be used carefully to get the benefit of a MIMO system [19]. For a system where the channel is

unknown at the transmitter and perfectly known at the receiver the MIMO performance gains and

their respective effects on system performance are summarized in Table 2.1 [20].

MIMO Performance Gains Effects
Spatial Multiplexing Gain Increase Spectral Efficiency and capacity

Spatial Diversity Gain Increase Link Reliability
Array Gain Increase Coverage and QoS

Interference Cancellation gain Reduce co-channel Interference
and Increase cellular capacity

Table 2.1: MIMO Performance Gains and its effects

The performance improvements resulting from the use of MIMO systems are due to Spatial

Multiplexing gain, Spatial Diversity gain, Array gain and Interference Cancellation gain. In this

section each of these leverages gains are briefly reviewed. Various MIMO gain trade-offs are also

discussed and analyzed.

2.3.1 Spatial Multiplexing Gain

Spatial Multiplexing gain is achieved in MIMO systems by transmitting independent data sig-

nals from individual antennas. Under the assumption of channel with rich scattering and inde-

pendently faded channel paths, the receiver can separate different streams, resulting in increase in

channel capacity. This increase in channel capacity is obtained for no additional power or bandwidth

expenditure. The spatial multiplexing gain is given by [21]:

lim
SNR→∞

R(SNR)

log(SNR)
= r (2.18)

where R(SNR) is the data rate at SNR and r is the spatial multiplexing gain.

2.3.2 Spatial Diversity Gain

Diversity in the context of MIMO systems is the ability of system to improve link reliability

by providing multiple independent fading parallel signal paths between transmitter and receiver. If

multiple antennas are placed sufficiently far apart, the channel path gains between different antenna
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pairs fade independently, and, thus, independent signal paths are created. Diversity proves to be a

powerful technique to mitigate the effects of fading in wireless systems [22].
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Figure 2.10: BER for different diversity order

Diversity Order: It is the number of independently fading signal paths between transmitter and

receiver. Full diversity order for flat-fading spatially white MIMO channel of nTXnR is achieved

in case of MIMO system with nT transmit antenna and nR receive antennas. Capacity of fading

channel approaches to an AWGN channel when the diversity order goes to infinity [23]. Figure

2.10 shows the effect of diversity order on the BER for Rayleigh Fading channel for BPSK system.

It is seen that as the diversity order increases, the BER decreases and approaches nearer to AWGN

channel BER. This plot was plotted using MATLAB based BERTool [24].

Diversity Gain: It is a measure of the decay of the probability of error with respect to the SNR.

This quantity is given by [21]:

lim
SNR→∞

logPe(SNR)

log(SNR)
= −d (2.19)

where Pe(SNR) is the average probability of error at SNR and d is the diversity gain.

2.3.3 Array Gain

Array gain can be made available through processing at the transmitter and the receiver and

results in an increase in average receive SNR due to coherent combining effect. This increase in
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average receive SNR relative to single-antenna average SNR is termed as Array Gain [25]. Array

gain improves coverage by improving the received SNR through coherent combining of the signals

arriving at the receive antenna array.

2.3.4 Interference Canceling Gain

Interference canceling gain reduces co-channel interference, thus increases cellular system ca-

pacity by nulling out undesired interfering signals. Co-channel interference arises due to frequency

reuse in wireless channels. Interference reduction requires knowledge of the desired signal channel.

Interference reduction can be achieved by combining the signals in order to suppress the interfer-

ence signal by using proper multiantenna spatial weighting scheme at the receiver to improve the

average SNR at the receiving end [26, 27].

In general it is not possible to exploit all the leverages of MIMO technology simultaneously due

to conflicting demands on the spatial degrees of freedom. The degree to which these conflicts are

resolved depends upon the transmission techniques and transceiver design.

2.4 Tradeoffs in MIMO Wireless System
In recent developments in wireless communication systems, MIMO has been extensively ap-

plied in various wireless standards to increase the system performance dramatically. To date MIMO

have been utilized for both spatial multiplexing approaches to increase spectral efficiency [28,29] or

for spatial diversity to improve error performance [30]. The pioneering work by Zheng and Tse in

the excellent groundbreaking paper [31] showed that both diversity and multiplexing gains can be

simultaneously obtained, but there is a tradeoff between how much of each type of gain any MIMO

scheme can extract: higher spatial multiplexing comes at the price of sacrificing diversity. The op-

timal Diversity and Multiplexing tradeoff (DMT) in Rayleigh i.i.d channels was studied. Further

in [32], the DMT framework was completed by including array gain to cope with limitations of

DMT. The derived Diversity, Multiplexing and Array gain (DMA) analysis gave more insight into

the relation between reliability and transmission rate in MIMO Systems.

Based on elegant formulation of DMT, Azarian and El Gamal [33] introduced a new notion

called the Throughput-Reliability Tradeoff (TRT), between the throughput, as quantified by the

transmission rate, and reliability, as quantified by the so-called outage probability in Block Fad-

ing channel for high SNR-regime. Similarly, the Power-Bandwidth tradeoff [34, 35] and Spectral

Efficiency (SE) and Energy Efficiency (EE) Tradeoff [36] is also studied for MIMO Systems.
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2.4.1 Diversity-Multiplexing Tradeoff

As discussed in previous sections, for i.i.d. Rayleigh fading MIMO channel with nT transmit

and nR receive antennas has a maximum diversity gain of nTXnR. On the other hand, the channel

capacity scales withmin(nT , nR), which is the number of spatial degrees of freedom in the channel.

This section analyses the DMT between the error probability and the data rate of a system [31].

As in [31,32], for family of codes C(snr) of block length nS , employs a different code C(snr)

with rate R(snr) at each SNR level. A MIMO coding scheme C(snr) is said to achieve a spatial

multiplexing gain r, a diversity gain d(r), and an array gain a(R) if the data rate satisfies following

equations:

lim
snr→∞

R(snr)

log(snr)
= r (2.20)

with 0 ≤ r ≤ min(nT , nR)

and the outage probability satisfies

lim
snr→∞

logPout(r, snr)

log(snr)
= −d(r) (2.21)

lim
snr→∞

Pout(r, snr)

snr−d(r)
= a(r)−d(r) (2.22)

Observe that definitions in 2.21 and 2.22 induce the following approximation of the high-SNR

behavior of the outage probability when R satisfies 2.20

Pout(r, snr) ∼ (a(r) · snr)−d(r)(11) (2.23)

where ∼ denotes asymptotic equivalence as snr →∞.

The optimal tradeoff curve d?(r) between the diversity gain and the spatial multiplexing gain

that can be achieved by any scheme in the Rayleigh-fading multiple-antenna channel for the case

where block length l ≥ m + n − 1 is given by piecewise-linear function connecting the points

(k, d?(k)), k = 0, 1, ..,min(m,n), where

d?(r) = (m− k)(n− k) (2.24)

where, d?max = mn and r?max = min(m,n).

The optimal tradeoff curve for various MIMO antenna configurations is plotted in Figure 2.11.As

seen the maximum achievable spatial multiplexing gain is the total number of degrees of freedom
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Figure 2.11: Diversity Multiplexing trade-off of MIMO System
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provided by the channel given by min(m,n). The curve intersects the y axis at the maximal di-

versity gain given by mn, corresponding to the total number of random fading coefficients that a

scheme can average over. It can be concluded that as we increase the diversity gain by increasing

the min(m,n) from 2 to 4, the supported spatial multiplexing gain also increases by 2 to 4 i.e. the

entire tradeoff curve shifts by a factor of min(m,n) = 2.

Similarly comparing the optimal tradeoff for varios MISO and MIMO techniques as shown in

Figure 2.12. It can be shown that as we increase the diversity gain by increasing the number of

transmit antennas from 2 to 4, the spatial multiplexing gain remains same. But when we compare

the results for 4x1 and 2x2 the maximal diversity gain remains similar equal to 4, but the spatial mul-

tiplexing gain increase from 1 to 2. Hence there clearly exist tradeoff between spatial multiplexing

and diversity gain achieved by MIMO Wireless Communication Systems.

2.5 MIMO Transmission Techniques
MIMO wireless systems have gained overwhelming interest during the last decade which has

evolved rapidly. The last ten years of research efforts are recapitulated, with focus on spatial mul-

tiplexing and spatial diversity techniques [37]. MIMO techniques can be mainly categorized as:

Spatial Multiplexing (SM) MIMO, Spatial Diversity MIMO and Beamforming Techniques. Various

MIMO techniques, their respective performance gains and their categorization is as shown in Figure

2.13.

Figure 2.13: MIMO Transmission techniques and their performance gains

A well-known spatial multiplexing scheme is the Vertical Bell-Labs Layered Space-Time Ar-

chitecture (V-BLAST) [38]. The high spectral efficiency achievement in MIMO SM system is
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due to the fact that, in rich scattering environment the transmitted signals received at the receiver

are highly uncorrelated at each receiving antennas. The receiver exploits this property to separate

signals enabling simultaneous reception of multiple spatial streams.

In contrast to SM, Spatial diversity techniques aim at providing higher bit rates [39]. Diversity

Techniques exploits the received copies of transmitted data to minimize fading effects. If no channel

information is available, the signals can be transmitted from different antenna through Space-Time

Coding (STC). It provides both Space and Time diversity. Space-time coding schemes [40,41] that

achieve Spatial Diversity are Space-Time Trellis Code (STTC) [42], Alamouti’s transmit diversity

scheme [30], and Orthogonal Space-Time Block Code (OSTBC) [43, 44].

Beamforming is an advanced technology that offers a significantly improved solution to reduce

the interference levels and improve the system capacity. They are used to create a certain required

antenna directive pattern to give the required performance. Beamforming can be achieved by either

transmit beamforming to receive beamforming. Joint transmit and receive beamforming can be

implemented to get the advantage of both.

2.6 GUI for Capacity and Performance Analysis
MIMO systems have gain interest due to its performance gains and various transmission tech-

niques. Researchers have studied MIMO Channel capacity and analysis of MIMO transmission

techniques. Motivated by various studies based on MIMO Wireless Systems, MATLAB based

Multiple-Input Multiple-Output Wireless Simulator (MIMO-WS) is developed to ease the compar-

ative and performance analysis of MIMO Systems. MIMO-WS is able to carry out the Capacity

Analysis for various antenna configurations and performance analysis in terms of BER for various

MIMO Transmission Techniques. V-BLAST Spatial multiplexing can be analyzed for different re-

ceiver techniques: ZF, ML and MMSE. Spatial diversity techniques: Alamouti and STTC is also

compared in terms of BER. The snapshot of the developed GUI is as shown in Figure 2.14. The

description and operating procedure is explained in detail in Appendix A.
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Figure 2.14: GUI for MIMO Wireless Simulator
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Figure 2.15: Comparison of ZF, ML and MMSE reciver for V-BLAST Technique
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Figure 2.16: Comparison of BER for Diversity Techniques: Alamouti, STBC and STTC

Figure 2.15 shows the comparative performance analysis of 2x2 V-BLAST technique for dif-

ferent receivers. ML detection technique outperforms ZF and MMSE receivers as SNR increases.

To achieve target BER of 0.01dB, we need SNR=3dB in V-BLAST system with the ML detector,

and SNR=4.5dB in the MMSE and SNR = 7dB with ZF receiver. Figure 2.16 shows comparison of

different spatial diversity techniques BER v/s SNR plot. Alamouti code gives minimum BER when

compared to OSTBC and STTC. At SNR = 5dB, Alamouti Scheme gives BER of 2.05X10−3,

OSTBC gives 3.8X10−3 and STTC results in BER of 0.107.

2.7 Concluding Remarks
MIMO technology is an advanced technique which promises high capacity as compared to tra-

ditional systems. Capacity analysis of MIMO system is carried out in comparison with SISO sys-

tems. Performance gains achieved from MIMO Technology is discussed in detail. Tradeoff between

MIMO Transmission Techniques i.e Spatial Multiplexing and Transmit Diversity is analyzed and

discussed in brief. MIMO Wireless Simulator GUI is developed to ease the channel capacity and

performance analysis of MIMO Wireless System.
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Conceptual Design of MIMO Wireless Systems

3.1 Introduction
The ever-growing demands for high-speed data and multimedia services are the driving forces

behind the requirements for future wireless communication systems. Next-generation communica-

tion evolution towards 4G promises to meet the demands for ubiquitous communication. Hence, the

complexity of communication systems has grown dramatically in search for higher system capacity,

higher data rates, and bandwidth efficiency. To meet the demand for ubiquitous communication

and the ability to access and share information, wireless appliances and the supporting networking

infrastructure must be able to integrate complex algorithms with adequate computing and signal

processing capabilities. In order to meet the capacity needs for future wireless systems without

increasing the required spectrum, accomplishment of implementation of advanced communication

techniques is necessary. MIMO promises high bit rates, small error rates, reliability, increased chan-

nel capacity over rich scattering wireless channels without consuming extra bandwidth or transmit

power when compared to conventional single antenna technologies [1].

Software simulations provide flexibility, but the true performance of the system can only be

known by developing a hardware wireless platform and performing measurements and tests in the

target environment. Recently, various MIMO wireless testbeds based on DSP and FPGA have been

developed to verify the theoretical performance gains and to investigate practical issues in MIMO

implementation. Overview of various MIMO Testbed for physical layer of MIMO communications

is given in [2]. MIMO Communication systems are realized by computationally complex algo-

rithms, requiring new digital hardware architectures to be developed. This chapter describes the

System Design Methodology and Basic Hardware Concept for designing MIMO Wireless platform

development. Mathworks model based design and MATLAB based programming and verification

tools for FPGAs and DSPs are also discussed briefly in this chapter.

3.2 System Design Methodology
Next-generation communication systems promise to deliver a wide variety of new features, such

as improved battery life, smaller size, high-definition video and high-bandwidth Internet connec-

tions. In designing of such systems, the development and integration of several computationally-

intensive algorithms which enable these new features are to be incorporated. In spite of their per-

formance enhancing capabilities, most of the research on MIMO technology up to the moment is

based on theoretical studies. To verify the laid concepts of any newly developed system or standards,
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Rapid Prototyping (RP) implementations is the most popular methodology [3, 4].

Rapid Prototype implementations and field trials are an essential part of the verification of new

system concepts and standards. Consequently, extensive prototyping efforts have been carried out

for current technologies such as WLAN [5] and 3GPP/LTE [6]. A prototype is the initial realization

of a research concepts, either as a reference, or as a vehicle for future developments and improve-

ments. The software simulations of the developed system based on research requirements often

make numerous assumptions and depend on mathematical models. Examples are the assumption

of perfect channel knowledge at the receiver or mathematical model of wireless channel. From an

implementation point of view, prototyping efforts have the advantage of pointing out complexity

issues early in the design cycle of a newly developed systems. In RP approach, to develop real-time

algorithms on testbed, first the simulation implementation is done, then the simulation is migrated to

the testbed and, finally real-time implementation is obtained. The speed and complexity of MIMO-

based system requires comprehensive design and verification process including both hardware and

software. Experiments in real-world scenarios by means of hardware implementations are necessary

to measure the actual performance of system. Figure 3.1 describes the System Design Methodology

for MIMO Wireless Platform. The scope of this design methodology extends from specification

to implementation on Wireless Platform. According to Functional Description or Specifications

various system modeling tools, software tools are chosen and based on hardware specifications,

hardware simulation tools and verification is carried out and finally the Wireless platform is devel-

oped for implementation of Wireless Communication System.

For RP, design time of a new system is more critical than other factors like cost and power

consumption. A major focus is therefore on the efficiency of the tools that are being used in the

development process. Based on the system specifications, system modeling and simulation tools

like MATLAB Simulink is used for system simulation analysis. Once the system is analyzed in

Simulink, the hardware simulation and verification is carried out and finally the integration, mea-

surement and testing is done.

3.2.1 Hardware Concept of MIMO Wireless System

The past decade has shown distinct advances in the theory of MIMO techniques for wireless

communication systems. Now, the time has come to demonstrate this progress in terms of appli-

cations, where the intermediate step towards a customized product consists of more or less rapid

prototyping. Due to the multitude of different MIMO schemes and different applications and stan-

dards, an ideal prototyping platform requires a high degree of flexibility and modularity in order
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Figure 3.1: System Design Methodology

to be qualified for a wide range of potential applications. MIMO implementation is still facing a

lot of challenges. There are different hardware processing platforms available for implementing

high performance algorithms for MIMO Wireless system. Following are the processing platform

options [7]:

• General purpose processors (GPP),

• Digital signal processors (DSPs),

• Field programmable gate arrays (FPGAs) and

• Application specific integrated circuits (ASICs),

Hardware implementation of the wireless system can be achieved using GPPS, but it faces dif-

ficulties when dealing with high processing systems. FPGAs are suitable for fast implementation,

quick hardware verification and is re-programmable, whereas ASIC is designed for a particular ap-

plication. DSP are suitable for complex computation of digital signal processing algorithms. The

integration of powerful FPGAs and DSPs is feasible for testing MIMO algorithms for real-time

systems as we can get advantage of both processing units. DSP provides a specialized core with

multiple-functional units, which are optimized for digital signal processing operations like filtering
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Figure 3.2: Basic Hardware Architecture of MIMO

and transformations. FPGA has the ability to provide special hardware structures in parallel, and

to handle high data rates without affecting the other algorithms. It is also convenient to split the

real-time implementation into several steps: firstly, a fixed-point code is implemented on DSP and,

afterwards, the software modules that do not meet time requirements are migrated to FPGA [8, 9].

Figure 3.2 shows the Basic Hardware Architecture of MIMO Communication System. It con-

sists of two units: Analog RF Unit (RF) and Baseband Processing Unit (BB). The first stage consists

of the RF modules mixing the signals of each antenna from RF to BB following the receiver path,

the next stage consists of the Analog-to-digital converter (ADC) and Digital-to-analog converter

(DAC).

The succeeding FPGA stage allows high-speed parallel data processing for various processing

tasks. Therefore, the FPGA stage covers the complete MIMO front end, i.e. antenna filtering

operations, the synchronization of time and frequency, the signal modulation and demodulation,

and all other regular processing operations. The FPGA operates on the incoming high-data-rate

digital signal and reduces the data-rate step wise, so that the subsequent DSP stage is not over

strained.

In the DSP stage, all less regular MIMO processing takes place, i.e. algorithms which are under

study. Among the hardware platform and its components, a rich set of software tools is required to

develop DSP- and/or FPGA-based applications in an efficient and fast way.
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3.2.2 MIMO Wireless Testbeds and Prototypes

Since the foundation of MIMO Wireless Communication Systems, considerable effect is ded-

icated to the demonstration of the capabilities of the technology to investigate the performance of

MIMO in real-world scenarios . Hence, various demonstrators and testbeds for MIMO communica-

tion has been developed [10]. Testbeds involves real-time transmission in wireless environment and

thus allows experiments with physical channels and RF Frontends. Whereas RP involves designing

of transmitters and receivers hardware architectures for future products [11]. In 1998, Foschini and

a team from AT& T Research Labs developed the first prototype using VBLASt Technique [12], to

verify the predicted gains of Spatial Multiplexing MIMO Technique.

The testbeds mainly consists of DSPs, FPGAs combined with ASICs for performance-critical

system components, RF frontends equipped with number of antennas and interfacing to the digital

baseband transceiver. The MIMO Wireless channel is either physical channel or is implemented us-

ing hardware radio frequency emulator. The signal is processed either in real-time mode or offline-

mode. Various demonstrators and testbeds developed have been proven to be initial research tools

for the development of new technologies [13].

Various MIMO Communication Testbeds that provide physical layer functionality are based

on the the Universal Software Radio Peripheral (USRP) from Ettus Research [14] together with

the GNU software radio [15], the wireless open-access research platform (WARP) from Rice Uni-

versity [16] or OpenAirInterface systems developed by EURECOM [17]. Since then a number of

universities have developed their own testbeds and experimental platforms to perform MIMO mea-

surements and real-time experiments. Many of these systems are based on offline processing of

sampled data and use commercially available prototyping platforms. These again are often intended

to perform channel measurements and to verify the performance of algorithms considering imple-

mentation issues. However, some implementations are also capable and specifically designed for

real-time operation to consider implementation complexity.

3.3 Model-Based Design for Rapid Prototyping
The development of embedded systems consists of a prototyping phase for feasibility studies,

testing and verification of final product. Prototyping of embedded software/hardware systems is

essential as it shortens the path from specifications to the implementation on target hardware [18].

Embedded Systems development organizations are seeking to adopt Model-Based Design to

take advantage of enhanced ability to deal with complexity, reduce time-to-market, reduced cost,

and improved quality [19]. MATLAB, Simulink and various signal processing tools provide an
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integrated workflow for verifying, prototyping and implementing wireless communication systems.

Algorithm development for hardware targets involves converting the high-level concept codes into

a version that uses low-level arithmetic or logical operations. Many rapid prototyping platforms are

available such as DSP, FPGA, or mixtures of DSP and FPGA [20–22]. Various software simulation

tools are provided by the manufacturer to ease the development of communication system. These

tools can be integrated with MATLAB Simulink to provide a path from block diagram to system

integration such as Xilinx System Generator and Link to CCS/Real-time workshop.

The ability to efficiently construct models combined with associated tools and systematic method-

ologies primes Model-Based Design for success by providing a complete solution that enables con-

current engineering, performance analysis, automatic test generation, building efficient specifica-

tions and execution models, code generation and optimization, and automatic refinement through

different abstraction levels [23]. Following sections discusses the Mathworks model based design

methodology, software simulation tools and design workflow for DSP and FPGA.

3.3.1 Mathworks Model-based Design

Model-Based Design is a systematic method to generate test cases from models of system re-

quirements. It allows evaluation of requirements independent of algorithm design and develop-

ments. For embedded deployment automatic codes can be generated and test benches can be cre-

ated for system verification using available processing tools. Model-Based Design [24] offers an

efficient and cost-effective way to develop complex embedded systems for a variety of applications.

Model-Based design involves using Computer Aided Engineering (CAE) Tools to simulate system

behavior, verifying research requirements, designing system models, generating software for proto-

typing and continuous testing on hardware target throughout the development process.

Embedded C Code Generation and HDL Code Generation and
Verification (DSP) Verification (FPGA)

Embedded Target for TI C6000 DSP, Link for ModelSim,
Link for Code Composer Studio, Filter Design HDL Coder

Real-Time Workshop, Synplify DSP (Synplicity)
Real-Time Workshop Embedded Coder, Xilinx System Generator for DSP

Stateflow Coder DSP Builder (Altera)

Table 3.1: MATHWORKS Products for Rapid Prototyping on DSP and FPGA

MATLAB provides various tools for Model-Based Design of FPGA and DSP. Table 3.1 lists

MATHWORKS products for Embedded C-Code generation for DSP and HDL Code generation

and verification for FPGA. Figure 3.3 shows the design methodology for Mathworks Model based
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Figure 3.3: Model Based Design Methodology

design, the test and verification of algorithms developed for DSP and FPGA including the Hardware

Co-simulation, test and verification on the target hardware.

3.3.2 MATLAB Design Tools for FPGA

Using FPGA for complex systems enables engineers to rapidly evaluate algorithm and architec-

ture tradeoffs quickly. They can also test designs under real world scenarios without incurring the

heavy time penalty associated with HDL simulators [25]. FPGA are used for prototyping ASIC

workflows for hardware verification and early software development. To improve the performance

running high-throughput, high-performance applications, algorithm designers are increasingly using

FPGAs to prototype and validate innovations instead of using traditional processors [26]. However,

many algorithms are implemented in MATLAB due to the simple-to-use programming model and

rich analysis and visualization capabilities. For FPGA development, several design suites are avail-

able. Targeting at Xilinxs FPGAs, three major players are well-known: Xilinx Corporation with its

Integrated Software Environment (ISE) [27], Mentor Graphics Corporation with its FPGA advan-

tage suite [28], and Synplicity Inc. with its synthesis and verification solutions [29]. Model-Based

Design using HDL code generation enables engineers to efficiently produce FPGA prototypes.

The process for translating MATLAB designs to FPGA target hardware consists of following

steps:

1) Model the algorithm in MATLAB Simulink

2) Convert the model to Fixed point using Fixed point Toolbox
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Figure 3.4: Programming and Verification steps for FPGA

3) Use HDL Workflow Advisor to generate the HDL code of the algorithm

4) Use HDL Co-simulation Wizard with Modelsim for HDL Verification

5) Use FPGA-in-the-Loop to download the code to target, for testing and verification in loop.

Figure 3.4 shows the steps for Programming FPGA using HDL coder Workflow Advisor. Elec-

tronic Design Automation (EDA) Simulator Link [30] Toolbox provides a co-simulation interface

between MATLAB Simulink and HDL simulator Mentor Graphics ModelSim. Using EDA Simu-

lator Link we can verify a VHDL implementation against Simulink model or MATLAB algorithm.

HDL co-simulation enables engineers to reuse Simulink models to drive stimuli into the HDL sim-

ulator and perform system-level analysis of the simulation output interactively. While HDL simu-

lation provides only digital waveform output, HDL co-simulation provides complete visibility into
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the HDL code, as well as access to the full suite of system-level analysis tools of Simulink. When

engineers observe a difference between expected results and HDL simulation results, co-simulation

helps them to better understand the system-level effect of the mismatch.

FPGA based verification (also referred to as FPGA-in-the-loop (FIL) simulation) of the algo-

rithm increases confidence that the algorithm will work in the real world. Implementation of HDL

code on FPGA boards to enable FIL verification for running test scenarios faster. This approach

ensures that the algorithm will behave as expected in the real world. This enables engineers to run

test scenarios faster than with host-based HDL simulation.

3.3.3 MATLAB Design Tools for DSP

For DSP-based development [31], Mathworks offers with Simulink and the Real-Time Work-

shop (RTW) [32] a seamless tool for fast prototyping in DSP based systems. This approach also

offers the possibility of hardware-in-the-loop simulation, where parts of the application may run on

the target DSP and others run on the host computer. Other methodologies, such as The Mathworks

Real-Time Workshop in combination with the Embedded Target for the TI TMS320C6000 DSP

Platform [33] allow mapping a Simulink block diagram composed of pre-existing algorithm blocks

to a single DSP. Texas Instruments (TI) Code Composer Studio (CCS) is an Integrated Development

Environment (IDE) for TI embedded processors . It comprises of compilers for each TI’s device

families and suite of tools like source code editor, project build environment, debugger, real-time

operating system for development and debugging the developed embedded applications.

As shown in Figure 3.5, the DSP Design flow for programming and verification of developed

algorithm on DSP. For the algorithm developed in MATLAB Simulink, the C/C++ code is generated

using Code Generation Tools and Embedded Coder Toolbox. Target Preference is set to the Texas

Instruments Code Composer Studio and the DSP Target Board used for verification.

Once the C code is generated and the subsystem for the algorithm is created, Software-in-the-

Loop (SIL) or Processor-in-the-Loop (PIL) is performed for verification. With SIL simulation,

we can verify the behavior of source code of the developed algorithm on the host computer. In

SIL mode, the simulink executes the referenced model by generating the production code using

the model reference target preference set in the model. The code is compiled in the C Compiler

and verification is carried out. SIL mode is a convenient option to verify the code when the target

hardware is not available. With PIL simulation, we can verify the compiled object code that we

want to deploy, the object code runs on the real target hardware or on instruction set simulator. In

PIL mode, the C code generated for the algorithm model is cross-compiled and executed on the
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Figure 3.5: Programming and Verification steps for DSP

target processor or an equivalent instruction set simulator.

3.4 Case Study: Wireless control of FTE Robot
Wireless communication systems have range of applications for mobile robots. It includes in-

dustrial applications, agricultural robotics applications, underwater applications, and numerous mil-

itary applications [34]. Wireless Sensor Networks are developed for search and rescue applications,

with the use of mobile robot integrated with wireless camera [35]. Wireless control of mobile robot

is done by Radio frequency (RF) Communication. Numerous wireless technologies like Zigbee and

Bluetooth can be used to control the robot through remote computer, joystick etc. Here an attempt

has been made to control Mobile Robot using wireless modules, to gain in-depth knowledge about

wireless concepts and implementation challenges of working with practical wireless applications.
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The Faculty of Technology and Engineering (FTE) Robot is a mobile device which has features

like Line Follower and Maze Follower. The Robot is featured around C8051F340 microcontroller,

which is reprogrammed to establish a wireless communication link between Robot and remote com-

puter. Specific commands are generated to control the movements of Robot. It is possible to control

two robots simultaneously by control commands from remote computer. This section discusses

the design and implementation of Wireless control of FTE robot through remote computer It gives

overview of the FTE Robot and Wireless module specifications.

3.4.1 Overview of FTE Robot

FTE robot, as shown in Figure 3.6, is developed by Mr. Jagdish Sanghani for educational

purpose for Department of Electrical Engineering, Faculty of Technology and Engineering, The

Maharaja Sayajirao University of Baroda, India. The robot can be used for research in Embedded

systems and Robotics. It focuses on the microcontroller C8051F340A [36] from SILABS. Figure

3.7 shows the back view of the FTE Robot with all the hardware connections.

Figure 3.6: Front View of FTE Wireless Robot

Figure 3.7: Back View of FTE Wireless Robot

The specifications of various components in FTE Robot is listed in Table 3.2. The robot con-
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Components Specifications
C8051F340A 8051-compatible microcontroller core,

64 kB Flash, ADC,SMBus, 6x PWM
2x UARTs, I2C, SPI,

Four general purpose 16-bit counter/timers,
I2C based LCD 16x2

Micro metal Geared DC motors Gear ratio-30:1, Free-run speed at 6V: 440 rpm
IR Sensor Tolerance of + -0.15mm.

LEDs Green, Red and Blue.
Full-Bridge Motor Driver peak output currents up to + -2.8 A

and operating voltages up to 36 V
PIZO Sounder Sound Output 90(dB Min Typ)

On-board battery 3AAA batteries (1.5V each)

Table 3.2: FTE Robot Specifications

sists of various components like IR sensors, micro metal geared motors, I2C based Liquid Crystal

Display (LCD), Pizo sounder, user pushbuttons, Light Emitting Diode (LED) and various other

components. It consists of on-board Joint Test Action Group (JTAG) debugger for testing the robot

operation using HyperTerminal. It also consists of LEDs to show the ON/OFF status of the power

supply.

Figure 3.8: Snapshot of SiLabs IDE

The FTE robot is programmed using Silabs IDE, which has Keil C compiler [37, 38]. The

snapshot of the Silabs IDE is as shown in Figure 3.8. Using the IDE the programs can be debugged,

and downloaded to the micro-controller using USB Debug Adapter. All the programs to control the

38



Chapter 3 Conceptual Design of MIMO Wireless Systems

Robot movements, motors speed and the direction of motors are written in C language [39]. The

testing of the programs is done using the Hyperterminal [40] connected to the Robot for debugging

purpose. Functions are written for each command and they are executed using the main file. The

program is initially tested on C8051F34X Development Kit [41].

3.4.2 Wireless Module

The wireless module is a general-purpose programmable module, which features 2.4 GHz radio

and Universal Serial Bus (USB) from Pololu Robotics and Electronics [42]. The wireless module is

based around the CC2511F32 microcontroller from Texas Instruments [43], which has an integrated

radio transceiver, 32 KB of flash memory, 4 KB of RAM and USB interface. Table 3.3 lists the

Technical Specifications of wireless module. The Wireless module can be connected using USB

connection to configure the module and to transmit and receive data. USB connection also provides

power to the module.

CC2511F32 2.4 GHz system-on-chip (SoC),
32 kB of Flash,

4 kB of RAM 8051 MCU,
7 12 bit ADC, Two USARTs.

Radio Frequency: 2400 2483.5 MHz, with 256 channels
Range: approximately 50 feet

(under typical conditions indoors)
Bit rate: programmable, up to 350 kbps

Effective data rate: up to 10 KB/s
Operating current up to approximately 30 mA
Operating voltage 2.76.5 V

Table 3.3: Technical Specifications of wireless module

Wireless module is connected to the micro-controller using UART for serial communication.

Figure 3.9 shows the FTE Robot with the Wireless module connection. The Wireless Module is

connected to the Robot with UART and power supply connections. To connect micro-controller to

wireless module, GND, TX and RX connections are made to establish a connection link between

FTE Robot and wireless module for communication as shown in Figure 3.10. The wireless module

is configured using Wixel Configuration Utility. We can read, write or configure wixel module using

this utility. Using Application Configuration the specifications like baud rate, serial mode and radio

channel is configured. For this particular application, Wireless Serial Application is used to control

robot using remote computer.

Wireless Serial application connects two wireless modules together to make a wireless bidirec-

tional link. It uses RF bit rate of 350 kbps and can reach a range of approximately 50 feet under
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Figure 3.9: FTE Robot with Wireless module connection

Figure 3.10: Connections between FTE Robot and Wireless Module

typical indoor. conditions. Applications for wireless module can be developed using Eclipse IDE

for C/C++ Developers.

The programming of Wireless Module was done in Eclipse IDE [44]. The Wireless Serial

Application was used to control robot movements. Pololu Wixel Configuration Utility as shown in

Figure 3.11 shows the snapshot of Wixel Configuration Utility, with the App configuration for the

Wireless Serial Application. Baud rate is set to 9600 and the radio channel is set to 128. Serial mode

0 is selected which is the Auto-Detect Serial mode and it automatically choose the serial mode based

on how the module is being powered. Various parameter like baudrate and radio-channel parameter

are adjusted. For this particular case study the baud rate of the transmitter, receiver wireless modules

and that of robot’s UART is set to 9600 bps.

3.4.3 Implementation

Once the FTE Robot and the wireless modules are programmed, the entire system is imple-

mented as shown in Figure 3.12. The FTE Robot movements in desired direction is controlled by

the commands from the wireless module. The transmitter wireless module which gives direction to

robot is connected to the USB port of remote computer. The movement of robot is controlled by

40



Chapter 3 Conceptual Design of MIMO Wireless Systems

Figure 3.11: Snapshot of Pololu Wixel Configuration Utility

controlling the direction and speed of motors which control the wheel motion. The commands are

given with the help of numeric keypad and the list of commands is listed in Table 3.4. The receiver

wireless module is connected to the FTE robot through UART as discussed in Section 3.4.2.

To remotely control robot from remote computer, Wireless Serial application is used [45]. It

turns pair of wireless modules into wireless USB/TTL serial link for communication between a

remote computer and a micro-controller (in our case c8051F340 on FTE Robot).

Figure 3.12: Implementation of Wireless Control of FTE Embedded Robot

Using the wireless module the remote computer is successfully able to control the FTE Robot

movements. The commands for the Direction, Start and Stop for robot are successfully working.
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Commands From PC Operation By Robot
0 Robot-Reverse
1 Robot-45-degree-Left
2 Robot-180-turn
3 Robot-45-degree-Right
4 Robot-left-turn
5 Robot-stop
6 Robot-right-turn
7 Robot-90-Degree-left-turn
8 Robot-Forward
9 Robot-90-Degree-right-turn

Table 3.4: List of Commands to control FTE Robot

When two FTE Robots are connected with wireless modules, both robots are simultaneously con-

trolled by only single remote computer commands. Wireless Networks with more than two FTE

robots can be remotely controlled by remote computer. Also two robots can communicate with

each other and transfer of data can be achieved. As further development, for search and rescue

operation application camera and voice recorder can be embedded on the robot.

3.5 Concluding Remarks
This chapter discusses the system design methodology flow for designing Wireless Platform

for experimental evaluation of developed algorithms. Rapid prototyping of MATLAB based model

based design for algorithm implementation on DSP and FPGA in briefly described. MATLAB based

PIL Simulation for DSP and FIL Simulation for FPDA design and development is described. PIL

and FIL modes are used in this research work for verification of optimization algorithms developed

for MIMO Wireless Communication System. Wireless Control of FTE Robot was carried out, and

their design flow and steps are discussed in the chapter. The practical implementation of Wireless

System gave technical experience and knowledge to author to work with Wireless Communication

Systems.
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Long Term Evolution-Advanced: Downlink Physical Layer

4.1 Introduction
The International Telecommunications Union (ITU), the organization that sets the international

standards for next-generation mobile technology, introduced family of standards for 3G termed as

International Mobile Telecommunications-2000 (IMT-2000). It included systems like Universal

Mobile Telecommunication System (UMTS), CDMA 2000, GSM Evolution-EDGE [1]. Inter-

national Telecommunications Union-Radio communications sector (ITU-R) specified a set of re-

quirements for 4G standards, termed as International Mobile Telecommunications-Advanced (IMT-

Advanced). IMT-Advanced mobile systems provide access to wide range of telecommunication

services including advanced mobile services, supported by mobile and fixed networks, which are

increasingly packet-based [2]. In 2012, ITU approved the specifications for IMT-Advanced, and

determined that LTE-Advanced and Wireless MAN-advanced (WiMAX2) should be accorded the

official designation of IMT-Advanced [3].

The 3rd Generation Partnership Project (3GPP) unites telecommunications standard develop-

ment organizations, known as Organizational Partners. The scope of 3GPP is to prepare, approve

and maintain globally applicable Technical Specifications and Reports for a 3rd Generation Mobile

System based on the evolved GSM core networks, and the radio access technologies (i.e UTRA for

Frequency Division Duplex (FDD) and Time Division Duplex(TDD) modes). The success of 3GPP

subsequently lead organizations to the development of GSM, GPRS and EDGE technical specifica-

tions and reports. Recently it has completed the development of the 3GPP LTE and LTE-Advanced

technical specifications and reports [4].

The 3GPP has developed specifications for mobile technologies from GSM to LTE-Advanced,

differentiated by releases [5]. The first 3GPP release of the UMTS standard took place in 1999.

Since then number of 3GPP radio access technologies and systems were released, each adding

further functionality. 3GPP releases, their respective freeze year and Specifications are summarized

in Table 4.1.

Each progressive 3GPP radio access technologies provides a high degree of continuity in the

evolving systems by delivering higher data rates, quality of service and cost efficient. 3GPP intro-

duced evolution of 3G System in 2008, Release-8 termed as Long Term Evolution (LTE) towards

the need of IMT-2000. The advanced version of LTE termed as Long Term Evolution-Advanced

(LTE-A) was introduced in Release 10 which satisfies the requirement for IMT-Advanced.
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3GPP Release Technology Freeze Year
Release 99 Specified first UMTS 3G netowrks: W-CDMA March 2000
Release 4 TDD March 2001
Release 5 Introduced HSDPA March - June 2002
Release 6 HSUPA,MBMS December 2004 -

March 2005
Release 7 HSPA+ December 2007

Improvements to QoS and EDGE Evolution
Release 8 LTE December 2008

OFDMA, MIMO based radio interfaces
Release 9 LTE Enhancements December 2009
Release 10 LTE-A fulfills March 2011

IMT-Advanced 4G requirements
Release 11+ Further LTE September 2012

Enhancements

Table 4.1: 3GPP release of radio access technologies

To achieve the target data rate of LTE and eventually 4G, many new techniques are necessary.

Multiple-Input Multiple-Output (MIMO) is one key technique among them because of its ability to

enhance the radio channel capacity of cellular systems at no extra cost of spectrum.

SIMO 1X2 MIMO 2X2 MIMO 4X2 MIMO 4X4
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Figure 4.1: Performance of LTE MIMO with different antenna schemes

LTE-A downlink performance evaluation for MIMO configurations (2x2 and 4x4) are compared

based on LTE Requirements [6]. As shown in Figure 4.1, Spectrum efficiency and Mean User

throughput, increases as the number of antennas at transmitter and receiver increases in MIMO
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configuration. The Spectrum efficiency of SIMO with 1x2 configurations is 0.53 bps/Hz/cell and

that of 2x2 is 1.69 bps/Hz/cell and 2.67bps/Hz/cell for 4x4. The Mean User throughput (bps/Hz)

analysis is also shown. The results are for 20 MHz bandwidth, 64 QAM modulations and FDD

mode.

4.2 E-UTRAN Architecture and Protocol Stack
The network architecture of LTE is as shown in Figure 4.2 comprises of following components

[7](Chapter 2):

Figure 4.2: E-UTRAN Architecture

• User Equipment (UE): The internal architecture of the user equipment for LTE is identical to

that in UMTS and GSM, which is basically a Mobile Equipment.

• Evolved-UMTS Terrestrial Radio Access Network (E-UTRAN): The E-UTRAN handles the

radio communications between the mobile and EPC and consists of evolved base stations,

called eNodeB. Each eNB connects with EPC by means of S1 interface and connected to

nearby eNB by the X2 interface, which is mainly used for signaling and packet forwarding

during handover.

• Evolved Packet Core (EPC): The EPC consists of components like Mobility Management

Entity (MME), Serving Gateway (S-GW) and Packet Data Network (PDN) Gateway(P-GW).

The E-UTRA radio interface protocol architecture is as shown in Figure 4.3 consists of three

layers [8]:

Layer 1: Physical Layer (PHY)

Layer 2: Medium Access Control (MAC)
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Layer 3: Radio Resource Control (RRC)

Figure 4.3: E-UTRA radio interface protocol architecture

The physical layer interfaces the MAC, sub-layer of Layer 2 and the RRC, Layer of Layer 3.

The Physical (PHY) layer is the basis of base station-to-mobile device connectivity. The PHY in-

terfaces with Layer 2 and Layer 3 and offers data transport services to higher layers. The multiple

access scheme for the LTE physical layer is based on Orthogonal Frequency Division Multiplex-

ing (OFDM) with cyclic prefix (CP) in the downlink, and on Single-Carrier Frequency Division

Multiple Access (SC-FDMA) with cyclic prefix in the uplink.

The 3GPP TS 36.200 series describes the PHY Layer specifications. Layers 2 and 3 are de-

scribed in the 3GPP TS 36.300 series. The services provided by each protocol stack and their

features are listed below:

Non-Access Stratum (NAS) [9]

• Session management

• Mobility management

• Security procedures

Radio Resource Control (RRC) [10]
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• System information handling

• Idle mode procedures handling

• Security management on radio interface

• NAS messages encapsulation and de-encapsulation and delivery to NAS protocols

Packet Data Convergence Protocol (PDCP) [11]

• User Plane (UP) path features: ciphering, robust header compression (ROHC)

• Control Plane (CP) path features: ciphering, integrity

• In-sequence delivery to higher layers

• Re-transmissions handling at handover

Radio Link Control (RLC) [12]

• Transparent Mode (TM) features: buffering

• Unacknowledged Mode (UM) features: segmentation / concatenation of SDUs, buffering

• Acknowledged Mode (AM) features: error correction handling through ARQ, segmentation /

concatenation and re-segmentation of SDUs, buffering

• In-sequence delivery to PDCP, duplicate detection and discarding

Medium Access Control (MAC) [13]

• Mapping between logical channels and transport channels

• Interface towards PHY and RLC

• Logical channels multiplexing and priority handling

• Resource allocation and link adaptation

• HARQ and RACH processing

• Feedback creation and processing

PHY abstraction (MAC-PHY interface)

• Data transfer

• HARQ / DCI / UCI information exchange and feedback
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• Sending of scheduling request

• Transport to Physical channels mapping

LTE downlink PHY processing accepts data and control streams from MAC Layer in the form

of transport blocks. Transmission with MIMO is supported with configurations in the downlink with

two or four transmit antennas in Release 8 and upto eight transmit antennas in Release 10 and two

or four receive antennas in Release 8 and upto eight receive antennas in Release 10, which allow

multi-layer transmissions with up to four streams or eight streams respectively [8, 14]. The 3GPP

Physical Layer specification for the LTE and LTE-A radio technology is given in specification 36

series. The list of various Technical Specifications and Reports are given in Table 4.2.

Specification Number Contents
TS 36.201 E-UTRA; LTE physical layer; General description
TS 36.211 E-UTRA; Physical channels and modulation
TS 36.212 E-UTRA; Multiplexing and channel coding
TS 36.213 E-UTRA; Physical layer procedures
TS 36.214 E-UTRA; Physical layer; Measurements
TR 36.912 Feasibility study for Further Advancements for E-UTRA

(LTE-A)
TR 36.913 Requirements for further advancements for E-UTRA

(LTE-A)

Table 4.2: 3GPP LTE Physical Layer Specifications and Reports

4.3 LTE Downlink Physical Layer

4.3.1 LTE Frame and Subframe Structure

In LTE, the uplink and downlink transmissions are organised into radio frames of 10ms, consist-

ing of 10 subframes, each consisting of OFDM symbols. Two radio frame structures are supported:

• Type 1, applicable to FDD,

• Type 2, applicable to TDD.

In Frame Structure Type 1 (FDD), radio frame contains downlink or uplink subframes depend-

ing on link directions. The uplink and downlink transmissions have different bandwidths, i.e they

are separated in frequency domain. Each radio frame is 10ms long and consists of 20 slots of length

0.5ms each, numbered from 0 to 19. Each slot of radio frame consists of 7 OFDM Symbols. OFDM

Symbols consists of Cyclic prefix for timing and synchronization of signals. Detailed timing and

samples of CP and OFDM Symbols are as shown in Figure 4.4.

48



Chapter 4 Long Term Evolution-Advanced

Figure 4.4: Frame Structure Type 1 (FDD)

4.3.2 Downlink Slot Structure

In Downlink, the transmitted signal in each slot of 0.5ms is described by a resource grid of

NDL
RBN

RB
SC subcarriers and NDL

symb OFDM symbols [14]. The parameters for Downlink resource

grid for transmission bandwidth of 1.4MHz are listed in Table 4.3. For multi-antenna transmission,

there is one resource grid defined per antenna port. Each element in resource grid is defined by the

index pair (k, l) in a slot where k and l are the indices in the frequency and time domain respectively.

Symbols Definitions Value
BW Transmission Bandwidth 1.4MHz
Ts Basic time unit 1

15000X2048seconds

Tframe Radio Frame Duration 307200 x Ts = 10ms
Tsubframe Subframe Duration 1ms
Tslot Slot Duration 0.5ms
NDL
Sym Number of OFDM symbols 7

in a downlink slot
NDL
RB Downlink bandwidth configuration 6

NRB
SC Resource block size in 12 subcarriers

the frequency domain
(k, l) Resource block size in k = 0 to k = NDL

RBXN
RB
SC − 1

the frequency domain l = 0 to l = NDL
symb − 1

4f Sub carrier spacing 15kHz

Table 4.3: LTE Downlink Resource Grid Parameters
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Figure 4.5: LTE Resource Grid
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A physical resource block is made up of NDL
SymXN

RB
SC resource elements, corresponding to

one slot in time domain and 180kHz in frequency domain. For 1.4 MHz bandwidth with Normal

Cyclic Prefix. As shown in Figure 4.5, one slot consists of 7 OFDM symbols in time domain and

12 consecutive subcarriers in frequency domain.

Figure 4.6: LTE Physical Channel Processing with Uplink Feedback

4.3.3 Downlink Physical Channel Processing

LTE physical layer is highly efficient for conveying both data and control information between

an eNB and UE. Novel technologies such as multiplexing techniques, MIMO antenna schemes,

duplexing schemes, flexible bandwidth, AMC schemes are employed to improve performance [14].

The uplink feedback values Channel Quality Indicator (CQI), Rank Indicator (RI) and Precoding

Matrix Indicator (PMI) are calculated at the receiver, and is feedback to the eNodeB. The CQI

performs selection of modulation scheme (QPSK, 16-QAM or 64 QAM). The RI gives information

about the useful number of layers for layer mapping and PMI gives information regarding precoding

matrix for the precoder [15–17].

Figure 4.6 shows LTE Downlink Physical channel processing for system with two antennas at

eNodeB and UE each. The Physical channel processing consists of Scrambling, Modulation, Layer

Mapping, Precoding, Resource Element Mapper and OFDM signal generation. The Layer Mapping

and Precoding are for Multi-Antenna Processing. The MIMO Processing in Physical Downlink

Shared Channel (PDSCH) Channel is briefly described in Figure 4.7.
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Figure 4.7: Downlink Physical Layer Processing
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4.4 MIMO Downlink Transmission modes
MIMO technology is based on transmitting and receiving data streams with multiple antennas,

utilizing uncorrelated communication channels. MIMO performance depends on number of param-

eters like number of transmit and receive antennas, reference signals, channel estimation techniques

and feedback parameters from UE to eNB. LTE R8 and R9 support MIMO technology with upto 4

transmit and receive antennas in downlink. Release 10 extends MIMO support with upto 8 trans-

mit and receive antennas. 3GPP LTE/LTE-A defines nine multi-antenna transmission modes (TMs)

[18–21], listed in Table 4.4.

Mode Release Description
1 R8 Single Antenna Transmission
2 R8 Transmit Diversity
3 R8 Open Loop Spatial Multiplexing
4 R8 Close Loop Spatial Multiplexing
5 R8 Multi-User MIMO
6 R8 CLSM-Single Transmission Layer
7 R8 Beamforming
8 R9 Dual Layer beamforming
9 R10 Eight Layer Spatial Multiplexing

Table 4.4: LTE Transmission Modes

LTE/LTE-A supports various MIMO Transmission modes. The two main multi-antenna tech-

niques, which have different performance gains and which are implemented in different was are

discussed below.

4.4.1 Transmit Diversity

Transmit Diversity mode achieves Spatial Diversity by transmitting redundant information se-

quences from multiple antenna ports. It uses only one codeword and the number of layers are equal

to the number of antenna ports. Transmit Diversity uses Alamouti like coding for transmission of

codewords. This mode is suitable for cell edge where the channel condition is complex and inter-

ference is large, or high-mobility or for low SNR situations [22]. Figure 4.8 shows 2x2 Transmit

Diversity Transmission mode.

4.4.2 Spatial Multiplexing

Spatial Multiplexing mode achieves higher bit rates by transmitting multiple parallel data streams.

It uses one or two codewords and the number of layers is less than or equal to number of antenna

ports. The number of layers in Spatial multiplexing depends on the MIMO channel Rank. It is suit-

able for high UE mobility, for good channel conditions and provides high data transmission rate.
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Figure 4.8: 2x2 Transmit Diversity Transmission Mode

Figure 4.9: Open Loop Spatial Multiplexing

Figure 4.10: Close Loop Spatial Multiplexing

Figure 4.9 and 4.10 shows the concept of Open-Loop Spatial Multiplexing (OLSM) and Close-Loop

Spatial Multiplexing (CLSM) Transmission modes respectively. The term closed loop in CLSM

refers specifically to the loop that is created by feeding back the CQI, PMI and RI to eNB.
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4.5 LTE-A Downlink Link Level Simulator
Vienna LTE-A Downlink Link Level simulator is a MATLAB-based link level simulation envi-

ronment for 3GPP-LTE-A. The open source code of the simulator is available under an academic

non-commercial use license [23, 24]. The LTE-A link level simulator consists of transmitting eN-

odeB, receiver User Equipments (UEs), a downlink channel model over which only the Physical

Downlink Shared Channel (PDSCH) is transmitted, signaling information and an error-free uplink

feedback channel with adjustable delay as shown in Figure 4.11. The eNodeB and UE are linked

by the channel model, which is used to transmit the downlink data. The performance of Link Level

Simulation can be analyzed using Bit Error Rate (BER), Block Error Rate (BLER) and Through-

put (Mbps). The MATLAB-based Downlink Physical Layer (Link Level) simulator v1.1 [25, 26],

consists of main files for performing simulation, saving and plotting the results, as listed in Table

4.5. The LTE-A simulator are implemented in MATLAB and require Communication Toolbox and

Signal Processing Toolbox.

Figure 4.11: Structure of Link Level Simulator

Simulation Procedure MATLAB Files
Run LTE Simulation LTE sim main
Parallel Simulation LTE sim main par
Normal Simulation LTE sim main single

Plot Results LTE sim result plots
Load Parameters LTE load parameters

Load dependent Parameters LTE load parameters dependent
Generate dependent Parameters LTE load parameters generate elements

Table 4.5: LTE-A Downlink Link Level Simulator General Files
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4.5.1 LTE Transmitter

LTE downlink transmission is based on Orthogonal Frequency Division Multiplex Access (OFDMA).

The LTE downlink physical resources are represented by a time-frequency resource grid in which

each resource element corresponds to one OFDM subcarrier during one OFDM symbol interval.

These resource elements are grouped into Resource Blocks (RBs) as shown in Figure 4.5. Physical

Downlink channel processing for LTE-A is briefly discussed in Section 4.3.3. The LTE Down-

link Transmission steps and their related MATLAB function files of LTE-A Downlink Link Level

Simulator are listed in Table 4.6.

Steps for LTE Transmitter Matlab Files, functions and parameters
Generation of the transmit signal LTE TX

Read pregenerated reference signals LTE common gen Reference Signal
Generation of other channels LTE common gen PBCH,

LTE common gen PDCCH
Generation of synchronization signals LTE common gen Synchronization Signal

and Initialization of signals
Scheduler UE MCS and scheduling info

Add the scheduler information UE MCS and scheduling info(uu)
to the downlink channel
Get what HARQ process UE output(ue numb).HARQ process
was assigned to this TX
Get the number of data UE MCS and scheduling info(uu).

and coded bits from the scheduler N coded bits(cw)
Generate data bits tx data bits
Coding of the bits LTE tx turbo encode,

LTE tx turbo rate matcher,
LTE tx DLSCH encode

Scrambling of the bits LTE common scrambling
Symbol mapping LTE params.SymbolAlphabet
Layer mapping LTE common layer mapping

Determination of Codebook index LTE common gen 8TX codebook
Pre-Coding LTE precoding, LTE tx precoding,

LTE common get precoding matrix
OFDM symbol assembly CHmapping, PrimMapping and SecMapping

Zero padding, IFFT, add CP LTE params.Index TxCyclicPrefix
Mapping of antenna port to antenna LTE map2antenna

Table 4.6: LTE Transmitter Steps and related MATLAB Function Files

56



Chapter 4 Long Term Evolution-Advanced

4.5.2 Channel Model

The LTE-A Downlink Link Level Simulator supports block and fast-fading channel filtering. In

the block-fading case, the channel is constant during the duration of one subframe (1 ms). In the

fast-fading case, time-correlated channel impulse responses are generated for each sample of the

transmit signal. The frequency-selective channels are modeled by the ITU and 3GPP Power Delay

Profiles (PDPs). The LTE-A Link Level Simulator supports various channel models as listed in

Table 4.7: The channel models are as defined for the ITU-R evaluation of IMT-2000 [27].

Channel Models Abbreviations
VehA Vehicular A
VehB Vehicular B
PedA Pedestrian A
PedB Pedestrian B

PedBcorr Pedestrian Correlated B
AWGN Additive White Gaussian Noise

flat Rayleigh Rayleigh Flat Fading
flatraycorr Rayleigh Flat Fading Correlated

TU Typical Urban
RA Rural Area
HT Hilly Terrain

Winner-II Winner Channel Model

Table 4.7: Channel Models

The MATLAB files which generate the channel matrix and channel noise are listed in Table 4.8

Channel Model MATLAB Files
Generate channel matrix LTE channel matrix

Filter the output of transmitter LTE channel model
and add noise

Table 4.8: LTE Channel Model Generation MATLAB Function Files

4.5.3 LTE Receiver

Each UE receives the signal transmitted by the eNodeB and performs the reverse physical-

layer processing of the transmitter. The Receiver processing consists of steps as shown in Table

4.9. LTE-A requires UE feedback to adapt the transmission to the current channel conditions. The

LTE-A standard received signal specifies three feedback indicators for that purpose: CQI, RI, and

PMI. The CQI is employed to choose the appropriate Modulation and Coding Scheme (MCS), such

as to achieve a predefined target BLER, whereas the RI and the PMI are utilized for MIMO pre-

processing.
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Steps for Receiver Matlab Files and Parameters
Receive signal, demodulate and decoding LTE RX

Introduce carrier frequency offset LTE params.introduce frequency offset
Read pregenerated reference signals LTE params.Reference Signal

Generation of synchronization signals LTE params.usePBCH,
and Initialization of signals LTE params.usePDCCH,

LTE params.Sync Signal
Carrier Frequency Offset Compensation LTE rx freq sync

Remove CP, FFT, remove zeros LTE params.Index RxCyclicPrefix
LTE params.NfftCP , fft

Disassemble reference symbols RefMapping
extract the signal on pilots positons

Channel and noise estimation LTE channel estimator
Disassemble symbols CHmapping, PrimMapping

and SecMapping
Perform detection LTE detecting

Undo layer mapping LTE get user layers
Demapper LTE demapper

Descrambling of the bits LTE common scrambling
Decoding of the bits LTE rx DLSCH decode

LTE rx turbo decode,
LTE rx turbo rate matcher

Precoding feedback calculation LTE feedback

Table 4.9: LTE Receiver Steps and related Matlab Function Files

The MATLAB based Vienna LTE-A Link Level Simulator is briefly discussed in this section.

The Simulator is used is this research work to carry out the performance analysis in terms of BLER

and Throughput for various MIMO Transmission Modes. The Simulation results and concluding

remarks are presented in following section.

4.5.4 Simulation Results

Throughput Analysis of various MIMO Antenna configuration for LTE-A Downlink Physical

Link Layer is as shown in Figure 4.12. Throughput of LTE-A Link layer increases as the number

of antenna increases from 2x2 to 4x4 and to 8x8. Comparative Performance analysis for various

MIMO Transmission modes were performed using MATLAB based LTE-A Link Level Simulator.

Table 4.10 shows the Simulation Parameters used for the simulation.

As shown in Figure 4.13 (a) the SISO is compared with Transmit Diversity Scheme for 2x1 and

4x2 antenna scheme. At 30dB, throughput of SISO is 5.043 Mbps which is higher that that of 2x1

(4.869Mbps) and 4x2 (4.616 Mbps).
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Figure 4.12: Throughput v/s SNR for MIMO antenna configuration in LTE-A

But when we compare Block Error Rate as shown in Figure 4.13 (b), 4x2 Transmit diversity has

lowest BLER of 8X10−3 as compare to 2x1 (66X10−3) and SISO (194X10−3), at 0dB. Hence, as

we increase the number of antennas at transmitter side the throughput decreases, but BLER increases

as compare to SISO case.

As shown in Figure 4.14 (a) the SISO is compared with OLSM and CLSM Scheme for 2x2

antenna scheme. Throughput of SISO System is lower when compared to OLSM and CLSM due to

the effect of Spatial Multiplexing Gain. At 30 dB, throughput of SISO is 5.043 Mbps whereas that of

OLSM is 9.257 Mbps and CLSM is 9.396 Mbps. The CLSM scheme has higher throughput due to

the feedback indicators which gives information regarding channel conditions, rank and precoding

indicators to the eNB. But when we compare the BLER as shown in Figure 4.14 (b), CLSM has

lowest BLER as compare to SISO and OLSM. At 0 dB, BLER of CLSM is 3.745X10−3 , for OLSM

12.92X10−3 and of SISO is 194X10−3.

Hence, Throughput of OLSM Scheme is higher as compare to SISO, but at high SNR the TxD

has lower throughput compare to SISO. Spatial Multiplexing and TxD have lower BLER when

compared to SISO.

As shown in Figure 4.15 (a), the SISO is compared with both Transmit Diversity and OLSM

for 2x2 antenna scheme. At 30 dB, throughput of OLSM (9.257 Mbps) is highest when compared

to TxD (4.88 Mbps) and SISO (5.043 Mbps). But when we compare BLER as shown in Figure

4.15 (b), 2x2 TxD has lowest BLER of 4X10−3 as compare to OLSM which has 12.929X10−3.
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Figure 4.13: Throughput and BLER for Transmit Diversity
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Figure 4.14: Throughput and BLER for Spatial Multiplexing
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Figure 4.15: Throughput and BLER for Transmit Diversity and Spatial Multiplexing
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Parameters Value
Number of Sub frames 500

Transmission Bandwidth 1.4 MHz
Number of UE 1

Number of eNodeB 1
Sub-frame duration 1ms
Sub-carrier spacing 15 kHz
Channel Estimation Perfect

TTI length 1 ms
OFDM Cyclic Prefix Normal

Simulation Configuration SU-MIMO
Antenna schemes SISO, TxD, OLSM and CLSM
MIMO receiver ZF (Zero Forcing)

Channel Model Filtering Block Fading
Channel type Flat Rayleigh

Scheduler Type Best CQI

Table 4.10: Simulation Parameters

Hence Spatial Multiplexing gives highest throughput, but the BLER is higher that that of TxD. The

results discussed concludes the Diversity-Multiplexing Tradeoff for MIMO communication systems

as discussed in previous chapter.

4.6 Results Summary
This section presents the summary of the results of Throughput and BLER for MIMO Tech-

niques in LTE-A Physical Downlink Layer. Figure 4.16 shows the comparative analysis of TxD

and OLSM MIMO Transmission modes for Rayleigh flat-fading channel and at SNR equal to 5dB.

The tabular results are given in Table 4.11. It can be observed from the results that OLSM 2x2 has

highest throughput of 1.81 Mbps as compare to SISO and TxD, but TxD 2x2 has lowest BLER of

2x10−3 when compare to other techniques.

Transmission Mode Throughput BLER
SISO 1.085 0.064

TxD (2x1) 1.009 0.012
TxD (2x2) 1.654 0.002

OLSM (2x2) 1.818 0.003

Table 4.11: Comparison of TxD and OLSM for SNR=5dB
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Hence we can conclude that OLSM offers high bit rates by transmitting independent information

sequences over multiple antennas simultaneously. Whereas, low error rates is achieved with TxD

by transmitting and/or receiving redundant signals representing the same information sequence.

Comparative analysis of throughput v/s SNR for all MIMO Transmission schemes are as shown in

Figure 4.17 and the throughput at SNR=30dB is as shown in Figure 4.18. It can be seen the CLSM

scheme has highest throughput as compare to SISO ,TxD and OLSM.

4.7 Concluding Remarks
This chapter describes the LTE-A Downlink Physical Layer in detail. The MIMO transmission

modes are explained in detail. Vienna LTE-A Link Level Simulator is briefly described. Simulation

results for various MIMO Transmission modes is carried out. Spatial Multiplexing offers high-

est throughput, whereas Transmit diversity results into lowest BLER. Hence the tradeoff between

transmit Diversity and Spatial multiplexing is verified for LTE-A Downlink Physical Layer with

simulation results presented.
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Soft-Computing Techniques and Development Tools

5.1 Overview of Soft-Computing Techniques
Real world problems have to deal with systems which are non-linear, time-varying in nature with

uncertainty and high complexity. The computing of such systems is study of algorithmic processes

which describe and transform information: their theory, analysis, design, efficiency, implementa-

tion, and application. Conventional computing/Hard computing requires exact mathematical model

and lot of computation time [1]. For such problems, methods which are computationally intelligent,

possess human like expertise and can adapt to the changing environment, can be used effectively and

efficiently. Soft Computing is an evolving collection of artificial intelligence methodologies aiming

to exploit the tolerance for imprecision and uncertainty that is inherent in human thinking and in real

life problems, to deliver robust, efficient and optimal solutions and to further explore and capture

the available design knowledge [2]. Soft computing utilizes computation, reasoning and inference

to reduce computational cost by exploiting tolerance for imprecision, uncertainty, partial truth and

approximation. Numerous Soft Computing-based methods and applications have been reported in

the literature in a variety of scientific domains. The advances in application of Soft Computing

Techniques in various demanding domains has promoted its use in industrial applications [3, 4].

Soft Computing with its roots in fuzzy logic, artificial neural network, and evolutionary compu-

tation has become one of the most important research field applied to numerous engineering areas

such as Aircraft, Communication networks, computer science, power systems and control applica-

tions. Soft Computing Techniques comprises of core methodologies: Fuzzy Systems (FS), including

Fuzzy Logic (FL); Evolutionary Computation (EC), including Genetic Algorithms (GAs); Artificial

Neural Networks (ANN), including Neural Computing (NC); Machine Learning (ML); and Proba-

bilistic Reasoning (PR) [5]. Where PR and FL systems are based on knowledge-driven reasoning,

whereas, ANN and EC, are data-driven search and optimization approaches. List of various problem

Solving Techniques are as shown in Figure 5.1.

Soft Computing Techniques consists of rich knowledge representation, knowledge acquisition

and knowledge processing for solving various applications. These techniques can be deployed as

individual tools or be integrated in unified and hybrid architectures. The fusion of Soft Computing

techniques causes a paradigm shift in engineering and science fields, which could not be solved with

the conventional computational tools. Soft Computing has gain importance in the application fields

for wireless communication in the last decade. Wireless communication systems are associated with
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Figure 5.1: Various Problem Solving Techniques

much uncertainty and imprecision due to a number of stochastic processes such as time-varying

characteristics of the wireless channel caused by the mobility of transmitters, receivers, objects in

the environment and mobility of users. This reality has fueled numerous applications of soft com-

puting techniques in mobile and wireless communications [6]. The role of soft computing in the

domain of wireless systems can be classified into three broad categories, namely, optimization, pre-

diction and uncertainty management [7]. Evolutionary algorithms are mostly used for optimization.

Neural networks and other learning systems are used for different types of prediction tasks. Uncer-

tainties arising due to incomplete modeling and measurements are handled using fuzzy logic, either

in stand-alone manner or in conjunction with the optimization and prediction algorithms.

This chapter discusses the theoretical understanding of core Soft Computing Techniques i.e FL,

ANN and GA in detail. Also the simulation of these systems with MATLAB based Toolboxes is

presented. Various methods of using the tools for application oriented programming techniques

is briefly discussed. The advances of application of Soft Computing Techniques in the vast field

wireless communication is reviewed and presented in the chapter.
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5.2 Fuzzy Logic System
Fuzzy systems are based on fuzzy logic, a generalization of traditional Boolean logic which is

extended to handle the concept of partial truth i.e values between “complete true” and “complete

False”. Fuzzy Logic provides a set of mathematical methods for representing information in a way

that resembles natural human reasoning and deals with system uncertainty and vagueness [9]. Con-

cepts of fuzzy sets, fuzzy logic and fuzzy control have been introduced and developed by L.Zadeh in

a series of articles spanning several years [10–13]. Fuzziness is imprecision or vagueness, a fuzzy

proposition may be true to some degree. For example we use a linguistic variable like short, tall,

very tall for HEIGHT or maybe young, old for AGE. Fuzzy logic is viewed as a formal mathematical

theory for the representation of uncertainty [14, 15].

Figure 5.2: Fuzzy Logic System

A Fuzzy Logic System is an expert system that uses a collection of fuzzy membership functions

and fuzzy IF-THEN rule base, instead of Boolean logic, to reason about data. The rules in a Fuzzy

Logic System are of a form as following:
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IF (x is LOW) AND (y is HIGH) THEN (z is MEDIUM),

IF (premise) THEN (Conclusion)

where x and y are input variables for known data values, z is an output variable for an output

data to be computed, LOW is a membership function (fuzzy subset) defined on the set of x, HIGH is

a membership function defined on the set of y,and MEDIUM is a membership function defined on

the set of z.The antecedent (the rules premise, between IF and THEN) describes to what degree the

rule applies, while the consequent (the rules conclusion, following THEN) assigns a membership

function to each of one or more output variables. The set of rules in a Fuzzy Logic System is known

as the rule base or knowledge base. Figure 5.2 shows the Fuzzy Logic System Block Diagram.

Algorithm 5.1 Fuzzy Logic Algorithm
- Initialization:

• Define Linguistic variables and terms

• Construct Membership Functions

• Construct Rule Base

- Fuzzification: Convert crisp input data to fuzzy values using the membership functions
- Inference: Evaluate the rules in the rule base and combine the results in rule base
- Defuzzification: Convert output data to non-fuzzy values

The Fuzzy Inference Process consists of following steps [16]:

• Fuzzification: The membership functions defined on the input variables are applied to their

actual values, to determine the degree of truth for each rule premise.

• Fuzzy Inference Engine: The truth value for the premise of each rule is computed, and applied

to the conclusion part of each rule. This results in one fuzzy subset to be assigned to each

output variable for each rule. The aggregation method min or product is used as inference

rules. After Inference, the composition of all fuzzy sets is carried out. Under composition, all

of the fuzzy subsets assigned to each output variable are combined together to form a single

fuzzy subset for each output variable. Usually max or sum is used.

• Defuzzification: It convert the fuzzy output set to a crisp number. There are many defuzzifi-

cation methods [17, 18]. The Fuzzy Logic Algorithm steps is as given in Algorithm 5.1.

For modeling, simulation and design of Fuzzy Logic Systems usage of simulation software

packages has become apart of engineering practice. MATLAB consists of Fuzzy Logic Toolbox
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that allows designers to create fuzzy systems, the description of the features of the Fuzzy Logic

Toolbox is described in next Section.

5.2.1 MATLAB Simulation-Fuzzy Logic Toolbox

The Fuzzy Logic Systems can be designed and simulated using MATLAB Fuzzy Logic Toolbox

[19]. The Fuzzy Logic Toolbox, provides functions and GUI based editors for building Fuzzy

Inference System (FIS).

Figure 5.3: Fuzzy Inference System Editors and Viewers

FIS Editor Blocks Description
FIS Editor Display general Information about FIS

Membership Function Display and edit the MFs associated
Editor with the input and output variables of FIS

Rule Base Editor View and edit fuzzy rules
Rule Viewer View detailed behavior of a FIS to help es

diagnose the behavior of specific rul
Surface Viewer Generates a 3-D surface from two

input variables and the output of FIS

Table 5.1: List of FIS Editor Blocks and description

FIS editor is a GUI which contains editors and viewers for building rule sets, defining mem-

bership functions and for analyzing the behavior of FIS. The toolbox also has ability to embed FIS
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in Simulink model for simulation and to generate C code or stand-alone executable fuzzy inference

engines. The editors and viewers of FIS Editor is as shown in Figure 5.3. Description of each editors

and viewers are listed in Table 5.1.

Figure 5.4: FLC in Simulink

MATLAB Function Description
newfis Create new Fuzzy Inference System
readfis Load FIS from File
evalfis Perform Fuzzy Inference Calculations
addvar Add variable to FIS
addmf Add MF’s tro FIS
addrule Add rule to FIS
defuzz Defuzzify Membershipo Functions

Table 5.2: List of MATLAB Functions for Designing FIS

FIS performance can be evaluated using the Fuzzy Logic Controller (FLC) block in a Simulink

model. The Fuzzy Logic Controller block automatically generates a hierarchical block diagram

representation for Fuzzy Logic controller designed. This representation uses only built-in Simulink

blocks, enabling efficient code generation. The Fuzzy Logic blocks available in Simulink and the

detailed representation is as shown in Figure 5.4.
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The FIS model can also be designed using the programming functions provided in the Fuzzy

Logic Toolbox. Table 5.2 lists few MATLAB Functions to design FIS System.

5.3 Artificial Neural Networks
An Artificial Neural Network (ANN) is an information processing paradigm that is inspired

by the biological neural networks, which consists of massively parallel computing systems with

large number of simple processors with many interconnections [20]. ANN methodologies consists

of basic architecture known as ”Neurons”. A neuron or nerve cell is a special biological cells

that processes information in human brain. Brief description on Biological Neurons and Neural

Networks can be found in [21]. ANNs are applied to solve various challenging problems like

Classification [22], Clustering, Function Approximation [23–25], Prediction/Forecasting, Medical

Imaging Application [27],Optimization and Control related applications [26].

5.3.1 McCulloch and Pitts Model of Neuron

The science of ANN has its first significance appearance during the 1940’s, when researchers

McCulloch and Pitts [28, 29] tried to emulate the functions of human brain by developing physical

model of biological neuron and their interconnections [30]. Their work was focus on a simple

neuron, which were considered to be binary with fixed thresholds as shown in Figure 5.5.

Figure 5.5: McCulloch-Pitts model neuron

The threshold unit receives input from N other units. Input from ith unit is termed as xi, and the

associated weight is wi. The total input to a unit is the weighted sum over all inputs
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N∑
i=1

WiXi = W1X1 +W2X2 + ...+WNXN (5.1)

If this value is below threshold t, the output of the unit is 1 and 0 otherwise. The McCulloch-

Pitts model of a neuron is so simple that it only generates a binary output and also the weight and

threshold values are fixed. But, it has substantial computing potential. The neural computing algo-

rithm has diverse features for various applications . Thus, we need to obtain the neural model with

more flexible computational features. Based on the McCulloch-Pitts model described previously,

the general form an artificial neuron can be described in two stages shown in Figure 5.7.

Figure 5.6: Artificial Neuron

In the first stage, the linear combination of inputs is calculated. Each value of input array is

associated with its weight value, which is normally between 0 and 1. Also, the summation function

often takes an extra input value Theta with weight value of 1 to represent threshold or bias of a

neuron. The summation function will be then performed as:

a =

N∑
i=1

WiXi + θ (5.2)

The sum-of-product value is then passed into the second stage to perform the activation function

which generates the output from the neuron. The activation function “squashes” the amplitude the

output in the range of [0,1] or [-1,1] alternately. The behavior of the activation function will describe

the characteristics of a neuron model.
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5.3.2 ANN Network Architectures

ANNs can be viewed as weighted directed graphs in which artificial neurons are nodes and

their weights are connections between neuron outputs and neuron inputs. Based on the connection

pattern (architecture), ANNs can be classified into two categories [31, 32]:

Figure 5.7: (a) Feed-forward (FNN) and (b) Recurrent Neural Network (RNN) Architectures

• Feed-forward Networks: In this type of network neurons are organized into layers that have

unidirectional connection between them. This networks are static in nature as they have no

feedback and hence no delays. the output is calculated directly from the input through feedfor-

ward connections. They are memory-less networks as its response to an input is independent

of the previous network state. Types of Feed-forward networks include: Single-Layer per-

ceptron , Multilayer perceptron and Radial Basis Function networks. Figure 5.7 (a). shows a

single layer Feed-forward neural network with n inputs and m outputs.

• Recurrent or Feedback Networks: These networks are dynamic in nature i.e. the outut

depends on the current and previous inputs, outputs and states of network. Due to feedback

paths, the input to each neuron is modified according to the feedback value and the network

enters into a new state. Types of recurrent networks are: Competitive networks, Kohonen’s

Self-organizing Maps (SOM), Hopfield Network and ART models. Figure 5.7 (b). shows a

Recurrent Neural network, which consists of feedback paths from output to input neurons.

There can be neurons with self-feedback links.
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The ability to learn is a fundamental trait of intelligence of ANN. In learning process, ANN

updates network architecture and connection weights from training patterns. ANN’s ability to learn

from examples makes it attractive for various applications in research field. ANNs learn the underly-

ing rules (like input-output relation) from the given collection of training data. Learning algorithms

[33] adjusts the weights of ANN using learning rules. Based on learning process there are three

types of learning paradigms:

• Supervised learning: also known as learning with a “teacher”, means the network is provifed

with the correct output for every input pattern. Connection weights are then determined so as

the allow the network to produce output very close to the correct answers. Examples of su-

pervised learning algorithms are Boltzmann learning algorithm, Learning vector quantization,

Back-propagation Adaline algorithm and Perceptron learning Algorithms.

• Unsupervised Learning: also know as learning without “teacher”, do not require correct

output answers for each input pattern in the training set provided. It explores the network

structure in data or correlations between input patterns, and organizes input patterns into cat-

egories from these correlations. Unsupervised Learning algorithms include Principal Compo-

nent Analysis, Associative memory Learning, Kohonen’s SOM, Adaptive resonance theory

(ART) algorithms.

• Hybrid learning: It combines supervised and unsupervised learning i.e. part of the weights

are determined through supervised learning and the remaining are obtained through unsuper-

vised learning. Radial Basis Function (RBF) Learning algorithm used for learning in RBF

networks using Error-correction and competitive learning rule is an example of Hybrid learn-

ing.

5.3.3 Designing Neural Network

The ANN design process follows number of systematic steps [34–36]. It can be design using

following steps:

1. Collection of data: The data for which the neural network is to be designed, the data for

training the networks. It is termed as Inputs and Targets for the Neural networks [data preparation

for neural network].

2. Designing the network: It includes defining the architecture of Neural Network. it includes

defining the number of layers, number of nodes in each layer, defining Transfer functions for each
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layer, defining the training algorithm to train the network. Option parts of design includes: Error

function for neural network, plotting the data, number of echos.

3. Training the network: once the network is designed, it has to be trained to optimize the error

function. This process determines the best set of weights and biases for the collected data.

4. Testing the network: Finally the designed net is to be tested for accuracy and generalization.

5.3.4 MATLAB Simulation: Neural Network Toolbox

Figure 5.8: Neural Network Toolbox

The MATLAB Neural Network Toolbox [37] provides tools for design, visualization and sim-

ulation of ANN. It supports many network paradigms and provides GUI which enables user to de-

sign networks. Neural Network Toolbox supports a variety of supervised and unsupervised network

architectures. With the toolboxs modular approach to building networks, custom network architec-

tures for specific problem can be developed. The network architecture including all inputs, layers,

outputs, and interconnections can be viewed. The features of GUI are as shown in Figure 5.8. The

Neural network Start GUI provides examples and data sets for designing neural networks. It con-

sists of Fitting Tool, Pattern recognition Tool, Clustering Tool and Time Series Tool for designing

ANN for various Applications.
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The toolbox can also be used by basic command-line operations. The command-line operations

offer more flexibility than the GUIs, but with some added complexity. Various ANN architectures

can be designed using command line functions like feedforwardnet for creating a feed-forward

neural network. Number of parameters for ANN like number of hidden layer, activation functions,

input nodes, training algorithm can be set using numerous MATLAB functions provided in the

Toolbox. Example of sample code for designing, viewing, evaluating, training and creating simulink

model for Feedforward network with 5 hidden layers is as below:
[x,t]=simplefit_dataset; % data set for training ANN

net=feedforwardnet(5) % Creates FNN

net=train(net,x,t); % Training of net

view(net) % View the net designed

y=net(x); % Evaluate net for x input

perf=perform(net,y,t) % Calculate network performance

gensim(net) % Generates simulink model for the net

Figure 5.9: Neural Network Simulink model

Alternatively, Networks can be created and trained in the MATLAB environment and automat-

ically generate network simulation blocks for use with Simulink using gensim command. This

approach also enables users to view networks graphically. Example of Custom neural network cre-

ated by the gensim command for the sample code of feedforward network is as shown in Figure

5.9.
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Neural Network Toolbox provides set of blocks for building neural networks in Simulink. These

blocks are divided into four libraries:

• Transfer function blocks, which take a net input vector and generate a corresponding output

vector

• Net input function blocks, which take any number of weighted input vectors, weight-layer

output vectors, and bias vectors, and return a net input vector

• Weight function blocks, which apply a neuron’s weight vector to an input vector (or a layer

output vector) to get a weighted input value for a neuron

• Data pre-processing blocks, which map input and output data into the ranges best suited for

the neural network to handle directly

Figure 5.10: Neural Network Toolbox Simulink Blocks

Figure 5.10, shows the set of blocks provides by Neural Network Toolbox for simulating Neural

Networks in Simulink. Neural Network Simulink blocks consists of Control Systems, Net Input

functions, numerous Pre and Post processing Functions, various Transfer Functions and Weight

functions for designing Neural Networks for various applications. Using these blocks ANN Archi-

tecture is designed and its performance and analysis is carried out for system analysis.
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5.4 Genetic Algorithms
Since 1950s several researchers have studied Evolutionary Systems as an optimization tool for

engineering problems. The basic idea in all these systems were to evolve a population of candi-

date solutions of a given problem, using operators inspired by natural genetic variation and natural

selection [39]. In 1970’s, the pioneering work of J.H. Holland proved to be significant contribu-

tion for various engineering and scientific applications. Holland’s book “Adaptation in Natural and

Artificial Systems” [40] was instrumental in creating the flourishing field of research in Genetic

Algorithms. The well known applications of GA include scheduling, sequencing, reliability design,

and image processing [41].

5.4.1 Introduction

Genetic Algorithms are inspired by the mechanism of natural selection, which is a biological

process in whcih stronger individuals are more likely to be winners in a competing environment

[42]. GA assumes that the solution of a problem is an individual, which can be represented by a set

of parameters. These parameters are known as genes of the chromosomes and can be represented by

string of binary values. GAs is a search technique which start with an initial set of random solutions

known as population. Each individual in population is called chromosomes, which is a string of

binary values. The chromosomes evolve through successive iterations, called generations. During

each iteration the chromosome evolve using some measures of fitness. Then the next generation

is created, where the new chromosomes called as off-springs, are formed by either merging two

chromosomes from current generation using a crossover operator or modifying a chromosome using

a mutation operator. New generation is formed by selection, based on the fitness values, some of

the parents and off springs are rejected to keep the population size constant. After several iterations

the algorithm converges to the best chromosome, which represents the optimum or sup-optimum

solution to the problem [43]. Figure 5.11. shows the basic structure of Genetic Algorithms. The

Standard genetic Algorithm [42, 44] is given in Algorithm 5.4.1.

Genetic Algorithm tools are available to evaluate the optimization problem. The GA toolkits

and libraries available [45,46] based on C++ programming include GALib, The Genetic Algorithm

Utility Library (GAUL), Open Beagle and Java based toolkits include Java Genetic Algorithms

Package (JGAP), JAVA API for Genetic Algorithms and JAVA GALib. MATLAB also provides

Global Optimization Toolbox for solving Optimization Problems. It consists of Genetic Algorithm

Solver as one of the method to solve optimization problems, discussed in following section.
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Figure 5.11: Genetic Algorithm Basic Structure

Algorithm 5.2 Standard Genetic Algorithm
- Input Initial Parameters: Fitness Function, Population size, Crossover operator, Mutation oper-
ator and stopping criteria.
- Initialize a random population of individuals;
- Evaluate fitness of all initial individual of population;
while stoppingcriterianotfullfilled do

- Select individuals for reproduction;
- Create offsprings by crossing individuals;
- Eventually Mutate some individuals;
- Evaluate its new fitness;
- Select survivors from actual fitness;
- Compute New Generation.

end while
- Plot SNR v/s Throughput

5.4.2 MATLAB Simulation: Global Optimization Toolbox

MATLAB provides Global Optimization Toolbox which consists of methods that search for

global solutions to problems that contain multiple maxima or minima [47]. Methods include global

search, multistart, pattern search, genetic algorithm, and simulated annealing solvers. The Genetic

Algorithm solves both constrained and unconstrained optimization problems that is based on natural

selection, the process that drives biological evolution. The genetic algorithm repeatedly modifies a

population of individual using rules modeled on gene combinations in biological reproduction. The

steps for the genetic algorithm optimization techniques are as follows:

1) Random Initial Population is created using the population options like population size and cre-

ation function specified.
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2)The algorithm then creates a sequence of new populations. At each iteration, the algorithm uses

the individuals in the current generation to create the next population. To create the new population,

the algorithm performs the following steps:

• Computing fitness value of each member of the current population.

• Selects members, called parents, who contribute their genes to their children, based on their

fitness.

• Some of the individuals in the current population that have best fitness are chosen as elite.

These elite individuals are passed to the next population.

• Produces children from the parents. Children are produced either by mutation or crossover.

• Replaces the current population with the children to form the next generation.

3) The algorithm stops when one of the stopping criteria like number of generations, time limit,

fitness limit is met.

Figure 5.12: Optimization App in Global Optimization Toolbox

The Optimization App provided by the Global Optimization Toolbox is open by using the com-

mand: optimtool in MATLAB Command Window. This command opens the Optimization App, as

shown in Figure 5.12.
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Genetic Algorithm Solver options like Population, Fitness Scaling, Mutation options, Crossover

options and Stopping criteria is selected based on the optimization function and application. Us-

ing Optimization App various plots like best fitness, best individual, Distance, Range and Score

Diversity is generated for performance analysis of Genetic Algorithm.

Genetic Algorithm for mixed-integer or continuous-variable optimization, constrained or un-

constrained optimization problems can be also solved using MATLAB functions and by specifying

algorithm options. Customize Genetic algorithm can be created by modifying the initial population

and fitness scaling options or by defining parent selection, crossover and mutation functions. Table

5.3 lists the MATLAB functions for solving problems using Genetic Algorithm.

Functions Description
ga Find minimum of function using Genetic Algorithm

gaoptimget Obtain values of GA options structure
gaoptimset Create GA options sturcture

Table 5.3: List of MATLAB Functions for Genetic Algorithm

The genetic algorithm is executed y calling the gaoptimset function and providing with fitness

function to optimize and other Genetic Algorithm options.

5.5 Applications of Soft Computing Techniques in Wireless Commu-

nication
Wireless communications is rapidly evolving sector with challenges to meet the demands for

higher performance and efficiency. Wireless communication systems are associated with much

uncertainty and imprecision due to a number of stochastic processes such as time-varying char-

acteristics of the wireless channel caused by the mobility of transmitters, receivers, objects in the

environment and mobility of users. This reality has fueled numerous applications of soft comput-

ing techniques in mobile and wireless communications [48, 49]. The role of soft computing in

the domain of wireless systems can be classified into three broad categories, namely, optimiza-

tion, prediction and uncertainty management [50]. Evolutionary algorithms are mostly used for

optimization. Neural networks and other learning systems are used for different types of predic-

tion tasks. Uncertainties arising due to incomplete modeling and measurements are handled using

fuzzy logic, either in stand-alone manner or in conjunction with the optimization and prediction

algorithms.

Fuzzy Logic have been applied in numerous areas of Wireless communication such as in channel

estimation, channel equalization and decoding [51]. Evolutionary Algorithms (EAs) have been
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frequently applied to telecommunication problems in hardware design, network design and data

transmission. Genetic Algorithms have been successful in solving various optimization problems

in the field of Wireless Communication. Genetic Algorithms has been applied to hardware design

applications like antenna design, network routing and assignment [52].It has also been applied to

Wireless Sensor Network to optimize system performance [53]. Artificial neural networks have

been applied in high-speed communication networks [54], Antenna Design [55]. Literature review

of various field areas where soft-computing techniques are applied in Wireless Communication

Systems and Wireless Sensor Networks is given in [48, 50].

5.6 Concluding Remarks
This chapter discusses various problem solving techniques. The theoretical background for core

soft-computing techniques i.e Fuzzy Logic, ANN and Genetic Algorithm is summarized. MAT-

LAB based toolboxes available for designing and testing the performance of application of soft-

computing techniques in various areas is discussed in detail. Procedural steps for designing and

programming the soft-computing techniques and its usage using SIMULINK is summarized.
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Artificial Neural Network Based MIMO Channel Estimation

6.1 Introduction
MIMO Wireless systems have been shown to provide dramatic increase in channel capacity

and throughput performance of LTE-A Downlink Physical Layer. MIMO provides promising so-

lutions for the increasing demands for high channel capacity systems. The capacity gain, however,

requires perfect knowledge of the instantaneous channel fading at both the transmitter and receiver

[1]. The efficiency of channel estimation affects the system performance by introducing a channel

estimation error that reduces the channel capacity and by dedication of a fraction of its bandwidth

to the transmission of pilots or training symbols [2, 3]. Channel estimation techniques for MIMO

Communication systems has been reviewed in [4, 5].

The receiver in MIMO system, requires the knowledge of CSI in order to recover the transmitted

signal properly. MIMO channel capacity has been widely investigated under different assumptions

on CSI at the receiver or both at the transmitter and receiver [6,7]. The bounds on Mutual Informa-

tion with imperfect CSI for time-varying SISO and MIMO channels and their effect on achievable

rates is already analyzed in [8–10].

Channel estimation in MIMO systems is an active research area and challenging task. Several

channel estimation methods have already been studied by different researchers for MIMO systems.

In LTE-A Downlink channel estimation methods, reference symbols are inserted and transmitted

over the channel, and are estimated at the receiver [11]. The most efficient training based methods

are the Least Squares (LS) method [12], Minimum Mean Square Error (MMSE) method [13, 14]

and Adaptive Filtering channel estimation method [15]. Channel estimation by artificial neural

network has been deployed in OFDM system, with different neural network architectures [16–20].

ANN based MIMO channel estimation techniques for LTE-A Downlink Physical layer is pro-

posed and discussed in this chapter. The performance analysis of channel estimation techniques in

terms of Throughput of Downlink Physical layer is analyzed using LTE-A Link Layer Simulator.

The ANN weights are further trained by Genetic Algorithm (GA) to increase the performance of

system. Further details of ANN based MIMO Channel estimation design and simulation results are

discussed in following sections.

6.2 LTE-A MIMO channel estimation
The distortion imposed by the wireless channel on the transmitted data stream in a MIMO com-

munication system is normally observed in the form of errors at the receiver. The main objectives
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of communication system is to minimize the number of these errors and to maximize the through-

put of the system. In order to optimize the system performance in response to channel conditions,

an estimate of the channel at the receiver is a vital part. A Reference Signal (RS) is a pre-defined

signal, pre-known to both transmitter and receiver. RS when transmitted through wireless channel

is affected by multipath fading and distortions.

Figure 6.1: Reference Signals for LTE-A antenna ports

In LTE-A, the Downlink transmission uses the OFDMA feature with 15 kHz subcarrier spacing

of the resource grid as discussed in Section 4.3. During subcarrier mapping the RS are inserted

in both time and frequency directions so that it can be estimated at the receiver [21]. This pilot

symbols are used to estimate the channel at given specific locations within a subframe. The RS

signals are transmitted with 1,2 or 4 antennas. It is transmitted every first and Fifth OFDM symbol

of a slot as shown in Figure 6.1. For the case of two antennas, reference signal is sent on the first

OFDM symbol of first antenna and the first OFDM symbol on the second antenna is not used to

avoid interference. Using this estimates, the channel across an arbitrary number of subframes can

be estimated using interpolation [22]. The pilot symbols in resource grid have unique position

which depends on the eNB cell identification number and transmit antenna being used. The pilot

symbols are positioned so that they do not interfere with one another and can be effectively used to
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estimate the channel gains.

In Release 8, the reference signal is added after precoding i.e Cell-specific Reference Signal

(CRS) per antenna. Using the received CRS the UE estimates the wireless radio channel, which

is used by the receiver for demodulation of the received signal. In Release 10, the UE-specific

reference signal Demodulation Reference Signals (DM-RS) is added to different data streams before

precoding. Hence the channel is estimated using DM-RS which provides information about the

combined effect of the wireless channel and precoding.

6.3 ANN based MIMO Channel Estimation
ANN are algorithms for optimization and learning based on concepts inspired by research into

the nature of the brain [23]. ANN based channel estimation for throughput optimization of LTE-A

Downlink Physical Layer is carried out in this work. Different ANN Network Architectures are

tested for its effect on channel estimation and hence throughput.

Considering a 2x2 MIMO system, the received symbol y can be written as:

y = XH + n (6.1)

where H is the channel matrix, n is the AWGN noise at the receiver and X contains the data

symbols xd and pilot symbols xp. The Least-Squares (LS) channel estimator for subcarriers on

which pilot symbols are located, is given by:

hLSp = XH
p yp (6.2)

where H is for Hermitian matrix. LS channel estimator is obtained by minimizing the square

distance between the received reference symbols Y and the transmitted reference symbols X as

follows [14, 24]. The channel estimated by the LS channel estimator is used as target for training

ANN. The algorithm developed for MIMO Channel estimation in LTE-A Link Level Simulator is

given in Algorithm 6.1. As shown in Figure 6.2 X is the transmitted reference symbol through

wireless channel and is affected by noise. The received reference symbols is assigned a Y . LS

Channel estimator estimates the unknown channel given by H.

The training pairs for ANN is generated using set of reference symbols as input and LS Channel

estimate as output pairs. Reference symbols from the training set is presented to the input layer

of the network and the error at the output layer is calculated. The error is propagated backwards

towards the input layer and the weights are updated. This procedure is repeated for all the training
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Algorithm 6.1 ANN based MIMO Channel Estimation Algorithm
- Initialization:

• Assign Received Reference Symbol to variable X

• Assign Reference Symbols to variable Y

• Initialize ANN Simulation Parameters

- Estimate MIMO Channel using Least Square Algorithm and assign to variable H ls one
channel.
- Determine the Real and Imaginary parts of the Estimated channel and Received reference Sym-
bols.
- Design ANN Network Architecture specifying the simulation parameters.
- Generate Training Pairs for ANN by taking Received Reference Symbols as Input and LS Esti-
mated Channel as output (X,H ls one channel).
- Train the ANN using Training Algorithm Specified.
- Once the ANN is trained, take Received Reference Symbol as input and simulate ANN for
Estimated Channel.

signals. At the end of each iteration, test data are presented to ANN and the performance of ANN

is evaluated. Further training of ANN is continued till the desired performance is reached. The

estimator uses the information provided by received reference symbols of sub channels to estimate

the channel.

Figure 6.2: ANN based Channel estimation

Four types of ANN Architecture are design for MIMO Channel Estimation for LTE-A Donwn-

link Physical Layer as follows:

1). Feedforward Neural Network (FNN): A FNN [25] is one whose topology has no closed
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paths. Its input nodes are connected to the output nodes without any feedback paths. The Back-

Propagation Algorithm (BPA) uses the steepest-descent method to reach a global minimum. The

flowchart of the BPA is given in [26]. FNN consists of one or more hidden layers of sigmoid

neurons followed by an output layer of linear neurons as shown in Figure 6.3. This network can be

used as a general function approximator. It can approximate any function with a finite number of

discontinuities arbitrarily well, given sufficient neurons in the hidden layer.

Figure 6.3: Feedforward Neural Network

2). Radial Basis Neural Network (RBNN): It is an alternative to the more widely used Multi-

layer network and is less computer time consuming for network training [27, 28]. Radial basis

networks consist of two layers: a hidden radial basis layer of radial basis function neurons, and

an output layer of linear neurons. as shown in Figure 6.4. The nodes within each layer are fully

connected to the previous layer. This network is mainly used for fitting a function application.

Figure 6.4: Radial Basis Network

3). Layered Recurrent Network (LRN): In the LRN, there is a feedback loop, with a single

delay, around each layer of the network except for the last layer. The method of training is similar

to that of the FNN. In addition to this, a neuron taking input from the output layer and connected to
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the hidden layer as shown in Figure 6.5. The inputs are presented to the input units and the output

from the network is calculated. The process is repeated for all the patterns. After finding the system

error, the training of the network is based on the steepest gradient method.

Figure 6.5: Layer Recurrent Neural Network

4) General Regression Neural Network (GRNN): A GRNN [27, 29] is a variation of the radial

basis neural networks. A GRNN is often used for function approximation. It has a radial basis layer

and a special linear layer. A GRNN does not require an iterative training procedure as back propa-

gation networks. It approximates any arbitrary function between input and output vectors, drawing

the function estimate directly from the training data. In addition, it is consistent that as the training

set size becomes large, the estimation error approaches zero.

Figure 6.6: Generalized Regression Neural Network

6.3.1 ANN Simulation Parameters and results

ANN based MIMO Channel Estimation methods for LTE-A Downlink Physical Layer are de-

sign and simulation is carried out using Neural network Toolbox. The results are validated with
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Perfect and LS Channel Estimation methods in LTE-A Link Level Simulator. The functions used

for simulation of the ANN Networks are as listed in Table 6.1.

ANN Network MATLAB Function
Feedforward network feedforwardnet(hiddenSizes,trainFcn)
Radial Basis Network newrb(P,T,goal,spread)

General regression newgrnn(P,T,spread)
Neural network

Layered recurrent layrecnet(layerDelays,hiddenSizes,trainFcn)
Neural network

Table 6.1: MATLAB Function to design ANN Networks

The Simulation parameters for the simulation of Channel estimation Techniques for LTE-A

Downlink Physical Layer is as given in Table 6.2. GRNN network does not require training using

train function, because the newgrnn function itself trains the network.

Parameters FNN RBNN GRNN LRN
Number of Layers 1 1 1 1

Hidden Sizes 5 5 5 5
Training Function ’trainlm’ ’trainlm’ - ’trainlm’

Number of Epochs/Iteration 1000 1000 1000 1000
Spread - 1.0 1.0 -
Goal - 0.0 0.0 -

layerDelays - - - 1:2

Table 6.2: Simulation parameters for ANN

The simulations are carried out modifying the LTE-A Channel estimator files. The MIMO

Channel being complex, the real and imaginary part of the reference symbols and the received

reference symbols are generated and two different neural networks are designed to estimate the

channel at the receiver. Figure 6.7 shows the throughput analysis for 2x2 MIMO System for TxD

transmission mode for flat Rayleigh channel. It can be observed that RBFN and GRNN gives better

result compared to LS Channel Estimation. FNN and LRN gives worse result when compared to LS

Channel Estimation technique. At SNR equal to 20 dB, throughput for perfect channel is 4.8 Mbps

and for RBFN and GRNN is approximately same and equal to 4.5 Mbps. LS Channel Estimation

gives Throughput of 3.55 Mbps, but FFN and LRN gives approximately same throughput of 2.75

Mbps.

Figure 6.8 shows the throughput analysis for 2x2 MIMO System for CLSM transmission mode

for flat rayleigh channel. It can be observed that GRNN gives better result compared to LS Channel

Estimation. FNN gives worse result when compared to LS Channel Estimation technique. RBFN
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Network also gives equivalent performance to LS Channel Estimation technique.

Figure 6.9: Comparison of Elapsed Time for different MIMO Channel Estimation Techniques

Figure 6.9 shows the performance analysis of different ANN based MIMO Channel estimation

in tern=ms of Elapsed time for simulation. The results are compared with the perfect channel and

LS Channel Estimation Technique. As seen the GRNN Network takes minimum time of all ANN

based Channel estimation technique of 266.54s for TxD and for 337.8s CLSM transmission mode.

Whereas LRN takes maximum simulation time of for 757.7s TxD and for 1106.77s CLSM mode as

it consists of feedback loop and layer delays for simulation.

6.4 ANN trained by Genetic Algorithm for MIMO Channel Estima-

tion
Genetic algorithms are optimization algorithms based on several features of biological evolu-

tion. It proceeds in an iterative manner by generating new populations of individuals from the old

ones. This algorithm applies stochastic operators such as selection, crossover, and mutation on an

initially random population in order to compute a new population [30]. GA are used in conjunction

with ANN to set the weights of ANN architectures, to learn ANN topologies and to select training

data [31, 32]. GA have been successfully applied to train FNNs using GA for various decision and

optimization problems [33–35].

Multi-layer feedforward (MLF) neural networks, trained with a back-propagation (BPA) learn-

ing algorithm, are the most popular neural networks. During training, the network topology and/or
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the weights and/or the biases and/or the transfer functions are selected based on some training data.

In many approaches, the topology and transfer functions are held fixed, and the space of possible

networks is spanned by all possible values of the weights and biases [36, 37]. The BPA is a widely

used method for FNN learning in many applications [38]. GA is widely used for optimization of

parameters of FNN Network like weights and biases, network structures [39, 40]. GAs are found

to be superior algorithm for training FNN as compare to BPA [40, 41]. This work has motivated

the author to apply the GA for training FNN for MIMO Channel Estimation in LTE-A Downlink

Physical Layer.

Figure 6.10: ANN-GA based Channel Estimation

BPA [42] is a famous learning algorithms among ANNs. In the learning process, to reduce

the inaccuracy of ANNs, BPLAs use the gradient-decent search method to adjust the connection

weights. The algorithm for FNN trained by BPA and FNN trained by GA is discussed in detail

in [41]. In ANN-BPA, the ANN is trained with transmitted reference symbols. Optimization

of the weights is made by backward propagation of the error during training or learning phase.

The ANN reads the input and output values in the training data set and changes the value of the

weighted links to reduce the difference between the received reference symbol and reference symbol

values. The error in prediction is minimized across many training cycles (iteration or epoch) until

network reaches specified level of accuracy. A complete round of forwardbackward passes and

weight adjustments using all inputoutput pairs in the data set is called an epoch or iteration. The

target sample set is presented to the ANN in the form of result or estimated channel obtained by

Least Square (LS) complex type matrix. The learning of the ANN is done in the training phase
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during which the ANN adjusts its weights according to training algorithm.

Similarly, ANN-GA is designed, the target sample set is presented same as in backpropagation

neural network. The training of the ANN is done using GA. In the training phase, the GA adjusts its

weights according to the Genetic algorithm applied between the receiver and result of LS estimator.

First neural network is initialized with training pair (Inputs and Targets), and then configuration of

neural network is done for the data set. A handle to the “MSE TEST” function [43] is created,

that calculates MSE (mean square error between output and targets of FNN) by changing weights

using GA. In GA, lower the error, the higher is the fitness. The weights for which function is to

be the lowest will be stored in the neural network and applying Inputs to FFNN, output will give

estimated channel output as shown in Figure 6.10.

6.4.1 ANN-GA Simulation Parameters and Result

The ANN-BPA and ANN-GA based MIMO Channel Estimation are simulated in LTE-A Link

Level Simulator. Comparative Analysis of these techniques are carried out in terms of throughput

v/s SNR for 2x2 CLSM MIMO mode as shown in Figure 6.11. FNN developed for channel estima-

tion, is further optimized in terms of weights and biases of network architecture by GA. MATLAB

Toolboxes usage and description for Neural Network and Genetic Algorithm design is discussed in

detail Chapter 5. The simulation parameters for MIMO Channel Estimation based on ANN trained

by BPA and GA are as in Table 6.3.

Parameters ANN Trained by BPA ANN Trained by GA
Number of inputs 1 1

Number of hidden layers 1 1
Number of neurons 5 5

Epoch number / Iteration 1000 100
Training Function / Algorithm Levenberg- Marquart Genetic Algorithm

Performance Metric Mean Square Error Mean Square Error

Table 6.3: Simulation Parameters for ANN-BPA and ANN-GA for MIMO Channel Estimation

Throughput analysis of proposed methods MIMO Channel estimation techniques are compared

with LS channel estimator. It is seen that MIMO Channel estimator based on ANN trained by GA

exhibits better performance in terms of throughput and is giving performance similar to Perfect

channel from 10 to 15 SNR range. At SNR of 20 dB, ANN-GA has higher throughput of 8.875

Mbps compare to ANN-BPA (8.332 Mbps) and LS (8.673 Mbps) channel estimator.
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Figure 6.11: Throughput v/s SNR for ANN-BPA and ANN-GA MIMO Channel Estimation

6.5 Concluding Remarks
MIMO Channel Estimation being the vital part for detecting the received data at receiver, is

studied in detail in this chapter. The imperfect CSI at receiver affects the Throughput of LTE-A

Downlink Physical Layer. Various ANN based MIMO Channel estimation techniques are designed

and simulation are carried out in this work. ANN based channel estimation methods developed for

channel estimation are based of ANN Architectures: FNN, GRNN, RBFN and LRN. The throughput

analysis shows that the proposed techniques gives better performance of the system as compared to

traditional LS Channel estimator. The ANN is further trained by GA to optimize the ANN weights

to enhance the channel estimation. By using ANN-GA based Channel Estimation technique the

throughput can be maximized as compared to traditional LS Channel estimation method.
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Fuzzy Logic Decision model for MIMO mode switching

7.1 Introduction
This chapter discusses the FL-Decision model developed for MIMO mode switching to optimize

the throughput of LTE-A Downlink Physical Layer. A MIMO system can provide two types of

gains: diversity gain and spatial multiplexing gain. Both types of gain can, in fact, be simultaneously

achievable in a given channel, but there is a tradeoff between them [1] as discussed in Section 2.4.

Most of current research focuses on designing schemes to extract either maximal diversity gain

or maximal spatial multiplexing gain [2]. Existing adaptive schemes that switch between spatial

multiplexing and diversity are based on various parameters for switching criteria. These parameters

include Channel Condition Number [3, 4], Constellation Size [5], Signal-to-Noise Ratio [6, 7],

Throughput [8], Probability of MIMO mode [9], and Error Rates [10].

Fuzzy Logic is well suited for nonlinear and complex systems where human knowledge can be

utilized. Fuzzy Logic has been successfully applied in various areas of wireless communication

systems [11]. This leads to motivation for the switching between MIMO modes using FL De-

cision model. A similar approach for MIMO Mode and Modulation and Coding Scheme (MCS)

selection using Fuzzy Q-Learning was applied for High Speed Packet Access Evolution (HSPA+)

Systems [12, 13]. This chapter discusses the design of proposed FL Decision model for MIMO

mode switching scheme which considers Channel Condition Number and Receive Signal-to-Noise

Ratio to decide the appropriate MIMO mode which gives optimal throughput. The FL Decision

model designed for MIMO switching considers two MIMO modes: Transmit Diversity and Open

Loop Spatial Multiplexing in LTE-A context.

7.2 MIMO Channel Condition Number
The channel condition number is a well known indicator of the spatial selectivity of a MIMO

wireless channel [14, 15]. In MIMO context, the condition number indicates the multipath rich-

ness of the channel [16]. Many adaptive MIMO systems that have been proposed employ the

condition number as a criterion for choosing appropriate MIMO Scheme. The system proposed

in [5] chooses either BLAST or STBC based on the instantaneous channel condition number. Ex-

tending this scheme, in [4] a “dual-mode” antenna selection scheme is outlined, which uses the

condition number to choose between multiplexing and general diversity techniques. Performance

of Linear detectors: Zero-Forcing (ZF), Maximum-Likelihood (ML) and Minimum-Mean Square

Error (MMSE) has been investigated based on Channel Condition Number. For MIMO Systems,
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theoretical investigations and experiments suggest that the performance of linear detectors strongly

depends on the channel condition number [17,18]. Channel Condition Number has also been shown

to drastically affect the detection and error performance in spatial multiplexing systems [19, 20].

Channel Condition Number of MIMO wireless channel measures the independence or correla-

tion between channel paths. Lower the values of channel condition number, low is the correlation

between channel paths. Condition number can be used to analyze the causes for throughput is-

sues. The relation between the condition number and its effect on throughput according to industry

published approximations is listed in Table 7.1 [21].

Condition Number Indication
0 dB Two totally independent channels, ideal condition to achieve

maximum throughput
≤ 13 dB Favorable condition which enables higher throughput as compare

to SISO/MISO
13 dB to 19 dB Medium Correlation which provides marginal throughput

improvement
≥ 19dB High correlation where MIMO would not be able

to increase throughput

Table 7.1: Channel Condition Number and its indications

To obtain high throughput of LTE-A Downlink Physical Layer, the channel condition number

should be approximately less than 19 dB. When the channel condition number is high, means the

channel paths are highly correlated so the MIMO scheme will not be able to maximize the through-

put of the system. Hence the quality of MIMO wireless channel plays a vital role to optimize the

throughput of LTE-A Downlink Physical Layer.

7.2.1 Statistics of Demmel Condition Number

MIMO wireless communication system delivers significant capacity gains as compared with

conventional SISO system. For a MIMO System with nT transmit antennas and nR receive anten-

nas, the performance and capacity of MIMO transmission schemes are dictated by the eigenvalues

of instantaneous MIMO channel correlation matrix given by:

W =


HH∗, nR<nT

H∗H, nR ≥ nT
(7.1)

where H is the channel matrix of MIMO channel gains modeled as Complex Gaussian. MIMO

Channel Correlation MatrixW is known to follow a complex Wishart distribution [14]. The Wishart

distribution is the multivariate extension of the gamma distribution [22]. The statistical properties
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of Wishart matrices have been applied to MIMO applications. The eigenvalue distributions and

determinate properties of Wishart matrices have been extensively studied to explore the ergodic

capacity of the MIMO channel under different conditions [23, 24]. The eigenvalues of matrix W is

denoted by the vector:

λ , [λ1, λ2, ..., λs], (7.2)

with λ1 ≥ λ2... ≥ λs 0.

The Condition Number of MIMO Correlation matrix W is defined as:

z ,
λmax
λmin

, z ≥ 1 (7.3)

where λmax and λmin are the largest and smallest eigenvalues of W, respectively. Channel

Condition Number is a metric which determines the invertibility of a matrix. A condition number

close to one indicates a well-conditioned full-rank matrix with equal eigenvalues, whereas a very

high condition number implies a near rank-deficient matrix.

The impact of condition number on MIMO channel capacity assuming perfect channel knowl-

edge at the receiver and no knowledge at transmitter for 2x2 system is given by following equation:

C = log2(det(I2 +
ρ

2
W ) (7.4)

= log2((1 +
ρ

2
λmax)(1 +

ρ

2

λmax
z

)) (7.5)

where ρ is SNR and from Equation 7.5 we can say that there is no analytical relation and one-

to-one mapping between condition number and MIMO Channel capacity.

The relation between Channel capacity with fixed SNR and varying condition number is shown

in Figure 7.1. The effect of channel condition number on channel capacity is shown in Figure 7.2.

It is evident that as the channel condition number increases the MIMO channel capacity decreases

and vice-versa. We can conclude that channels with low condition number or highly uncorrelated

channels yields high MIMO channel capacity.

To get a deeper understanding, the Cumulative Distribution Function (CDF) and Probability

Density Function (PDF) of MIMO Channel condition number is studied. For statistical analysis of

Channel Condition number the two classes of channels are considered for which,W ∈ Cs×s follows
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Figure 7.1: Channel capacity with varying SNR
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Figure 7.2: Channel capacity with varying Condition Number
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Figure 7.3: CDF of SCN for Uncorrelated Rayleigh Channel

0 5 10 15 20 25 30 35
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

Standard Condition Number

P
D

F

PDF of Standard Condition number for Uncorrelted Rayleigh Channel

 

 
2x2
4x2
8x2

Figure 7.4: PDF of SCN for Uncorrelated Rayleigh Channel

101



Chapter 7 FL Decision model for MIMO mode switching

0 5 10 15 20 25 30 35 40 45 50
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Standard Condition Number

C
D

F

CDF of Semicorrelted Rayleigh Channel

 

 

4x2−low
4x2−med
4x2−high
2x2−low
2x2−med
2x2−high

Figure 7.5: CDF of SCN for semicorrelated Rayleigh Channel
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Figure 7.6: PDF of SCN for semicorrelated Rayleigh Channel
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Wishart distribution with t degrees of freedom, where s = min(nT , nR) and t = max(nT , nR).

Following are the two channel models considered for study:

1). Uncorrelated Rayleigh Fading: The uncorrelated Rayleigh model is valid when the antenna

spacing is high enough to induce independent fading, and there is no LoS path between the trans-

mitter and receiver and W is uncorrelated central Wishart matrix.

2). Semi-Correlated Rayleigh Fading: The MIMO spatial subchannels are often correlated due

to the limited angular spreads or restrictions on the array sizes. Hence, spatial correlation between

is considered for modeling the channel. Here, we have assumed that correlation occurs only at the

side with minimum number of antennas,in which case W is semi-correlated central Wishart matrix.

The exact closed form expressions for both the channel cases have been derived in paper [15].

The same equations are used to plot the distributions and densities of Channel Condition Number.

As shown in Figure 7.3, CDF of condition number for uncorrelated Rayleigh channel for different

antenna configurations. For a system with two receive antenna, as the number of transmit antennas

increases, the channel condition significantly improves. The CDF plot for 2x2 system is spread

over the entire range [0,1] which indicates the the channel consists of highly correlated paths as

compared to 8x2 system. As the number of antenna increases, it leads to improvements of the

channel condition number. The PDF of standard condition number is as shown in Figure 7.4. The

probability of having low condition number channel is high in 8x2 system when compared to 4x2

and 2x2 system.

The effect of spatial correlation on the channel condition number has been studied by plotting

the CDF and PDF for Semi-correlated Rayleigh channel. As shown in Figure 7.5, as the spatial

correlation increases the CDF plot spread over the entire region [0,1] and hence the channel becomes

ill-conditioned. For low spatial correlation for 2x2 and 4x2 system the channel is well conditioned

as compare to medium or high correlation. Hence, correlation in the channel matrix results in ill-

conditioned channel and also increases the channel condition number.

Similarly, the PDF plot for different spatial correlation for 2x2 and 4x4 system is as shown in

Figure 7.6. The probability of low condition number i.e well conditioned channel is highest in 4x2

system with low spatial correlation as compare to other systems. The probability of ill-conditioned

channel is maximum in 2x2 system with high correlation.

103



Chapter 7 FL Decision model for MIMO mode switching

7.3 Investigation of Switching Point between TxD and OLSM for 2x2

MIMO
Switching point between various MIMO modes has been investigated in [2, 26]. In context of

LTE-A, MIMO schemes Transmit Diversity and Open-Loop Spatial Multiplexing offers trade-off

between diversity gain and multiplexing gain. The switching point between both the scheme is

studied in conjunction with transmit correlation for consideration of single sided correlation with

minimum number of antennas.

Different values of Transmit correlation were considered and its effect on switching point be-

tween two schemes are studied. The plots are generated using the Vienna LTE-A Link Level Simu-

lator. As shown in Fig. 7.7, SNR v/s throughput for 2x2 TxD and OLSM the switching point moves

towards higher SNR as the transmit correlation increases. Table 7.2 analyses the numerical relation

between Transmit Correlation and Switching point between TxD and OLSM.
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Figure 7.7: Switching point between 2x2 TxD and OLSM for different transmit correlation

Transmit Correlation Switching Point SNR[dB]

0.1 0

0.5 10

0.8 25

Table 7.2: Switching point between TxD and OLSM for 2x2 MIMO

For transmit correlation of 0.1 the switching point is at 0 dB and for Transmit Correlation of 0.8

the switching point is at 25 dB. As we increase the correlation the switching point moves towards
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the higher SNR. The switching point depends on the SNR value and the correlation between MIMO

channel paths. Hence the channel condition number which depends on the correlation between

channel paths and the Receive SNR can be considered for making decision on switching between

TxD and OLSM to maximize throughput. By making decision based on the channel condition and

the receive SNR regarding the MIMO mode for transmission can optimize the throughput of LTE-A

Downlink Physical Layer.

7.4 FL Decision model for MIMO mode switching
Fuzzy Logic is used for decision making and is capable of dealing with non-linearities and

uncertainty in the system. Decision-making in a fuzzy environment is a decision process in which

the goals and/or the constraints, are fuzzy in nature. The object of the fuzzy decision methodology

is to obtain a decision, optimum in the sense that some set of goals are attained, while observing set

of constraints [27].

The MIMO wireless channel is non-linear and continuously time-varying in nature. Hence, the

channel condition number and Receive-SNR are fuzzy in nature. The decision regarding switching

of MIMO mode is done through the FL Decision model. A heuristic knowledge regarding the

Channel Condition Number and Receive-SNR influence the appropriate MIMO mode Switching.

This heuristic knowledge can be expressed well in terms of a fuzzy logic using the so-called fuzzy

IF-THEN rules. This fact provides the motivation for the design and implementation of FL decision

model for MIMO mode switching.

Figure 7.8: Block Diagram for FL Decision based MIMO mode Switching

The FL Decision model is designed using MATLAB based Fuzzy Logic Toolbox [28], which

provides a set of GUI editors that builds a Fuzzy Inference System (FIS). As shown in Fig. 7.8,

the FL Decision model with two input, one output is designed for MIMO mode switching. Channel

condition number and Receive-SNR from receiver are taken as input and MIMO mode output from

FL Decision model is feedback to transmitter of LTE-A Link level simulator, which selects the

appropriate MIMO mode which maximizes throughput. The characteristics of FL Decision model
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Parameters Characteristic

Type of Fuzzy Inference Sugeno-Type

Inputs 2

Outputs 1

Antecedent MFs 3 triangular shaped

Consequent MFs 2 singleton type

Aggregation method MIN

Implication method MAX

MF overlapping degree 2

Defuzzification method Weighted average

Table 7.3: Characteristics of FL Decision model

are summarized in Table 7.3. The FL Decision model consists of Fuzzification, Fuzzy Rule Base

and Defuzzification block, as described in following sections.

7.4.1 Fuzzification

The crisp inputs to FL Decision model are converted into a set of membership values in the

interval [0, 1] in the corresponding fuzzy sets. Three partially overlapping Triangular Membership

functions (MFs) are used for input Channel Condition Number and Receive-SNR. Variables for FL

Decision model, their membership functions with range are as shown in Table 7.4.

Channel Receive-SNR MIMO
Variables Condition Number Mode

(Input-1) (Input-2) (Output)

Type of Variable Fuzzy Fuzzy Binary

Type of MF’s Triangular Triangular Constant

Low: Low:

[0 5.95 12.4] [-30 -12.4 10.87]

Range Medium: Medium: 1:OLSM
[11.28 27.91 41.64] [9.29 14.05 17.5] 0:TxD

High: High:

[40.34 61.49 100] [16.96 53.73 70]

Table 7.4: Variables for FL Decision model

The linguistic variables used for Channel Condition Number are Low, Medium and High.

The range for the Channel Condition Number is decided based on the PDF and CDF of Chan-

nel Condition Number as discussed in Section 7.3. Similarly linguistic variable for Receive-SNR

are Low, Medium and High. The range for Receive-SNR is decided from the Switching Point be-
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Figure 7.9: Membership function for Channel Condition Number

Figure 7.10: Membership function for Receive-SNR

tween MIMO modes (Fig. 7.7). Hence the membership functions of channel condition number and

Receive-SNR are designed based on the analysis and simulation results. The Receive-SNR values

are designed based onn the receive SNR obtained from the simulation results of LTE-A Link Level

simulator for various MIMO Schemes, Channel conditions, antenna configurations and Receiver

configurations.

The output MF’s of the MIMO mode of Sugeno-Type Fuzzy Inference System consists of Sin-

gleton MF’s. As the switching is to be carried out between two MIMO modes: TxD and OLSM.

The output MF’s consists of two singleton values, 0 for TxD mode and 1 for OLSM MIMO mode.

7.4.2 Fuzzy Rule Base

The Fuzzy Rule Base is an IF-THEN linguistic rule using the fuzzy input and output sets. This

rule base is generated based on an experts heuristic knowledge such as Transmit diversity is pre-

ferred if Channel Condition number is high and Receive-SNR is Low. If the Channel condition

number is Low it requires high SNR to give better throughput, hence Spatial Multiplexing is pre-

ferred. For example, in the case of the rule,“IF Channel Condition Number is High and Receive-

SNR is High THEN MIMO mode is TxD”, an expert thinks that as the Channel condition number
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is high, transmit diversity scheme is preferred. In a similar way, the other rules are generated based

on human knowledge. According to the fuzzified input value, the fuzzy decision for the MIMO

mode is taken based on the Fuzzy Decision Rules. The 9 rules in the form of 3x3 matrix are listed

in Table 7.5.

Receive-SNR

Channel
Low Medium High

Condition
Low TxD SM SM

Number
Medium TxD SM SM

High TxD TxD TxD

Table 7.5: FL Decision model Rule base

7.4.3 Defuzzification

After the set of Fuzzy rules are applied to the fuzzified input, the output need to be converted to

scalar output quantity. The process of converting the fuzzy output is called defuzzification. There

are many different mathematical techniques to perform defuzzification. The Weighted-Average

method [29] is used to obtain the final output MIMO mode.

7.4.4 FL Decision Algorithm

The FL Decision Algorithm takes the user input as initial parameters for LTE-A Link level

simulations. Initial Simulation parameters and selection Choice is as shown in Table 7.6. The

basic idea for the FL Decision Algorithm is to use the MIMO mode which maximizes throughput.

The decision for appropriate MIMO mode is based on Average Channel Condition Number and

Receive-SNR. The pseudo code for FL Decision Algorithm is as shown in Algorithm 7.1.

Algorithm 7.1 FL Decision based MIMO mode Switching Algorithm
- Get User input Simulation Parameters as in Table 7.6.
while SNRRange do

- Run LTE sim batch quick test.m
- Calculate Channel Condition Number and Receive-SNR
- Fuzzification: Convert crisp input data to fuzzy values using the membership functions
- Inference: Evaluate the rules in the rule base
- Output the MIMO mode selected
- Run LTE sim batch quick test for new MIMO mode

end while
- Plot SNR v/s Throughput

The part of the MATLAB code which performs the fuzzy inference calculation is as given below.

The out of the Weighted Average Defuzzification is in the range [0,1]. So the Threshold value of
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Parameters Selection Choice

Antenna Configuration 2x2/4x2

Channel Configuration Flat
Rayleigh/PedA/PedB

VehA/VehB

Antenna Correlation Low/Medium/High

MIMO Mode Transmit Diversity/
Spatial

Multiplexing

Receiver Configuration Zero-Forcing (ZF)/
Minimum Mean

Square Error
(MMSE)/

Soft-Sphere
Decoder (SSD)

MCS Scheme 1-15

Table 7.6: Initial Selection of Simulation Parameters

0.5 is set to select the MIMO mode. The Channel Condition number and Receive SNR is given as

input to fis and the command evalfis performs the fuzzy inference calculation and gives the output,

which selects the MIMO mode to be switched based on FL Decision model designed.

fis_1=readfis(’FIS1.fis’); %read the fis model designed

in=[receive_snr;avergeconditionumber] %create an input vector for fis

out=evalfis(in,fis_1); %evaluate fis for output

if out >= 0.5

LTE_params.UE_config.mode = 3; %OLSM Config mode is selected

else

LTE_params.UE_config.mode = 2; %TxD config mode is selected

end

7.5 Simulation Parameters and Results
The designed FL Decision model for MIMO mode switching is verified with Vienna LTE-A

Link Level Simulator. Graphical User Interface (GUI) is developed in MATLAB, which enables

user to select the Initial parameters for Simulation, and observe the switching to the MIMO mode

decided by FL Decision model. The GUI also compares the Throughput (Mbps) and Time for

processing (sec). Figure. 7.11 shows a snapshot of the GUI for analysis of FL Decision model for
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MIMO mode switching.

Figure 7.11: User Interface for FL Decision model for MIMO mode switching

The input Channel condition number and the Receive SNR value from the LTE-A receiver are

given to the fis model designed for mode switching. By evaluating the fis model developed the

MIMO mode output is given to the transmitter for switching the MIMO mode to maximize the

throughput. Using the Pop-up menu list the user can select the initial parameters for simulation

such as SNR, Antenna configuration, receiver configuration and MIMO mode. After running the

simulation using the push button, the results are viewed in display text. For example, for SNR=30dB

and MIMO mode selected is Transmit Diversity it gives Throughput of 4.616 Mbps. The obtained

average channel condition number for the initial simulation parameter is 3.2751 and the Receive

SNR is 66.1558, using this input parameters the MIMO mode selected by FL Decision Model is

OLSM and the resultant throughput comes out to be 9.232, which is more as compare to initial

MIMO mode Throughput.

Result analysis is carried out for initial mode selection of TxD and OLSM for different antenna

configuration for Flat Rayleigh Correlated channel and various transmit correlation as shown in

Figure [7.12 - 7.14], respectively.

110



Chapter 7 FL Decision model for MIMO mode switching

0 10 20 30
0

5

10
 User parameters(TxD,4x2,Flat Rayleigh, Low Correlation) 

SNR (dB)

T
h
ro

u
g
h
p
u
t 
(M

b
p
s
)

 

 

0 10 20 30
0

5

10
 User parameters(TxD,4x2,Flat Rayleigh,Medium Correlation) 

SNR (dB)

T
h
ro

u
g
h
p
u
t 
(M

b
p
s
)

 

 

0 10 20 30
0

5

10
 User parameters(TxD,4x2,Flat Rayleigh,High Correlation) 

SNR (dB)

T
h
ro

u
g
h
p
u
t 
(M

b
p
s
)

 

 

User Input Parameters
FLC Based MIMO
 Mode Switching

User Input Parameters
FLC Based MIMO
 Mode Switching

User Input Parameters
FLC Based MIMO
 Switching

Figure 7.12: Comparative Analysis of FL Decision Model for Initial mode of TxD 4x2
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Figure 7.13: Comparative Analysis of FL Decision Model for Initial mode of OLSM 2x2
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Figure 7.14: Comparative Analysis of FL Decision Model for Initial mode of OLSM 4x2
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Figure 7.15: Comparative Analysis of FL Decision Model for Initial mode of TxD 4x2.
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The FL Decision model developed is also verified for its performance in different channel con-

figuration of PedA, PedB, VehA and VehB channels. The result analysis of Throughput is as shown

in Figure 7.15, it can be seen the FL Decision model is able to select the appropriate MIMO mod

to maximize the Throughput at Low SNR of 0dB and also at High SNR of 30dB scenario for all

channel configurations.

From the comparative analysis we can conclude that for Initial Antenna configuration of 2x2 or

4x2, if initial MIMO mode is TxD or OLSM, the FL Decision model is able to successfully switch to

the MIMO mode which gives maximum throughput. The decision made based on the Receive SNR

and Channel Condition number is able to optimize the throughput of LTE-A Downlink Physical

Layer.

7.6 Conclusion
The chapter discusses the FL-Decision model for MIMO mode switching for Throughput Op-

timization in LTE Downlink Physical Layer. The model takes into account the channel condition

number and the Receive-SNR. The model switches between Transmit Diversity and OLSM Trans-

mission mode of LTE Downlink Physical Layer. Based on the Fuzzy Rule base it takes decision and

switches to the appropriate MIMO mode. The rules are designed based on the relation between the

Switching point between MIMO modes and Channel Condition Number. The FL Decision Model is

able to maximize throughput for LTE Downlink Physical Layer for various Channel Configurations

and Antenna Configurations.
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Hardware Implementation of Throughput Optimization Algorithms

8.1 Embedded Architecture Implementation
The algorithm developed for Throughput Optimization of LTE-A Downlink Physical Layer are

implemented on Spectrum Digital TMS320C6713 DSK and Xilinx Atlys Spartan 6 Development

Kit. The embedded architecture implementation of these algorithms are carried out in close-loop

testing with MATLAB based LTE-A Link Level Simulator. Figure 8.1 shows the design flow for

real-time implementation of proposed algorithms for Throughput Optimization. The Mathworks

Model based design FPGA and DSP implementation and verification is discussed in Section 3.3.

Figure 8.1: Design Flow for Real-time Implementation on Target Hardware
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Throughput Optimization of LTE-A Downlink Physical layer is addressed in the research work.

Following are the proposed techniques for throughput optimization:

• ANN based MIMO channel estimation techniques are developed which maximizes Through-

put of LTE-A Downlink Physical Layer as discussed in Chapter 6.

• Fuzzy Logic Decision model is developed for MIMO mode switching to achieve maximum

throughput of LTE-A Downlink Physical Layer discussed in Chapter 7.

.8.1.1 XUP Atlys Spartan-6 Development Kit

The Xilinx University Program (XUP) Atlys Development Kit [1, 2] is based on high-capacity

Spartan-6 LX45 FPGA [3, 4], and includes the circuits and devices that enable advanced digital

system designs. The on-board high-speed DDR2 memory, HDMI ports, Gigabit Ethernet, and ad-

vanced clocking and power supply circuits makes the kit an ideal platform for research work as

shown in Figure 8.2. The Atlys Functional Block Diagram with all the peripherals and connectivity

are shown in Figure 8.3. The Atlys board includes Adept USB2 system, which offers device pro-

gramming, real time power supply monitoring, automated board tests, virtual I/O, and simplified

user data transfer facilities.

Figure 8.2: XUP Atlys Spartan-6 Development Kit
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XUP Atlys Board is one of the supported FPGA devices for FPGA-in-the-loop simulation in

MATLAB. FIL Simulation provides the capability to use Simulink models for testing designs in

real hardware for any existing HDL code. The FIL process provides synthesis, logical mapping,

Place-and-route (PAR), programming file generation and communication channel.

Figure 8.3: Functional Block Diagram of Atlys board

8.1.2 TMS320C6713 DSP Starter Kit

The TMS320C6713 DSP Starter Kit (DSK) [5] is a standalone development platform that

enables users to evaluate and develop applications for the TI’s TMS320C6713 DSP operating at

225MHz [6] as shown in Figure 8.4. The DSP on the starter kit interfaces to on board peripherals

through a 32bit wide External Memory Interface (EMIF) as shown in Figure 8.5. The SDRAM,

flash and CPLD are all connected to the bus. EMIF signals are connected to daughter card expansion

connectors which are used for third party add in boards. The kit is designed to work with TI’s CCS

IDE. Code composer communicates with the starter kit through an embedded JTAG emulator with

a USB host interface.

MATLAB’s Embedded coder toolbox provides Processor-in-the-loop simulation for developed

algorithm simulation, testing and validation. DSK C6713 is one of the many Target device which

supports PIL Simulation for close loop simulation. The C code generated from the Simulink model
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Figure 8.4: TMS320C6713 DSP Starter Kit

runs on actual target and in close loop simulation with MATLAB.

Figure 8.5: Functional Block Diagram of DSK 6713

8.1.3 Implementation of FL Decision model for MIMO mode switching

FL Decision model is designed using Fuzzy Logic Toolbox for MIMO mode switching in LTE-

A Downlink Physical Layer. The FL Decision Model consists of two inputs Average Condition

Number and Receive SNR and one output is MIMO mode selected. The FL Decision model is

converted to Fixed-point model to validate its performance on FPGA and DSP. GUI is designed

to ease the throughput analysis of Physical Layer and to perform the real-time implementation on

Target Hardware.
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8.1.3.1 Implementation on Atlys Spartan 6 Development kit

The FL Decision model is developed for MIMO mode switching to maximize throughput of

LTE-A Downlink Physical Layer. The design and simulation results of the Fuzzy Decision model

is presented in Chapter 7. The Decision model is verified with the real-time implementation and

real-time testing on Atlys Spartan 6 Development kit. Figure 8.6. shows the MATLAB Simulink

models for verification on target device.

Figure 8.6: Simulink Models for FL Decision model for HDL Co-simulation and FIL Simulation

The steps for Hardware Implementation of Fuzzy Decision model in Atlys Spartan 6 Develop-

ment kit is as below:

1). The simulation model FLC is designed using Fuzzy Logic Toolbox and is verified in close-
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loop with LTE-A Link Level Simulator. The input membership functions of Channel Condition

Number and Receive SNR and Fuzzy Rule base is as given in Section 7.4.

2). The SIMULINK model is converted to Fixed-point model (to implement on FPGA), using

Fixed-Point Toolbox.

3). HDL code is developed for the designed Fixed-Point model of Fuzzy Decision model using

HDL Workflow Advisor. Using HDL Workflow Advisor we can set the Target Device, prepare the

model for HDL Code Generation and HDL code is generated for the Target device specified. FPGA

Synthesis and Analysis in Xilinx ISE Design Suite is carried out and the programming file generated

is downloaded to the Target.

4). Once the HDL Code is generated, the code is verified with ModelSimXE III 6.2c Simulator

using EDA Simulator Link. Figure 8.7 shows the result of ModelSim Simulator, which is same as

we got using Fixed-Point model.

Figure 8.7: ModelSim Simulator Results

5). After verification of the HDL code using ModelSim Simulator, the code is downloaded to

the target and the results is verified. FIL simulation mode is used for close-loop simulation with

LTE-A Link Level Simulator.

8.1.3.2 Implementation on TMS320C6713 DSP Starter Kit

The MATLAB Simulink Fuzzy Logic Decision model is implemented and real-time testing is

done on C6713 DSP Starter kit. The standalone C code of the Simulink model is generated using the

Simulink Coder. The generated code for the Target Device C6713 is used for real-time applications,

including simulation, rapid prototyping and hardware-in-the-loop testing.
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Figure 8.8: Simulink Model for FL Decision model for SIL and PIL Simulation

Using the Simuink Coder the Simulink model is build for C code generation for the Target

device specified. Once the code is generated, the SIL simulation is carried out using CCS IDE. The

C code is verified with software simulator and then downloaded to the target for in-loop testing.

Using PIL Simulation mode, the PIL block is generated and the code is verified with in-loop testing

with LTE-A Link Level Simulator. Figure 8.8 shows the MATLAB Simulink blocks for FLC, SIL

model and PIL model for Texas Instruments CCS IDE. The snapshot of the CCS IDE is as shown

in Figure 8.9.
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Figure 8.9: Code Composer Studio IDE Window

8.1.3.3 Implementation Results

GUI is developed to ease the Throughput Analysis for FL Decision Model for MIMO mode

Switching in LTE-A Downlink Physical Layer. The User Manual and steps for setup for real-time

implementation using the GUI is given in Appendix A. The user can select the Initial Simulation

parameters using the Pop-up menu editor for Average SNR, Antenna Configuration, Receiver Con-

figuration, Channel Configuration, Transmit Correlation and MIMO mode. The average condition

number, Receive SNR and MIMO mode selected using FL Decision model is displayed in GUI.

Simulation results for different Initial Simulation Parameters, with FL Decision Model for

MIMO mode switching is implementation on DSP and on FPGA. Figure 8.10-8.15 shows the results

of throughput for various six different Case scenarios to test the performance of FL Decision model

with different antenna configurations, transmission modes and channel configuration.
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Figure 8.10: Throughput Analysis of Case 1 Scenario

Figure 8.11: Throughput Analysis of Case 2 Scenario

124



Chapter 8 Hardware Implementation of Throughput Optimization Algorithms

Figure 8.12: Throughput Analysis of Case 3 Scenario

Figure 8.13: Throughput Analysis of Case 4 Scenario
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Figure 8.14: Throughput Analysis of Case 5 Scenario

Figure 8.15: Throughput Analysis of Case 6 Scenario
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Initial Simulation Initial Throughput FL Decision Model FPGA DSP
Parameters (Mbps) Throughput Throughput Throughput
Scenarios (Mbps) (Mbps) (Mbps)

Case 1: 0dB,2x2, Low 1.0414 1.2784 1.1487 1.0255
Correlation, TxD

Case 2: 0dB,2x2, Low 0.7504 1.0144 1.0144 1.0144
Correlation, OLSM

Case 3: 30dB,4x2, Medium 4.616 9.232 9.4582 9.7615
Correlation, TxD

Case 4: 30dB,2x2, Low 9.76 9.76 9.76 9.76
Correlation, OLSM

Case 5: 0dB,4x2, Medium 0.6368 0.6365 0.6395 0.6496
Correlation, TxD

Case 6: 20dB,2x2, Low 4.616 7.5136 7.5136 7.5136
Correlation, TxD

Table 8.1: Summary of throughput results for various case scenarios for FL Decision model

Table 8.1 shows the summary of throughput results for various case scenarios to test the through-

put performance of LTE-A Downlink Physical Layer with FL Decision model and its implementa-

tion.

8.1.4 Implementation of ANN based MIMO Channel Estimation

The ANN based MIMO Channel Estimation Algorithm developed is discussed in detail in Chap-

ter 6. GRNN based MIMO Channel estimation algorithm is implemented and verified in close-loop

with LTE-A Link Level Simulator for Throughput Analysis.

Figure 8.16: ANN based MIMO Channel Estimation Simulink Model

Out of different ANN based MIMO Channel Estimation Techniques, GRNN is implemented

as the time taken for the technique is minimum as compared to others and also it gives better per-
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formance in terms of throughput as compared to other channel estimation techniques. The input

to Neural Network is 12x4 matrix Received reference symbol and output channel estimated is also

12x4 channel matrix. After reshape the input data is 48x1. The ANN cannot support complex data

as input and training data, hence two neural networks are designed one for real part and other for

imaginary part. The MATLAB Simulink model for ANN is as shown in Figure 8.16.

If we convert the model to Fixed-point model and consider sfixed data of 16 bits (8 fraction bits),

the input should be equal to 48x1 data. So if we assign 16 pins for each data, we need 16x48 = 768

pins for input and 768 pins for output. Hence, real-time verification of channel estimation algorithm

on FPGA is not practically feasible due to limitation of IOB’s on Atlys Spartan 6 Development kit.

8.1.4.1 Implementation on TMS320C6713 DSP Starter Kit

The GRNN based MIMO channel estimation technique is implemented on TMS320C6713

DSK. The real-time verification is done with LTE-A Link Level Simulator. MATLAB Simulink

model of GRNN based Channel Estimation developed is implemented on C6713 DSK.

Similar procedure as discussed in Section 8.1.3.2 for implementation on TMS320C6713 DSK is

followed. Software simulation is verified using Code Composer Studio 3.3 and the code is download

to the Target device TMS320C6713 and verified in close loop with LTE-A Link Level Simulator.

GUI is developed for Throughput Analysis of ANN Based MIMO Channel Estimation in LTE-A

Downlink Physical Layer is developed. Throughput for Perfect, LS, GRNN and DSP based channel

estimation can be analyzed in GUI.

8.1.4.2 Implementation Results

GUI is developed for to ease the Throughput Analysis for ANN based MIMO Channel Esti-

mation in LTE-A Downlink Physical Layer. The User Manual and steps for setup for real-time

implementation using the GUI is given in Appendix A. The user can select the Initial Simulation

parameters using the Pop-up menu editor for Average SNR, Antenna Configuration, Receiver Con-

figuration, Channel Configuration , Channel Estimation Technique and MIMO mode. After running

simulation the average condition number, Receive SNR and MIMO mode selected using FL Deci-

sion model is displayed in GUI. The comparative analysis for throughput and Elapsed time can be

observed. GUI also consists of options for Simulations of GRNN based MIMO channel estimation

on TMS320C6713 DSK for throughput analysis.

Simulation results for different Case Scenarios with FL Decision Model for MIMO mode switch-

ing implementation on DSP is as shown in Figure 8.17-8.22.
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Figure 8.17: Throughput Analysis of GRNN Case 1

Figure 8.18: Throughput Analysis of GRNN Case 2
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Figure 8.19: Throughput Analysis of GRNN Case 3

Figure 8.20: Throughput Analysis of GRNN Case 4
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Figure 8.21: Throughput Analysis of GRNN Case 5

Figure 8.22: Throughput Analysis of GRNN Case 6

131



Chapter 8 Hardware Implementation of Throughput Optimization Algorithms

Table 8.2 shows the summary of throughput results for different simulation parameters and

channel estimation techniques and DSP implementation of GRNN based channel estimation.

Simulation Perfect channel LS GRNN DSP
parameters (Mbps) (Mbps) (Mbps) (Mbps)

Case Scenarios
Case 1: 10 dB, 2x2 TxD, 2.594 1.441 1.407 1.245

Flat Rayleigh
Case 2: 20 dB, 2x2 CLSM, 6.765 3.526 4.445 4.365

Flat Rayleigh
Case 3: 20 dB, 2x2 TxD, 4.773 4.652 4.76 4.6856

Veh A
Case 4: 20 dB, 2x2 OLSM, 6.524 3.178 4.059 4.065

Veh A
Case 5: 20 dB, 2x2 TxD 4.074 2.015 2.139 2.1568

Ped A
Case 6:20 dB, 2x2 OLSM 7.133 3.846 4.487 4.3595

Ped A

Table 8.2: Summary of throughput results for case scenarios for ANN Channel estimation

8.2 Concluding Remarks
This chapter presents the real-time verification of the developed throughput optimization algo-

rithms on Atlys Spartan 6 Development kit and TMS320C6713 DSK. The GRNN based MIMO

channel estimation and FL Decision model for MIMO mode switching in LTE-A Downlink Phys-

ical layer are implemented on real-time hardware for performance analysis. FL Decision model is

implemented on FPGA and DSP and is found to give satisfactory results when compared to MAT-

LAB Simulation result. GRNN MIMO channel estimation is implemented on DSP and gives similar

performance to MATLAB Simulation results. Throughput analysis of the algorithms are carried out

in close-loop testing with LTE-A Link Level Simulator.
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Conclusion and Further developments

9.1 Research Contributions
The contributions of the research work are listed below:

• MIMO Wireless System is the mandatory technology for achieving high channel capacity

demands to satisfy the needs of next generation wireless technologies. The theoretical Chan-

nel Capacity Analysis for MIMO System is carried out and comparative analysis with SISO,

SIMO and MIMO is analyzed. GUI is developed to ease the channel capacity and perfor-

mance analysis of MIMO Transmission Techniques.

• LTE-A is a pioneer technology to achieve the IMT-Advanced requirements. The MIMO

Transmission modes in LTE-A technology are studied in detail. The comparative analy-

sis between Transmit Diversity and Spatial Multiplexing modes is carried out in terms of

Throughput and BLER. The Diversity-Multiplexing tradeoff for LTE-A Downlink Physical

Layer is analyzed.

• MIMO Channel estimation affects the Throughput of LTE-A Downlink Physical layer. To

increase the throughput performance ANN based MIMO Channel estimation techniques are

designed and simulations are carried out. The GRNN based MIMO Channel Estimation tech-

nique is implemented on TMS320C6713 DSK for throughput analysis.

• Fuzzy Logic Decision model for MIMO mode switching in LTE-A Downlink Physical layer is

designed. Throughput can be maximized by selecting the appropriate MIMO mode based on

Channel Condition Number and Receive SNR. The FL Decision model developed is imple-

mented on Atlys Spartan-6 Development Kit and TMS320C6713 DSK for throughput analy-

sis.

These contributions are discussed in more detail hereafter.

9.1.1 Channel Capacity Analysis and Conceptual Design of MIMO Wireless System

Theoretical aspects of MIMO Channel capacity is analyzed using MATLAB simulations. The

Channel Capacity v/s SNR analysis of i.i.d Rayleigh flat-fading MIMO channel with full CSI at the

transmitter and receiver is carried out. From the channel capacity plots we can conclude that, as we

increases the number of transmit or receive antennas the channel capacity increases linearly with
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minimum number of transmit or receive antennas. For MIMO system Diversity-Multiplexing trade-

off is studied. From DMT plots we can conclude that as the diversity gain increases by increasing

the number of transmit antennas, the spatial multiplexing gain remains same and vice versa. But

both Diversity and Spatial Multiplexing gain cannot not be simultaneously achieved.

The System Design methodology for design and implementation of MIMO Wireless system

from initial specifications to wireless platform development is presented in thesis. The Rapid pro-

totyping of MIMO algorithms for real-time testing in conjunction with MATLAB on FPGA and

DSP target hardware is carried out. The Mathworks design flow for FPGA and DSP prototyping is

described in detail with list of supporting tools available in MATLAB.

9.1.2 Performance Analysis of LTE-A Downlink Physical Layer

The LTE-A Downlink Physical layer is studied in detail. Vienna LTE-A Link Layer Simulator

is used for performance analysis of MIMO modes in LTE-A. Throughput and BLER analysis of

Transmit Diversity, OLSM and CLSM MIMO modes is carried out. Diversity and Spatial Multi-

plexing tradeoff is concluded from LTE-A Downlink Physical layer simulations. Spatial multiplex-

ing gives higher throughput as compare to Transmit Diversity Scheme but low BLER. Hence either

high throughput can be achieved or low error rates can be obtained. Throughput is analyzed for

LTE-A Downlink Physical Layer for different antenna configurations as shown in Figure 9.1. As

we increase the number of antennas at transmitter and/or receiver the throughput increases.
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Figure 9.1: Throughput for different antenna configuration in LTE-A Downlink Physical Layer
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9.1.3 Throughput Optimization of LTE-A Downlink Physical Layer

9.1.3.1 ANN based Channel Estimation Technique

MIMO Channel Estimation being the vital part for detecting the received data at receiver, is

studied in detail. The imperfect CSI at receiver affects the Throughput of LTE-A Downlink Physical

Layer. Various ANN based MIMO Channel estimation techniques are designed and simulation are

carried out in this work. ANN based channel estimation methods developed for channel estimation

are based of ANN Architectures: FNN, GRNN, RBFN and LRN. The throughput analysis shows

that the proposed techniques gives better throughput performance of the system as compared to

traditional LS Channel estimator. The ANN is further trained by GA to optimize the ANN weights to

enhance the throughput of physical layer. By using ANN-GA based Channel Estimation technique

the throughput can be maximized as compared to traditional LS Channel estimation method.
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Figure 9.2: Comparison of Throughput for GRNN channel estimation and implementation

The proposed GRNN based MIMO Channel Estimation technique is implemented on TMS320C6713

DSK. Processor-in-loop simulations are carried out for verification of the developed channel esti-

mation technique with LTE-A Link Level Simulator. The hardware implementation of GRNN based

channel estimation gives approximately similar results in terms of throughput as of MATLAB Sim-

ulations as shown in Figure 9.2 for different Case scenarios.

9.1.3.2 FL Decision model for MIMO mode switching

FL Decision model for MIMO mode switching for Throughput Optimization in LTE-A Down-

link Physical Layer is proposed in the research work. The model takes into account the channel

condition number and the Receive-SNR and switches between Transmit Diversity or OLSM Trans-
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mission mode of LTE-A Downlink Physical Layer. Based on the Fuzzy Rule base it takes decision

and switches to the appropriate MIMO mode. The rules are designed based on the relation between

the Switching point between MIMO modes and Channel Condition Number. The FL Decision

Model is able to maximize throughput for LTE Downlink Physical Layer for various Channel Con-

figurations and Antenna Configurations. Simulation results shows that the FL Decision model is

successfully able to select appropriate MIMO mode to maximize throughput of LTE-A Physical

Layer.
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Figure 9.3: Comparison of throughput for FL Decision model and hardware implemntation

The proposed FL Decision model is implemented on TMS320C6713 DSK. PIL simulations are

carried out for verification of the developed FL based MIMO mode decision model. The proposed

FL Decision model is also implemented on Atlys Spartan-6 Development Kit. FIL simulations are

carried out for verification of the developed FL based MIMO mode decision model. The hardware

implementation of FL Decision model gives approximately similar results in terms of throughput as

of MATLAB Simulations as shown in Figure 9.3 for different Case scenarios.

9.1.3.3 GUI developed for performance analysis of MIMO Wireless System

MATLAB based user friendly GUI is developed for “Design and Implementation of Embedded

Architecture Using Soft-Computing Techniques for Parametric Optimization of MIMO Wireless

System”. Analysis of MIMO Channel Capacity, MIMO Techniques and proposed throughput op-

timization techniques are simulated and real-time implementation is carried out. The operating

procedure of the GUI is described in User Manual in Appendix A. The hardware implementation

of the proposed techniques for throughput optimization is verified using PIL and FIL Simulation
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through developed GUI as shown in Figure 9.4.

Figure 9.4: GUI for analysis of MIMO Communication System

9.2 Further Developments
Future work will explore some of the research directions as listed below:

• The capacity analysis for Flat Rayleigh fading channel with imperfect CSI at the transmitter

and/ receiver can be carried out to gain better insight of the concepts.

• ANN based channel estimation technique developed is for 2x2 MIMO System. The same

concept can be further verified with 4x4 or 8x8 MIMO Systems for performance analysis.

The DSP and FPGA implementation challenges of the same can be explored.

• Further optimization of the developed ANN architectures for MIMO Channel Estimation can

be done. The ANN parameters like connection weights and biases, number of nodes in hidden

layer can be further optimized using Optimization algorithms such as GA or Particle Swarm

Optimization Algorithm.

• The membership functions and fuzzy rules of the FL decision model can be tuned using

Adaptive Neuro-Fuzzy Inference System (ANFIS), which allows FL model to learn the train-

ing data.

• The online-training ANFIS model can be implemented on FPGA and DSP for hardware pro-

totyping.
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Appendix A: User manual for GUI of Embedded Architecture Using

Soft-Computing Techniques for Parametric Optimization of MIMO

Wireless System

GUI is developed for “Design and Implementation of Embedded Architecture Using Soft-Computing

Techniques for Parametric Optimization of MIMO Wireless System”. GUI is user friendly environ-

ment using which the MIMO Capacity analysis and throughput analysis of proposed algorithms in

the research work is carried out. Also, the real-time implementation on Atlys Spartan 6 Develop-

ment kit and TMS320C6713 DSK is carried out. Following is the operating procedure for GUI with

description.

Operating Procedure of GUI
1) Open the GUI by writing “Softcomputing for MIMO Systems” in MATLAB Command

window. Figure A. 1 shows the GUI for “Design and Implementation of Embedded Architecture

Using Soft-Computing Techniques for Parametric Optimization of MIMO Wireless System”.

Figure A. 1: GUI for Design and Implementation of Embedded Architecture Using Soft-Computing
Techniques for Parametric Optimization of MIMO Wireless System
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The menu bar gives the options to view documents (synopsis, thesis and user manual) and

to open other GUI for performance analysis of MIMO Wireless Simulator, ANN based Channel

Estimation and FL Decision model for MIMO mode switching.

2) MIMO Wireless Simulator is a user friendly GUI based simulator for Capacity and perfor-

mance analysis of MIMO Wireless System as shown in Figure A. 2. Two MIMO transmission

techniques: Spatial Multiplexing and Diversity Techniques can be analyzed using the simulator.

Figure A. 2: GUI for MIMO Wireless Simulator

As shown in Figure A. 3 MIMO-WS is able to carry out the Capacity Analysis for various

antenna configurations, performance analysis for Spatial Multiplexing- V-BLAST technique for

different receivers. It can also do the analysis of various spatial diversity techniques like MRC,

Alamouti, OSTBC and STTC. From the selection of techniques from menu editor, another GUI

window pop ups, and the user can vary parameters like Antenna Configuration (2X2, 4X4 or 8X8)

and Type of Modulation ( BPSK, QPSK, 8-PSK, 16-PSK) as shown in Figure A. 4. When the user

pushes the push button labeled with “PLOT”, the BER v/S SNR plot is displayed. For comparative

analysis the user can “HOLD FIGURE” and select other configurations and can “PLOT” the graph

for further analysis. The “CLEAR FIGURE” push button will clear the axes for other plots.
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Figure A. 3: Features of MIMO Wireless Simulator

Figure A. 4: MIMO WS GUIs for performance analysis
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The GUI for STTC Code Design and performance analysis is as shown in Figure A. 5. The

STTC GUI gives option to select the Code design or performance analysis through radio buttons.

Figure A. 5: STTC performance analysis GUI

3) From the menu bar FL Decision model for MIMO mode, it opens the GUI for “Throughput

Analysis for Fuzzy Logic Decision model for MIMO mode switching in LTE-A Downlink Physical

Layer” as shown in Figure A. 6. The GUI allows user to set initial simulation parameters using the

pop-up menus. “RUN in MATLAB” push buttons starts the simulation and displays the throughput

and elapsed time for User parameters.

Figure A. 6: GUI for FL decision model for MIMO mode switching

For real-time implementation on Atlys board, connect the USB cable, power supply and Gigabit
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Ethernet cable to the kit. Then open the Simulink model “fuzzy switching modified fixedpoint

new”. Then double click the FIL model, from the Function Block parameters, Load the program to

the XUP Atlys board as shown in Figure A. 7. The implementation is done using the push button

“RUN on FPGA”.

Figure A. 7: Programming XUP Atlys board through MATLAB FIL model

For real-time implementation on TMS320C6713 DSK, connect the USB cable and power supply

to the kit. Then open the Simulink model “fuzzy switching fixedpont pil”. Set the Configuration

parameters as shown in Figure A. 8.

Figure A. 8: Programming C6713DSP through MATLAB PIL model
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Then right click the FLC model, and Build Subsystem. The Connectivity Configuration to CCS

is generated and is automatically connected to CCS and the PIL block is created. Connect the PIL

model in the Simulink file and the output To Workspace. The implementation is done using the push

button “RUN on DSP”. The results are viewed in GUI.

4) From the menu bar ANN based Channel Estimations, it opens the GUI for “Throughput

Analysis for ANN based MIMO channel estimation in LTE-A Downlink Physical Layer” as shown

in Figure A. 9.

Figure A. 9: GUI for Throughput Analysis for ANN based MIMO channel estimation

For real-time implementation on TMS320C6713 DSK, connect the USB cable and power supply

to the kit. Then open the Simulink model “grnn channelest pil”. Follow the similar procedure as

in Step 3 for implementation on DSP. The implementation is done using the push button “RUN on

DSP”. The results are viewed in GUI.
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Appendix B: Development Tools and Software programs

This appendix gives list of Software development tools and Hardware development tools used for

implementation of proposed techniques on FPGA and DSP.

Software Development Description
Tools

MATLAB 7.12.0.635 It is an interactive environment for algorithm development,
(R2011a) data visualization, data analysis, and rapid prototyping.

LTE-A Link Level It simulates test scenarios for analysis of
Simulator LTE-A v1.0 r100 LTE-A Downlink Physical Layer

Xilinx ISE Design It is a tool for HDL code design, synthesis
Suite 14.6 and analysis for FPGA Development.

ModelSim PE Student It is HDL Simulator to simulate, verify and
Edition 10.2c debug the HDL Code developed

CCStudio v3.3 It comprises of compilers for TI TMS320C6713
6713 DSK CCStudio and tools for development and debugging

SiLabs IDE It consists of Keil C compiler to develop
v4.2 C code for Wireless Control of FTE Robot .

Eclipse IDE Release 3.7.0 It is used to develop C code for Wireless module.
Pololu Wixel To program Wireless module

Configuration Utility with Wireless Serial Application.

Table B. 1: Software Development Tools with Description

Hardware tools Description
XUP Atlys Spartan-6 For real-time implementation of throughput

Developemnt Kit optimization techniques on Spartan-6 FPGA.
Spectrum Digital For real-time implementation of throughput

TMS320C6713 DSK optimization techniques on TMS320C6713 DSP.
SiLabs Microcontroller It is used to develop and debug the C .

Development kit code developed for FTE Robot
FTE Robot Mobile Robot with various features

Pololu Wireless To implement Wireless Control of
Wixel Modules FTE Robot.

Table B. 2: Hardware Development Tools with Description
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Table B.3 gives the Fuzzy Inference files developed for FL Decision model for MIMO mode

switching in LTE-A Downlink Physical Layer.

FIS Files Description
FIS decision.fis FL Decision model for MIMO mode Switching

Table B. 3: FIS Files

Table B.4 lists the MATLAB files developed for simulation of the proposed techniques.

MATLAB Files Description
Softcomputing for MIMO Systems To open the main GUI for developed

Soft-Computing Techniques
MIMO WS To open GUI MIMO Wireless Simulator

and simulation of performance analysis
LTE sim test allmodes To compare throughput of MIMO

configuration in LTE-A Downlink Physical layer
LTE sim test ann simulink To simulate and test the performance of ANN

based MIMO channel Estimation techniques developed .
LTE sim test flmodel To simulate and test the performance of

FL Decision model for MIMO mode switching
LTE channel estimator ann To simulate and test the performance of

MIMO Channel estimation based on ANN architectures
ANN MIMO Channel Estimation Simulation and Implementation FL Decision

model for MIMO mode switching
FL based MIMO switching Simulation and Implementation of GRNN

based MIMO Channel Estimation Technique

Table B. 4: MATLAB files with Description

Table B.5 lists the Simulink models developed for ANN based MIMO channel estimation and

FL Decision model for MIMO mode switching.

Simulink Model Files Description
fuzzy switching fixedpont fil new.mdl For FIL simulation of FL

Decision model
fuzzy switching fixedpont pil.mdl For PIL Simulation on DSP of

FL Decision model
grnn channelest pil PIL Simulation on DSP of GRNN

based MIMO Channel estimation

Table B. 5: MATLAB Simulink model files
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Figure B.6 lists the user friendly GUI developed for performance analysis of MIMO Wireless

Systems.

GUI Files GUI Description
Softcomputing for MIMO Systems.fig Design and Implementation of Embedded

Architecture Using Soft-Computing Techniques
for Parametric Optimization of MIMO
Wireless System

MIMO WS.fig MIMO Wireless Simulator
Capacity analysis.fig Capacity Analysis of MIMO Wireless Systems
sttc performance.fig Performance analysis of STTC code

design and BER
vblast receiver compare.fig Performance analysis of VBLAST

Receiver techniques
diversity compare figure.fig Performance analysis of Diversity

Techniques for MIMO Wireless
ANN MIMO Channel Estimation.fig Throughput Analysis for ANN based

MIMO Channel Estimation
FL based MIMO switching.fig Throughput Analysis for FL based

MIMO mode switching

Table B. 6: GUI Figure files
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Appendix C: Photo Gallery

The FTE Robot with wireless module is shown in Figure B. 1. The setup for Wireless Control of

FTE Robot through remote computer is shown in Figure B. 2.

Figure B. 1: FTE Robot with Wireless module: 1)FTE Robot, 2)Connecting wires between Robot
and Wireless Module and 3)Wireless Module.

Figure B. 2: Wireless Control of FTE Robot setup: 1)Remote Computer, 2) FTE Robot with wireless
module, 3) Transmitter Wireless Module, 4) JTAG Adapter Connector
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The real-time implementation and testing of proposed algorithm for throughput optimization of

LTE-A Downlink Physical Layer are done on TMS320C6713 DSK. The DSK is shown in Figure

B. 3. Figure B. 4 shows the setup for real-time testing of algorithms in close-loop with MATLAB

based LTE-A Link Level Simulator. Intel Core2Duo CPU 2.20GHz, 2.96 GB of RAM has installed

MATLAB based LTE-A Link Level Simulator, CCS IDE and related toolbox useful for verification

of algorithms.

Figure B. 3: DSP Starter Kit: 1)TMS320C6713 DSP, 2)JTAG Emulation, 3)Power Jack, 4)USB
Port, 5)Memory Expansion and 6)AIC23 Codec with peripherals

Figure B. 4: DSP Setup: 1)CPU Core2Duo with Software tools installed, 2)TMS320C6713 DSK,
3)Power Cable and 4)USB Cable
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The real-time implementation and testing of proposed algorithm for throughput optimization of

LTE-A Downlink Physical Layer are done on XUP Atlys Spartan-6 Development kit. The Atlys

board is shown in Figure B. 5. Figure B. 6 shows the setup for real-time testing of algorithms in

close-loop with MATLAB based LTE-A Link Level Simulator. Intel Core2Duo CPU 2.20GHz, 2.96

GB of RAM has installed MATLAB based LTE-A Link Level Simulator, Xilinx ISE Design Suite

and related toolbox useful for verification of algorithms.

Figure B. 5: XUP Atlys Board: 1)Spartan-6 LX 45, 2)Adept USB Port, 3)Power Jack, 4)Ethernet
connector, 5)VHDC connector and 6)LEDs, Slide Switches and Push buttons

Figure B. 6: FPGA Setup: 1)CPU Core2Duo with Software tools installed, 2)USB cable, 3)Power
cable, 4)Atlys board, 5)Gigabit Ethernet crossover cable
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Appendix D: Research Publications

• Journal Publications

• Pooja S. Suratia and Satish K. Shah, “Conceptual Design of MIMO Wireless Communica-

tion System” , International Journal of Advanced Research in Computer and Communication

Engineering [IJARCCE], Vol. 1, Issue 5, July 2012, ISSN : 2278 1021.

• Pooja S. Suratia and Satish K. Shah,“Performance Analysis of Open and Closed Loop Spatial

Multiplexing in LTE Downlink Physical Layer”, Proceedings of IEEE International Confer-

ence on Communications, Network and Satellite (ComNetSat), Indonesia, pp. 60-63, July

2012.DOI: 10.1109/ComNetSat.2012.6380777

• Satish K. Shah, Pooja S. Suratia and Nirmalkumar S. Reshamwala,“Comparative Perfor-

mance Analysis of ANN Based MIMO Channel Estimation for downlink LTE-Advance Sys-

tem employing Genetic Algorithm”, The International Journal of Soft Computing and Soft-

ware Engineering [JSCSE], Vol. 3, No. 3, Special Issue: The Proceeding of International

Conference on Soft Computing and Software Engineering 2013 [SCSE13], San Francisco,

CA, U.S.A., March 1-2, 2013. DOI: 10.7321/jscse.v3.n3.111

• Nirmalkumar S. Reshamwala, Pooja S. Suratia, Satish K. Shah,“Study of ANN Configuration

on Performance of Smart MIMO Channel Estimation for Downlink LTE-Advanced System”,

International Journal of Computer Network and Information Security [IJCNIS], Vol. 5, No.

11, September 2013. DOI: 10.5815/ijcnis.2013.11.04

• International Conferences

• Pooja S. Suratia and Satish K. Shah,“Performance Analysis of Open and Closed Loop Spatial

Multiplexing in LTE Downlink Physical Layer”, IEEE International Conference on Com-

munications, Network and Satellite (ComNetSat), Indonesia, pp. 60-63, July 2012.DOI:

10.1109/ComNetSat.2012.6380777

• Satish K. Shah, Pooja S. Suratia and Nirmalkumar S. Reshamwala,“Comparative Perfor-

mance Analysis of ANN Based MIMO Channel Estimation for downlink LTE-Advance Sys-

tem employing Genetic Algorithm”, International Conference on Soft Computing and Soft-

ware Engineering 2013 [SCSE13], San Francisco, CA, U.S.A., March 1-2, 2013. DOI:

10.7321/jscse.v3.n3.111
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• National Presentations and Technical Awards

• Pooja Suratia,“GUI Based MIMO-WS (Multi-Input Multi-Output Wireless Simulator) for Ca-

pacity and Performance Analysis”, State Level Paper Contest- Control, Microcomputer, Elec-

tronics and Communication (CMEC), organized jointly by IETE and Electrical Engineering

Department, Faculty of Technology and Engineering, The Maharaja Sayajirao University of

Baroda, February 2011. The paper received Second Prize.

• Pooja Suratia,“Design and Implementation of Wireless Control of FTE Embedded Robot”,

State Level Paper Contest- IT Security with 4G communication (ITS4GC), organized jointly

by IETE-Vadodara and The Institution of Engineers IE(I)-Vadodara, April 2012. The paper

received First Prize.

• Pooja Suratia,“Performance Analysis of ANN Based MIMO Channel Estimation for down-

link LTE-Advanced System”, National Level Paper Contest- Soft Computing for Processing,

Security Networking and Communication (SCPSNC), organized jointly by IETE and Electri-

cal Engineering Department, Faculty of Technology and Engineering, The Maharaja Sayaji-

rao University of Baroda, January 2013. The paper received First Prize.

• Pooja Suratia,“Throughput Optimization of LTE Downlink Physical Layer employing Fuzzy-

Decision model for MIMO mode switching”, National level Paper Contest- Target Technolo-

gies in Computing, Automation and Communication (TTAC), organized jointly by IETE-

Vadodara and The Institution of Engineers IE(I)-Vadodara, March 2014.The paper received

First Prize.

• Sponsored Grant

The project is approved by Department of Science and Technology under Women Scientist

Scheme (WOS-A) for three years and has received total amount of Rupees 19,95,000/- for the

implementation of the project at Electrical Engineering Department, Faculty of Technology

and Engineering, The Maharaja Sayajirao University of Baroda, Vadodara.
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Appendix E: Training Programs attended based on Research Work

• ISTE approved Short Term Training Programme on “MIMO Wireless Communication Sys-

tems”, 26th to 31st December 2011 conducted by Department of Electronics and Communi-

cation Engineering, Institute of Technology, Nirma University, Ahmedabad.

• Workshop on “Power Line Communication and IT Enabled Energy Metering”, 15th to 19th

May 2012, organized by Electrical Engineering Department, The Maharaja Sayajirao Univer-

sity of Baroda in Technical Association with IETE-Vadodara Center.
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