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 ABSTRACT  
 
 

Multiple-Input Multiple-Output (MIMO) systems play a vital role in fourth 

generation (4G) wireless systems by exploiting spatial diversity, higher data rate, 

greater coverage and improved link robustness without increasing total transmission 

power or bandwidth. Channel State Information (CSI) provides key information for 

the operation of MIMO wireless communication systems and hence need to be 

estimated accurately for efficient data detection at receiver. Therefore accurate and 

robust estimation of wireless channel is of crucial importance for coherent 

demodulation in MIMO system. 

MIMO channel estimation methods can be classified into three classes: 

training based, blind and semi-blind. Semi-blind channel estimation as a combination 

of training based method and pure blind method is considered to be a feasible solution 

of channel estimation for good performance with low complexity. 

This thesis work aims to explore and design novel matrix decomposition based 

semi-blind channel estimation techniques with data detection for reduced complexity 

and near optimal performance. Matrix decomposition based channel estimation 

techniques avoid explicit matrix inversions and convert full rank channel matrix in to 

simpler form for low complexity and they show near optimal performance by 

achieving a performance nearer to known Channel State Information (CSI) at the 

receiver. Conventional LS, MMSE and MAP based training channel estimation 

techniques have been studied and compared with SVD-OPML (Whitening Rotation) 

and SVD-ROML based semi-blind channel estimation techniques. Initially five novel 

semi-blind channel estimation techniques (proposed techniques) have been designed 

with their mathematical models and implemented using MATLAB .Computer 

simulations have been carried out for M×N MIMO channel using flat fading Rayleigh 

and Rician models (where M=2 transmitters and N=2,4,6,8 receivers) using source 
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symbols derived from m-PSK (m = 2,4,8) modulation schemes with  orthogonal pilot 

symbols. Performance evaluations in terms of BER analysis of proposed semi-blind 

channel estimation techniques compared with above mentioned conventional 

techniques have been taken to verify the utility of the thesis work. 
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CHAPTER 1 
 

INTRODUCTION 
 
 
1.1 INTRODUCTION 

 

Wireless communications have expanded enormously over the last decade. 

The expectation is that the growth will continue. Future wireless communication 

systems are expected to support high-speed and high-quality multimedia services. To 

increase the quality and capacity of wireless communications by means of higher data 

throughput and simultaneous increase in range and reliability, Multiple-Input 

Multiple-Output (MIMO) systems have been proposed to exploit signals from 

multiple antennas at both the transmitter and receiver [1]-[4]. Even as a relatively new 

technique, MIMO has already been employed by the third generation (3G) wireless 

standards in the form of space-time coding, and it is regarded as an essential 

component of the fourth generation (4G) and other future systems. Current industry 

trends suggest that large-scale deployment of MIMO wireless systems will initially be 

seen in WLANs and in wireless metropolitan area networks (WMANs). 

Corresponding standards currently under definition include the IEEE 802.11n WLAN 

and IEEE 802.16 WMAN standards. 

MIMO systems have been recently under active consideration because of their 

potential for achieving higher data rate and providing more reliable reception 

performance compared with traditional single-antenna systems for wireless 

communications. A space-time (ST) code is a bandwidth-efficient method that can 

improve the reliability of data transmission in MIMO systems [2], [5]. It encodes a 

data stream across different transmit antennas and time slots, so that multiple 

redundant copies of the data stream can be transmitted through independent fading 

channels and by doing so more reliable detection can be obtained at the receiver. A 

MIMO system takes advantage of the spatial diversity that is obtained by spatially 

separated antennas in a dense multipath scattering environment. Further that may be 

implemented in a number of different ways to obtain either a diversity gain to combat 
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signal fading or to obtain a capacity gain. To maximize spatial diversity, the same 

information can be transmitted from multiple transmit antennas and received at 

multiple antennas simultaneously hence the probability that the information is 

detected accurately is increased. The simplest way of achieving diversity is through 

repetition coding that sends the same information symbol in different time slots from 

different transmit antennas. Examples include delay diversity, Space-Time Block 

Code (STBC) and Space-Time Trellis Code (STTC), Orthogonal Space-Time Block 

Code (OSTBC). MIMO systems provide more spatial freedoms or spatial 

multiplexing so that different information can be transmitted simultaneously over 

multiple antennas, thereby boosting the system throughput. Examples include 

Vertical-Bell Laboratories Layered Space-Time (V-BLAST) and Diagonal - Bell 

Laboratories Layered Space-Time (D-BLAST). 

 

 
Figure 1.1: MIMO Communication System 

 

1.2 MOTIVATION 

 

MIMO system has the potential to meet the increasing high speed and 

reliability demands of the future. However for this technology to truly succeed in 

commercial deployments, there are still several technical obstacles that must be 

tackled. A major impediment in MIMO is the complicated receiver signal processing. 

The simultaneous emission of the signals from the multiple transmit antennas 

increases the mutual interference imposed on the signals, therefore much more 

complex detection schemes are required to extract the transmitted signals. For 

example, the complexity of a maximum likelihood detector increases exponentially 
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with the number of transmit antennas. Spatial equalizers and space-time coding has 

been proposed to simplify the detection for MIMO systems.  Further coherent 

detection requires knowledge of the channel; therefore accurate channel estimation is 

crucial in realizing the full potential of MIMO system. In order to attain advantages of 

MIMO system, the receiver and/or transmitter should have access to channel state 

information (CSI). Hence effective channel estimation algorithms are needed to 

guarantee the performance of MIMO communication system.  
Several channel estimation algorithms have been developed in recent years. In 

the literature [6]-[15] MIMO channel estimation methods can be classified into three 

classes:  training (pilot) based channel estimation, blind channel estimation and semi-

blind channel estimation. For pure training based scheme, a long training is necessary 

in order to obtain a reliable channel estimate, which considerably reduces system 

bandwidth efficiency. Least square (LS), Minimum mean square error (MMSE), 

Maximum likelihood (ML), Maximum a posteriori (MAP) estimator are popular 

method [7], [9], [12], [15]-[18]. In Blind methods, no training symbols are used and 

channel state information is acquired by relying on the received signal statistics [19]-

[22] so these techniques are bandwidth efficient but more computationally complex 

with slow convergence.  Blind channel estimation can be classified as second order 

statistics (SOS) based techniques [23]-[26] and higher order statistics (HOS) based 

techniques [27],[28] which achieve high system throughput but require high 

computational complexity.  Semi-blind channel estimation approaches are 

combination of the two aforementioned procedures [29]-[35]. With use of few 

training symbols along with blind statistical information, such techniques can 

overcome the convergence problems and high complexity associated with blind 

estimators and they also have bandwidth efficiency. 

The least square (LS), Minimum Mean Square Error (MMSE), Maximum a 

Posteriori (MAP) are the common methods for training-based channel estimation. 

Those solutions are relative simple compared to other channel estimation techniques 

such as blind estimation. However, they still require complex matrix inversions, 

which are undesirable in real time implementation when number of transmitters and 

receivers are more.  Blind techniques give good results but they are inherently 
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complex. As compromise matrix decomposition based semi-blind techniques, which 

eliminates direct complex matrix inversion operations may be good solution for 

finding channel unknowns. Whitening Rotation (WR)-Orthogonal Pilot Maximum 

Likelihood (OPML) based semi-blind channel estimation technique [37]-[44] shows 

very good performance compared to other conventional techniques. 

 Still there is also scope to find novel semi-blind channel estimation 

technique(s) with data detection which may outperform conventional techniques. So 

here main motivation of thesis is to analyze, design and implement novel semi-blind 

channel estimation techniques which give near optimal performance. 

 

1.3 OBJECTIVES AND SCOPE OF WORKS 

 

The project is based on theoretical research, mathematical modeling, simulations 

and implementation using MATLAB. The main objectives behind the present work is 

to design and develop novel semi-blind channel estimation technique(s) /joint semi-

blind channel estimation and data detection technique(s) which outperform 

conventional techniques by giving near optimal performance. Further to investigate 

the performance of newly developed novel semi-blind estimation technique(s for 

Rican flat fading MIMO channel using different Rice factors (K=5, 10 and 15). 

Computer simulations have been carried out to validate the proposed work. In order to 

attain these objectives and enable a comparison, a detailed comparative study of 

various conventional methods was carried out, involving the following investigations: 

• To implement 2xN (where 2 shows number of transmitter antennas and N shows 

number of receiver antennas like N=2, 4, 6, 8) MIMO communication system 

using m-PSK (where m=2.4.8) modulation constellations in MATLAB, having 

Space Time Block Code (STBC) based Alamouti code structure. MIMO Channel 

was assumed as quasi-static Rayleigh flat fading channel with additive white 

Gaussian noise with zero mean and variance one.  

•  To investigate BER performance of above MIMO systems with space time block 

coding. 
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• To implement and simulate conventional training based channel estimation 

techniques like Least Square (LS), Minimum Mean Square Error (MMSE) and 

Maximum a Posteriori (MAP) using orthogonal pilots. BER analysis is taken 

using MATLAB simulations. 

• To implement and simulate matrix decomposition based Whitening Rotation -

Orthogonal Pilot Maximum Likelihood (SVD-OPML) and Rotation Optimization 

Maximum Likelihood (SVD-ROML) semi-blind channel estimation techniques 

using orthogonal pilots (training) symbols and blind symbols which derived from 

m-PSK modulation constellations. For different combinations of receiver antennas 

and orthogonal pilot symbols and modulations constellations (like BPSK, 4-PSK 

and 8-PSK), BER analysis have been taken to investigate the performance. 

 

1.4 THESIS OUTLINE 

 

The Thesis is organized in the following six chapters: 
 

Chapter 1 This chapter provides basic Introduction overview with 

literature survey, Motivation, Objectives and Scope of the 

work and Thesis outline. 

Chapter 2 This chapter mainly focuses on “MIMO-STBC system”, 

which includes wireless channel properties, basic principles 

of MIMO system, concept of array gain, diversity gain and 

spatial multiplexing gain, statistical models for fading 

Channels like Rayleigh fading and Rican fading, 

fundamentals of space-time block coding (STBC), 

Alamouti code structure , Alamouti scheme for 2xN 

structures , receiver structure, MIMO systems model 

development, MIMO system advantages and its application 

etc. 

Chapter 3 This chapter mainly focuses on “Channel Estimation” part 

of MIMO systems, which includes introduction, general 
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overview of channel estimation techniques and its 

philosophies like training based channel estimation, blind 

channel estimation and semi-blind channel estimation, 

different MIMO channel estimation techniques like LS, 

MMSE,  MAP etc. 

Chapter 4 This chapter includes basic MIMO system model and 

problem formulations for semi-blind channel estimation. It 

also includes analysis and implementation of conventional 

semi-blind channel estimation techniques like SVD-OPML 

and SVD-ROML. Finally it includes design, development 

and analysis of proposed novel semi-blind channel 

estimation and data detection techniques  

Chapter 5 This chapter includes simulation overview, simulation 

parameters, and steps of simulations, comparative 

simulation results of proposed novel semi-blind channel 

estimation and data detection techniques with conventional 

channel estimation techniques. Finally discussion on results 

has been carried out. 

Chapter 6 This chapter Presents the authors conclusions from the 

aforementioned, and discusses directions for future work. 
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CHAPTER 2 
 

MULTIPLE INPUT MULTIPLE OUTPUT SPACE TIME 

BLOCK CODING SYSTEM 

 
2.1 PROPERTIES OF WIRELESS CHANNEL 

 

One of the distinguishing characteristics of wireless channels is the fact that 

there are many different paths between the transmitter and the receiver. The existence 

of various paths results in receiving different versions of the transmitted signal at the 

receiver. These separate versions experience different path loss and phases. Figure 2.1 

demonstrates the trajectory of different paths in a typical example. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.1:  Different Paths in Wireless Channel 

 

If there is a direct path between the transmitter and the receiver, it is called the line of 

sight (LOS). A LOS does not exist when large objects obstruct the line between the 

transmitter and the receiver. If LOS exists, the corresponding signal received through 

the LOS is usually the strongest and the dominant signal. At least, the signal from the 

LOS is more deterministic. While its strength and phase may change due to mobility, 

 

Transmitter 

Diffraction 

Receiver

Reflection

Scattering
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it is a more predictable change that is usually just a function of the distance and not 

many other random factors. 

A LOS is not the only path that an electromagnetic wave can take from a 

transmitter to a receiver. An electromagnetic wave may reflect when it meets an 

object that is much larger than the wavelength. Through reflection from many 

surfaces, the wave may find its path to the receiver. Of course, such paths go through 

longer distances resulting in power strengths and phases other than those of the LOS 

path. Another way that electromagnetic waves propagate is diffraction. Diffraction 

occurs when the electromagnetic wave hits a surface with irregularities like sharp 

edges. 

Finally, scattering happens in the case where there are a large number of 

objects smaller than the wavelength between the transmitter and the receiver. Going 

through these objects, the wave scatters and many copies of the wave propagate in 

many different directions. There are also other phenomenon that affects the 

propagation of electromagnetic waves like absorption and refraction. 

The effects of the above propagation mechanisms and their combination result 

in many properties of the received signal that is unique to wireless channels. These 

effects may reduce the power of the signal in different ways. There are two general 

aspects of such a power reduction that require separate treatments. One aspect is the 

large-scale effect which corresponds to the characterization of the signal power over 

large distances or the time-average behaviours of the signal. This is called attenuation 

or path loss and sometimes large-scale fading. The other aspect is the rapid change in 

the amplitude and power of the signal and this is called small-scale fading, or just 

fading. It relates to the characterization of the signal over short distances or short time 

intervals. Small-scale fading and its statistical models are explained in next section. 

 

2.1.1 Fading 

  
Fading, or equivalently small-scale fading, is caused by interference between 

two or more versions of the transmitted signal which arrive at the receiver at slightly 

different times. These signals, called multipath waves, combine at the receiver 

antenna and the corresponding matched filter and provide an effective combined 

signal. This resulting signal can vary widely in amplitude and phase. The rapid 
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fluctuation of the amplitude of a radio signal over a short period of time, equivalently 

a short travel distance, is such that the large-scale path loss effects may be ignored. 

The randomness of multipath effects and fading results in the use of different 

statistical arguments to model the wireless channel. To understand the behaviour and 

reasoning behind different models, the cause and properties of fading are studied and 

described. 

First, the effects of mobility on these channel models are described. Let us 

assume that the objects in the environment between the transmitter and the receiver 

are static and only the receiver is moving. In this case, the fading is purely a spatial 

phenomenon and is described completely by the distance. On the other hand, as the 

receiver moves through the environment, the spatial variations of the resulting signal 

translate into temporal variations for the receiver. In other words, due to the mobility, 

there is a relationship between time and distance that creates a time varying fading 

channel. Therefore, we can use time and distance interchangeably and equivalently in 

such a scenario. The time-varying nature of the wireless channel is also applied to the 

case that the surrounding objects are moving. Similarly, the resulting fluctuations in 

the received signal are random. 

 

 
Figure 2.2: Modelling a Multipath Channel with a Linear time-varying 

Impulse Response 

 

As it is clear from the name, multipath fading is caused by the multiple paths 

that exist between the transmitter and the receiver. As discussed before, reflection, 

diffraction, and scattering create several versions of the signal at the receiver. The 

effective combined signal is random in nature and its strength changes rapidly over a 

small period of time. A multipath channel can be modeled as a linear time-varying 

channel as depicted in Figure 2.2. The behaviour of the linear time-varying impulse 

response depends on different parameters of the channel. For example, the speed of 

the mobile and surrounding objects affect the characteristic of the model. The 

presence of reflecting objects and scatterers creates a constantly changing 
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environment. Multipath propagation increases the time required for the baseband 

portion of the signal to reach the receiver. The resulting dissipation of the signal 

energy in amplitude, phase, and time may cause intersymbol interference (ISI). If the 

channel has a constant gain and linear phase response over a bandwidth which is 

greater than the bandwidth of the transmitted signal, the impulse response h (t, τ) can 

be approximated by a delta function at τ = 0 that may have a time varying amplitude. 

In other words, h (t, τ) = α (t) δ (τ), where δ (·) is the Dirac delta Function. This is a 

narrowband channel in which the spectral characteristics of the transmitted signal are 

preserved at the receiver. It is called flat fading or frequency non-selective fading. An 

example of the impulse response for a flat fading channel is depicted in Figure 2.3. As 

can be seen from the figure, the narrowband nature of the channel can be checked 

from the time and frequency properties of the channel. In the frequency domain, the 

bandwidth of the signal is smaller than the bandwidth of the channel. In the time 

domain, the width of the channel impulse response is smaller than the symbol period. 

As a result, a channel might be flat for a given transmission rate, or correspondingly 

for a given symbol period, while the same channel is not flat for a higher transmission 

rate. Therefore, it is not meaningful to say a channel is flat without having some 

information about the transmitted signal. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.3: Flat Fading 

 

Also, it is need to define the bandwidth of the channel to be able to compare it with 

the bandwidth of the signal. Usually the bandwidth of the channel is defined using its 

S (t) 

τ < < Ts, Bs < < Bc 
         h (t, τ) 
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S (f) H (f) R (f) 

Bs Bc 



Chapter 2                                                                            Multiple Input Multiple Output STBC System 

 

Page 11 
 

delay spread. To define the delay spread, let us assume that the multipath channel 

includes I paths and the power and delay of the ith path are pi and τi, respectively. 

Then, the weighted average delay is 
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The delay spread is defined as 
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Finally, the channel “coherence bandwidth” is approximated by 

 

                                            1
5cB
στ

=                                                    … (2.4) 

 

As we defined earlier, in a flat fading channel, the channel coherence bandwidth Bc is 

much larger than the signal bandwidth Bs. 

On the other hand, if the channel possesses a constant gain and linear phase 

over a bandwidth that is smaller than the signal bandwidth, ISI exists and the received 

signal is distorted. Such a wideband channel is called frequency selective fading. 

Figure 2.4 shows an example of the impulse response for a frequency selective fading 

channel. In this case, the impulse response h (t, τ) may be approximated by a number 

of delta functions as shown in Figure 2.5. In other words, 
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Each delta component fades independently, that is αj (t) are independent. To be more 

specific, for frequency selective fading, the bandwidth of the signal is larger than the 

coherence bandwidth of the channel. Equivalently, in the time domain, the width of 

the channel impulse response is larger than the symbol period. Again, the frequency 

selective nature of the channel depends on the transmission rate as well as the channel 

characteristics. In summary, based on multipath time delay, the fading channel is 

categorized into two types: flat and frequency selective. 

Another independent phenomenon caused by mobility is the Doppler shift in 

frequency. Let us assume a signal with a wavelength of λ and a mobile receiver with a 

velocity of v. Also, we define θ as the angle between the direction of the motion of the 

mobile and the direction of the arrival of the wave. In this case, the frequency change 

of the wave, known as Doppler shift and denoted by fd, is given by 

 

                                               cosd
vf θ
λ

=                                            … (2.6) 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

Figure 2.4: Frequency Selective Fading 
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Figure 2.5: An Approximated Impulse Response for a Frequency Selective 

Fading 

 

 

Since different paths have different angles, a variety of Doppler shifts 

corresponding to different multipath signals are observed at the receiver. In fact, the 

frequency change is random as the angle θ is random. The relative motion between 

the transmitter and the receiver results in random frequency modulation due to 

different Doppler shifts on each of the multipath components. Also, if the surrounding 

objects are moving, they create a time-varying Doppler shift on different multipath 

components. Such a time-varying frequency shift can be ignored if the mobile speed 

is much higher than that of the surrounding objects. Since the receiver observes a 

range of different Doppler shifts, any transmitted frequency results in a range of 

received frequencies. This results in a spectral broadening at the receiver. Doppler 

spread is a measure of such a spectral widening and is defined as the range of 

frequencies over which the received Doppler spectrum is not zero. If the maximum 

Doppler shift is fs, the transmitted frequency, fc, is received with components in the 

range fc − fs to fc + fs. If the baseband signal bandwidth is much greater than the 

Doppler spread, the fading is called slow fading. In this case, the effects of Doppler 

spread are negligible. The channel impulse response changes at a rate much slower 

than the transmitted baseband signal and the channel is assumed to be static over one 

or several reciprocal bandwidth intervals. On the other hand, 

Time 
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If the effects of the Doppler spread are not negligible, it is a fast-fading 

channel. The channel impulse response changes rapidly within the symbol duration in 

a fast-fading channel. In summary, based on Doppler spread, the fading channel is 

categorized into two types: slow and fast. 

Defining the slow versus fast nature of a fading channel in terms of the signal 

bandwidth and Doppler spread may sound a little bit strange. Equivalently, slow and 

fast-fading channels can be defined based on time domain properties. Towards this 

goal, first, it is need to define the coherence time of a channel denoted by Tc. Two 

samples of a fading channel that are separated in time by less than the coherence time 

are highly correlated. This is a statistical measure since the definition depends on how 

much “correlation” is considered highly correlated. Practically, the coherence time is 

the duration of time in which the channel impulse response is effectively invariant. If 

a correlation threshold of 0.5 is chosen, the coherence time is approximated by 

 

                                           9
16c

s

T
fπ

=                                                   … (2.7) 

 

Where fs is the maximum Doppler shift. If the signal duration is smaller than the 

coherence time, the whole signal is affected similarly by the channel and the channel 

is a slow fading channel. On the other hand, if the signal duration is larger than the 

coherence time, the channel changes are fast enough such that in practice different 

parts of the transmitted signal experience different channels. This is called fast fading 

since its main cause is the fast motion of the receiver or transmitter. 

 

• Flat Slow Fading or Frequency Non-Selective Slow Fading: When the 

bandwidth of the signal is smaller than the coherence bandwidth of the 

channel and the signal duration is smaller than the coherence time of the 

channel. 

• Flat Fast Fading or Frequency Non-Selective Fast Fading: When the 

bandwidth of the Signal is smaller than the coherence bandwidth of the 

channel and the signal duration is larger than the coherence time of the 

channel. 
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• Frequency Selective Slow Fading: When the bandwidth of the signal is larger 

than the Coherence bandwidth of the channel and the signal duration is smaller 

than the coherence time of the channel. 

• Frequency Selective Fast Fading: When the bandwidth of the signal is larger 

than the Coherence bandwidth of the channel and the signal duration is larger 

than the coherence time of the channel. 

 

2.1.1.1 Statistical Models for Fading Channels 

 

So far, the fading channel by a linear time-varying impulse response has been 

modelled. The impulse response was approximated by one delta function in the case 

of flat fading and multiple delta functions in the case of frequency selective fading. 

As discussed before, the nature of the multipath channel is such that the amplitude of 

these delta functions is random. This randomness mainly originates from the 

multipath and the random location of objects in the environment. Therefore, statistical 

models are needed to investigate the behaviour of the amplitude and power of the 

received signal. In this section, study of some important models has been carried out.  

 

2.1.1.2 Rayleigh Fading Model 

 

First, let us concentrate on the case of flat fading. The results for frequency 

selective channels are very similar since the amplitudes of different delta functions 

fade independently. It is assumed that there is no LOS path between the transmitter 

and the receiver. Later, the case where such a LOS path exists can be considered. In a 

multipath channel with I multiple paths, transmitting a signal over the carrier 

frequency fc results in receiving the sum of I components from different paths plus a 

Gaussian noise as follows: 
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Where ia  and iφ  are the amplitude and phase of the ith component, respectively, and 

η(t) is the Gaussian noise. Expanding the cos (·) terms. 
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It is customary in digital communications to call the first and second summations “in 

phase” and “quadrature” terms, respectively. The terms 

1 1
cos( ) and sin( )I I

i i i ii i
A a B aφ φ

= =
= =∑ ∑  are the summation of I random variables 

since the objects in the environment are randomly located. For a large value of I , as is 

usually the case, using the central limit theorem, the random variables A and B are 

independent identically distributed (i.i.d.) Gaussian random variables. The envelope 

of the received signal is 2 2R A B= +  since A and B are i.i.d. zero-mean Gaussian 

random variables, the envelope follows a Rayleigh distribution. The probability 

density function (pdf) of a Rayleigh random variable is 
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Where 2σ  is the variance of the random variables A and B. The received power is an 

exponential random variable with a pdf: 
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Note that the average power, the average of the above exponential random variable, is 

E [R2] = 2σ2 which is the sum of the variances of A and B. 

The received signals in (2.8) or (2.9) represent the analog signal at the first 

stage of the receiver. We usually deal with the baseband digital signal after the 

matched filter and the sample and hold block. It is denoted such a baseband discrete-

time signal by rt. In fact, rt is the output of the matched filter after demodulation when 

the input of the receiver is r (t). Similarly, st and ηt are the discrete-time versions of s 

(t) and η (t), the transmitted signal and the noise, respectively. Note that in the above 

analysis the transmitted signal was implicit. Then, using the above arguments, one can 

show that the relationship between the baseband signals is 
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                                       t t tr sα η= +                                                      … (2.12) 

 

Where α is a complex Gaussian random variable. In other words, the real and 

imaginary parts of the fade coefficient α are zero-mean Gaussian random variables. 

The amplitude of the fade coefficient, |α|, is a Rayleigh random variable. The input 

output relationship in (2.12) is called a fading channel model. The coefficient α is 

called the path gain and the additive noise component ηt is usually a Gaussian noise. 

 

2.1.1.3 Rician Fading Model 

 

In a flat fading channel, if in addition to random multiple paths, a dominant 

stationary component exists, the Gaussian random variables A and B are not zero 

mean anymore. This, for example, happens when a LOS path exists between the 

transmitter and the receiver. In this case, the distribution of the envelope random 

variable, R, is a Rician distribution with the following pdf 

 

  
( )2 2

2 2 2( ) exp , 0, 0
2R o

r Dr Drf r I r D
σ σ σ

⎛ ⎞− + ⎛ ⎞⎜ ⎟= ≥ ≥⎜ ⎟⎜ ⎟ ⎝ ⎠⎝ ⎠
                            … (2.13) 

 

Where D denotes the peak amplitude of the dominant signal and I0(.) is the 

modified Bessel function of the first kind and of zero-order. As expected, the Rician 

distribution converges to a Rayleigh distribution when the dominant signal 

disappears, that is D → 0. Similarly to the case of Rayleigh fading model, the 

discrete-time input–output relationship in the case of a Rician fading model is also 

governed by (2.20). The main difference is that the real and imaginary parts of the 

path gain α are Gaussian random variables with non-zero means. As a result, the 

distribution of the amplitude |α| is Rician instead of Rayleigh. 

 

2.1.1.4 Frequency Selective Fading Models 

 

In general, as discussed before, frequency selective fading is modeled by 

intersymbol interference. Therefore, the channel can be modeled by the sum of a few 
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delta functions. In this case, the corresponding discrete-time input–output relationship 

is 

 

                                          
1

0

j
j

t t j t
j

r sα η
−

−
=

= +∑                                          … (2.14) 

 

The path gains jα  are independent complex Gaussian distributions and tη  represents 

the noise. In the case of Rayleigh fading, they are zero-mean i.i.d. complex Gaussian 

random variables. A special case that has been extensively utilized in the literature is 

the case of a two-ray Rayleigh fading model. For a two-ray Rayleigh fading model, 

we have 

 

                               0 1
1t t t tr s sα α η−= + +                                                … (2.15) 

 

Where the real and imaginary parts of α0 and α1 are i.i.d. zero-mean Gaussian random 

variables. 

 

2.2 MIMO BACKGROUND 

 

Normally the standard and conventional Wi-Fi system uses one antenna to 

receive and one to transmit data. MIMO overcomes the bottlenecks in the 

conventionally used Single Input Single Output (SISO) system in the last decade and 

has evolved as a prime and promising area of research in the field of wireless 

communication. The possibilities to increase the channel capacity in the SISO 

wireless system is quite limited, provided the bandwidth is increased allowing the 

corresponding increase in the bits per second or to increase the transmit power, 

allowing a higher level modulation scheme to be utilized for a given Bit Error Rate, 

effectively increasing the bits per second within the same bandwidth. The problem 

with both of these techniques is that any increase in power or bandwidth can 

negatively impact other communications systems operating in adjacent spectral 

channels or within a given geographic area. As such, bandwidth and power for a given 

communications system are generally well regulated, limiting the ability of the system 

to support any increase in the capacity or performance [2]-[4].  
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MIMO uses two or more antennas at each end of a connection to send and 

receive data, enabling transmitter and receiver to accept signals more efficiently than 

with a single antenna and thus overcomes the problems and restrictions compared to 

the conventional system. The multiple antennas at the transmitter and receiver can 

achieve a data rate, which is very much higher than that of the SISO system. In order 

to support the larger data rate coupled with high quality and to fight against effects of 

multipath fading and additive noise in the channel multiple copies of signal over 

various paths to multiple receivers is used. 

The success of MIMO lies in its ability to utilize the multipath reception, 

which was considered to be an unavoidable by product of radio communications, and 

convert it into a distinct advantage that actually multiplies transmission speed and 

improves throughput. The multiple antennas improve the performance of the system 

through various diversity techniques like time, frequency, space and polarization. It 

basically uses the principle of spatial diversity to distinguish among different signals 

on the same frequency. 

  The Data are transmitted over N transmit antennas through a specifically 

designed MIMO channel to M receive antennas. Moreover, the transmission can be 

encoded so that information on each can be used to help reconstruct the information 

on the others. Just like error detection/correction codes, space-time block coding here 

allows us to increase reliability in addition to throughput. Space-time diversity has the 

advantage of using the same bandwidth as that of SISO system with high data rate 

transfer and quality [2]. To be precise, MIMO utilizes a multiple antenna system to 

take advantage of the multi-path affect in RF technology, rather than fight against it as 

conventional 802.11 Access Points do, as a result the improvement in both range and 

capacity provides substantially more reliable signal quality and greater bandwidth. 

The multipath radio reception is one of the driving forces behind the usage and 

outcome of MIMO based system. The signal being send to the receiver contains not 

only a direct line-of-sight radio signal, but also a large number of reflected radio 

waves. 

  

MIMO concepts have been under development for many years for both 

wireless and wire-line systems. The usage of multiple antennas is not a newly 

discovered method. It is been used in few of the radio transmission many years back 

and in early 80’s Bell labs came out with few of MIMO based wireless applications. 
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MIMO systems use spatial multiplexing to distinguish among different signals 

on the same frequency and yield an impressive increase in spectral efficiency. It has 

been proposed that using multiple transmitting and receiving antennas, and associated 

coding techniques could increase the performance of wireless communication systems 

[5]. The main reason for the possibility and the reality of MIMO based system in the 

current trend is the advent of inexpensive, high-speed chips with millions of 

transistors. 

 

2.3 THE MIMO CHANNEL  

 

Multiple-Input Multiple-Output (MIMO) systems yield vast capacity increases 

when the rich scattering environment is properly exploited [1]. When examining the 

performance of MIMO systems, the MIMO channel must be modeled properly. The 

primary MIMO channel model under consideration is the quasi-static, frequency non-

selective, Rayleigh fading channel model. Figure 2.6 shows a block diagram of a 

MIMO system with Nt transmit antennas and Nr receive antennas. The channel for a 

MIMO system can be represented by 
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                                           … (2.16) 

 

Where hij is the complex channel gain between transmitter j and receiver i. Each 

channel gain hij is assumed to be independently identically distributed (i.i.d) zero 

mean complex Gaussian random variables with unit variance [1]. 

 
Figure 2.6: MIMO Channel 
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Under the quasi-static assumption, the channel remains constant over the length of a 

frame, changing independently between consecutive frames. When the antenna 

elements are spaced sufficiently apart (at least half a wavelength, for indoor 

applications) and there are enough scatterers present that the received signal at any 

receive antenna is the sum of several multipath components, the channel paths are 

modeled as independent and uncorrelated. The channel undergoes frequency non-

selective fading when the coherence bandwidth of the channel is large compared to 

the bandwidth of the transmitted signal [3]  

 

2.4   DEFINITION OF MIMO SYSTEMS 
2.4.1 Single Input Single Output Channel 

 

To explain MIMO, we begin with the simpler SISO (Single Input Single 

Output) system. Figure 2.7 shows a SISO channel, with one transmit and one receive 

antenna. Correspondingly, there is only one channel vector ( )h t  

 

 

Figure 2.7:   Single Input Single Output (SISO) Channel 

 

MIMO is part of the category of smart antenna systems. Traditional smart antenna 

systems employ multiple antennas at the receiver, whereas in a general MIMO 

system, multiple antennas are employed, both at transmit and at the receive sides. The 

addition of multiple antennas at transmit combined with advanced signal processing 

algorithms at transmit and receive results in a significant advantage over traditional 

smart antenna systems - both in terms of capacity and diversity. This is the 

conventional system that is used everywhere. Assume that for a given channel, whose 

bandwidth is B, and a given transmitter power of P the signal at the receiver has an 
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average signal-to noise ratio of SNRo. Then, an estimate for the Shannon limit on 

channel capacity, C, is 

 

                        02
log (1 )C B SNR≈ +                               … (2.17) 

 

2.4.2 Single Input Multiple Output (SIMO) System 

 

 

 

 

 

 

 

 
Figure 2.8: Single Input Multiple Output (SIMO) System 

 

For the SIMO system (Figure: 2.8), we have N antennas at the receiver. If the 

signals received on these antennas have on average the same amplitude, then they can 

be added coherently to produce an N2 increase in the signal power. On the other hand, 

there are N sets of noise that are added incoherently and result in an N-fold increase in 

the noise power. Hence, there is an overall increase in the SNR 

 

           
2

0
( ) ( )

( )
N SignalpowerSNR N SNR

N noise
≈ =              ... (2.18) 

 

Thus, the channel capacity for this channel is approximately equal to 

 

                               2 0log (1 ( ))C B N SNR≈ +                     … (2.19) 
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2.4.3 Multiple Input Single Output (MISO) System 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.9: Multiple Input Single Output (MISO) System 

 

In the MISO system (Figure 2.9), we have M transmitting antennas. The total 

transmitted power is divided up into the M transmitter branches. Following a similar 

argument as for the SIMO case, if the signals add coherently at the receiving antenna 

we get approximately an M-fold increase in the SNR as compared to the SISO case. 

Note here, that because there is only one receiving antenna the noise level is the same 

as in the SISO case. Thus, the overall increase in SNR is approximately 

 

    
2

0
( / ) ( )M signalpower MSNR M SNR

noise
≈ =       ... (2.20) 

 

Thus, the channel capacity for this channel is approximately equal to 

 

                                   2 0log (1 ( ))C B M SNR≈ +                       … (2.21) 

 

2.4.4 Multiple-Input, Multiple-Output (MIMO) 

 

Figure 2.10 gives an example of a 2 by 2 MIMO channel. There are two 

transmitting and two receiving antennas. Therefore, the 2 by 2 MIMO channel has 

h1 

h2 

h3 
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four channel vectors: 11h , 12h  , 21h  and 22h  which form a channel matrix: the 

difference between the SISO channel and the MIMO channel is that the parameter of 

the SISO channel is a single transfer function, while that of the MIMO channel is a 

matrix of transfer functions. 

 

 

 

Figure 2.10:   2 x 2 Multi Input Multi Output Channel 

 

So MIMO system can be defined in the following way: “If a wireless communication 

system has multiple antenna elements at both transmit and receive ends, it is called a 

MIMO system”. By using some proper signal processing schemes, one can improve 

transmission quality and/or throughput in a MIMO system. Due to modulators append 

in a MIMO system, two different kinds of MIMO systems are distinguished, which 

will be described next. 

In this case, it is possible to get approximately an MN-fold increase in the SNR 

yielding a channel capacity equal to 

 

                      2 0log (1 ( ))C B MN SNR≈ +                            ... (2.22) 

 

Thus, we can see that the channel capacity for the MIMO system is higher than that of 

MISO or SIMO. However, we should note here that in all four cases the relationship 

between the channel capacity and the SNR is logarithmic. This means that trying to 

increase the data rate by simply transmitting more power is extremely costly. 
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2.4.5   MIMO Systems with One Modulator/Demodulator 

 

A schematic representation of a MIMO system with one modulator is given in 

Figure 2.11. The system has n transmitting antennas and m receiving antennas. The 

channel impulse response is given by matrix H. The signals to (and from) all the 

antennas are all from (and to) one modulator (demodulator).  

 

 

Figure 2.11:   One-Modulator/Demodulator MIMO System with n Transmit and m 

Receive Antennas 

 

2.4.6   MIMO Systems with Multiple Modulators/Demodulators 

 

Figure 2.12 gives another type of MIMO system with multiple 

modulators/demodulators. Each modulator/demodulator is connected with one 

antenna. At the transmit side, the data stream is converted from serial to parallel and 

fed to different modulators. After independent modulation, each group of data is 

transmitted simultaneously via its own antenna. In the receiver, each group of data 

received from different antennas is fed to a different demodulator. After parallel to 

serial conversion, the demodulated data becomes one data stream.  
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Figure 2.12:   Multiple-Modulator/Demodulator MIMO System with n 

Transmit and m Receive antennas 

 

2.5 SPACE TIME BLOCK CODING 

 

A MIMO communication system uses multiple antennas at the transmitter and 

receiver to achieve various advantages. Traditionally, antenna arrays have been used 

at the transmitter and the receiver to achieve array gain, which increases the output 

SNR of the system. In the mid-1990s, adaptive antennas and smart antennas were 

introduced to describe antenna arrays that are made adaptive in a manner that it 

changes its transmission and reception characteristics when the radio environment 

changes. Array antennas have been implemented in GSM networks, fixed Broadband 

Wireless Access (BWA) networks, and third Generation (3G) CDMA networks. More 

recently, a way of using multiple antennas has been discovered to achieve diversity 

and multiplexing gain by exploiting the once negative effect of multipath. Under 

suitable conditions, i.e. a scatter rich environment, the channel paths between the 

different transmit and receive antennas can be treated as independent channels due to 

the multipath effects caused by the scatterers. Initial works in this research area, 

suggests that MIMO effectively takes advantage of the random fading and multipath 

delay spread to increase the transfer rate of the system. The exploitation of this 
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additional ‘spatial’ degree of freedom can increase the throughput and improve the 

performance of the system 

These variations are referred to as fading and cause deterioration of the system 

quality. Furthermore, wireless channels suffer from co channel interference (CCI) 

from other cells that share the same frequency channel, leading to distortion of the 

desired signal and also low system performance. Therefore, wireless systems must be 

designed to mitigate fading and interference to guarantee a reliable communication. A 

successful method to improve reliable communication over a wireless link is to use 

multiple antennas. 

 

 2.5.1   Array Gain 

   

  Array gain is achieved by coherently combining the signals from the multiple 

antennas to increase the average output to SNR, which will improve the range and 

coverage of the system. Figure (2.13) illustrates a simple case of a system consisting 

of one transmit antenna and a set of receive antenna array. Assume the distance 

between the transmitter and the receiver is significantly larger than the antenna 

separation of the array at the receiver and then the received signal at each antenna will 

differ in phase due to the relative delay caused by the antenna separation. To 

maximize the received signal energy, an optimum receiver will be beamforming 

techniques to adjust for different delays of the multiple antennas so that the received 

signal can be constructively combined.  

 

 

 

 

 

 

 

 

 

 

Figure 2.13: Single Transmit and Multiple Receive Antenna System 
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This will yield Nr-fold power gain, where Nr is the number of receiver’s antennas. In a 

MIMO case where antenna arrays are used at the transmitter and receiver, then an 

NtNr –fold power gain is available; where Nt is the number of transmit antennas. 

 

2.5.2   Interference Reduction 

 

Co-channel interference contributes to the overall noise of the system and 

deteriorates performance. By using multiple antennas it is possible to suppress 

interfering signals what leads to an improvement of system capacity. Interference 

reduction requires knowledge of the channel of the desired signal, but exact 

knowledge of channel may not be necessary. 

 

2.5.3.1.1 Spatial Multiplexing Gain 

 

Multiplexing gain is achieved through transmitting different signals on 

independent channels in a MIMO system. The multiplexing gain order is the number 

of parallel independent spatial data pipes in the same frequency band between the 

transmitter and receiver. As shown in Figure (2.14), a signal is split into two parts and 

transmitted on two separate antennas. At each receive antenna it will detect a signal 

from a specific transmit antenna and the signals from other antennas will be seen as 

interference. Combining techniques are required at the receiver to eliminate the 

interference and to multiplex the signal back together. As demonstrated, capacity gain 

is achieved by reducing the transmission time without using additional bandwidth [3]. 
 

 
Figure 2.14: Multiplexing Gain 2X2 MIMO System  
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In summary, the use of MIMO has many benefits. However, it is not possible to 

achieve all the above benefits of MIMO techniques in one system as some of them are 

mutually conflicting goals.  

 

2.5.4   Diversity Gain 

 

Diversity is a technique to mitigate fading in wireless links by transmitting a 

signal over multiple independently fading paths. The main idea behind diversity is 

that by transmitting multiple copies of the signal increases the probability that at least 

one copy is recovered correctly at the receiver. Diversity can be obtained through 

time, frequency, or space. Time diversity assumes that a signal will experience 

independent fading at different times due to changes in the channel. The benefit of 

time diversity is that it does not require additional hardware. However it requires 

memory storage of the repeated signals for processing. Frequency diversity is 

achieved when the carrier frequencies are sufficiently separated such that each carrier 

frequency will experience independent fading. In frequency diversity, the same signal 

is transmitted on various independent carrier frequencies. Multiple receivers are used 

to detect the multiple signals at different frequencies, and the one with the highest 

energy will be selected. Alternatively, a multiantenna system can exploit the 

independent multipath channels to achieve spatial diversity. The diversity order is the 

total number of the independent fading signal paths between the transmitter and the 

receiver, and depends on the spatial separation of the antennas and the scatterers of 

the environment. The maximum spatial diversity gain of a MIMO system is MtMr. 

Joint diversity schemes such as space-time and space-frequency coding at the 

transmitter and the receiver has been developed to increase the diversity order of the 

system. In 1998, independent pioneer work by Alamouti and Tarokh et al. developed 

a breakthrough space-time diversity system that provides the diversity gain without 

sacrificing the bandwidth. 

An effective method to combat fading is diversity. According to the domain 

where diversity is introduced, diversity techniques are classified into time, frequency 

and space diversity. Space or antenna diversity has been popular in wireless 

microwave communications and can be classified into two categories: receive 
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diversity and transmit diversity depending on whether multiple antennas are used for 

reception or transmission. 

 

 Receive Diversity 

 

       It can be used in channels with multiple antennas at the receive side. The 

receive signals are assumed to fade independently and are combined at the receiver so 

that the resulting signal shows significantly reduced fading. Receive diversity is 

characterized by the number of independent fading branches and it is at most equal to 

the number of receive antennas. 

 

 Transmit Diversity 

 

Transmit diversity is applicable to channels with multiple transmit antennas 

and it is at most equal to the number of the transmit antennas, especially if the 

transmit antennas are placed sufficiently apart from each other. Information is 

processed at the transmitter and then spread across the multiple antennas.  

In case of multiple antennas at both link ends, utilization of diversity requires 

a combination of the receive and transmit diversity explained above. The diversity 

order is bounded by the product of the number of transmit and receive antennas, if the 

channel between each transmit-receive antenna pair fades independently. 

The key feature of all diversity methods is a low probability of simultaneous 

deep fades in the various diversity channels. In general the system performance with 

diversity techniques depends on how many signal replicas are combined at the 

receiver to increase the overall SNR. There exist four main types of signal combining 

methods at the receiver: selection combining, switched combining, equal-gain 

combining and maximum ratio combining (MRC). More information about 

combining methods can be found in. 

Wireless systems consisting of a transmitter, a radio channel and a receiver are 

categorized by their number of inputs and outputs. The simplest configuration is a 

single antenna at both sides of the wireless link, denoted as Single Input Single 

Output (SISO) system. Using multiple antennas on one or both sides of the 

communication links are denoted as Multiple Input Multiple Output (MIMO) systems. 
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The difference between a SISO system and a MIMO system with  Nt transmit 

antennas and  Nr receive antennas is the way of mapping the single stream of data 

symbols to Nt streams of symbols and the corresponding inverse operation at the 

receiver side. 

Systems with multiple antennas on the receive side only are called Single 

Input Multiple Output (SIMO) systems and systems with multiple antennas at the 

transmitter side and a single antenna at the receiver side are called multiple 

input/single output (MISO) systems. The MIMO system is the most general and 

includes SISO, MISO, and SIMO systems as special cases. Therefore, the term 

MIMO will be used in general for multiple antenna systems. The fundamental 

problem of MIMO systems is the mapping operation at the transmitter and the 

corresponding inversion at the receiver to optimize the overall performance of the 

wireless system. Mostly, researchers concentrate on the following system parameters: 

bit rate, reliability and complexity. The goal is to design a robust and low complex 

wireless system that provides the highest possible bit rate per unit bandwidth. 

In summary, the use of MIMO has many benefits. However, it is not possible to 

achieve all the above benefits of MIMO techniques in one system as some of them are 

mutually conflicting goals. In general, a MIMO system improves 

 

• Spectral efficiency: multiplexing gain 

• Link reliability: diversity gain 

• Coverage: Diversity gain and array gain 

• Capacity: Multiplexing gain 

 

2.6 ALAMOUTI SCHEME  

 

The encoder for Alamouti schemes can be seen in figure-(2.15). This scheme 

with two transmit antennas and two receive antenna is interpreted here. In general 

case, we may use N receive antennas. In Alamouti encoding scheme, during any given 

transmission period two signals are transmitted simultaneously from two transmit 

antennas [1]. 
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Figure 2.15: Alamouti Transmitter 

 

The encoder takes two modulated symbols 1s and 2s at a time. The transmit matrix S is 

given by Equation (2.23). 
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Figure 2.16: Receivers for Alamouti Scheme 

 

Where *s is complex conjugate of s. During the first transmission period, two signals 

s1 and s2 are transmitted simultaneously from antenna one and antenna two, 
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respectively. In the second transmission period, signal *
2s− is transmitted from 

transmit antenna one and signal *
1s from transmit antenna two. It is clear that the 

encoding is done in both space and time domain. The transmit sequence from 

antennas one and two is showed by 1s and 2s , respectively. 

 

                                         1 *
1 2,s s s⎡ ⎤= −⎣ ⎦                                                  … (2.24) 

 

                                          2 *
2 1,s s s⎡ ⎤= ⎣ ⎦                                                  … (2.25) 

 

The key feature of the Alamouti scheme is given in Equation (2.26). 

 

                            ( )2 2
1 2 2. Hs s s s I= +                                                 … (2.26) 

 

2I is the 2 2×  identity matrix. 

The block diagram of the receiver for the Alamouti scheme is shown in Figure 

(2.16).The fading channel coefficients from the first and second transmit antennas to 

the receive antenna one is denoted by 0 ( )h t and 1( )h t while to the receive antenna two 

is denoted by 2 ( )h t and 3( )h t respectively. Assuming that the fading coefficients are 

constant across two consecutive symbol transmission periods, means that channel is 

quasi static within transmission block. Hence following equation (2.27), (2.28), (2.29) 

and (2.30) for every single channel coefficients at time interval T can be written. 

 

                              0
0 0( ) ( ) 0 0 jh t h t T h h e θ= + = =                                 … (2.27) 

 

                              1
1 1( ) ( ) 1 1 jh t h t T h h e θ= + = =                                   … (2.28) 

 

                              2
2 2( ) ( ) 2 2 jh t h t T h h e θ= + = =                                … (2.29) 

 

                                3
3 3( ) ( ) 3 3 jh t h t T h h e θ= + = =                               … (2.30) 
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Where ih  and iθ , are the amplitude gain and phase shift for the path, and T is the 

symbol duration. At the receive antenna one, the received signals over two 

consecutive symbol periods, denoted by 0r and 1r , at time t and t + T, respectively, 

while received signal for received antenna two, denoted by r2 and r3. Received signal 

by antenna one and two can be expressed by equation (2.31), (2.32), (2.33) and (2.34). 

 

                                        0 0 0 1 1 0r h s h s n= + +                                          … (2.31) 

 

                                        * *
1 0 1 1 0 1r h s h s n= + +                                           … (2.32) 

 

                                       2 2 0 3 1 2r h s h s n= + +                                           … (2.33) 

 

                                       * *
3 2 1 3 0 3r h s h s n= − + +                                       … (2.34) 

 

0 1 2, ,n n n , and 3n are independent complex variables representing additive white 

Gaussian noise with zero mean and one-sided power spectral density 0N  

 

2.6.1 Maximum Ratio Combining and Decoding 

 

If the channel fading attenuations ih can be perfectly recovered at the receiver, 

the receiver will use them as the channel state information (CSI) in the decoder. A 

combiner forms the following combined signals represented in equation (2.35) and 

(2.36). 

 

                                   
~

* * * *
1 1 0 0 1 3 2 2 3s h r h r h r h r= − + −                                  … (2.35) 

                                  
~

* * * *
0 0 0 1 1 2 2 3 3s h r h r h r h r= + + +                                   … (2.36) 

 

Substituting ir  from (2.31)-(2.33), in equation (2.35) and (2.36) the combined signals 

can be written as equation (2.37) and (2.38). 
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           ( )~ 2 2 2 2 * * * *
0 0 0 0 1 1 2 2 3 31 2 3 4s h h h h s h n h n h n h n= + + + + + + +        … (2.37) 

          ( )~ 2 2 2 2 * * * *
1 1 0 1 1 0 2 2 3 20 1 2 3s h h h h s h n h n h n h n= + + + + − + − +       … (2.38) 

As the signal 
~

0s depends only on 0s and 
~

1s only on 1s we can decide on 1s and 2s  by 

applying the maximum likelihood rule on 
~

0s  and 
~

1s  separately. These combined 

signals are sent to a maximum likelihood decoder which for each transmitted 

symbol is , i = 1, 2, selects a symbol is
∧

 from the ary signal set such that
~

2 ( , )i id s s
∧

 is 

minimum, where 
~

2 ( , )i id s s
∧

is the Euclidean distance between the two symbols. is
∧

 Is 

the estimate of the transmitted symbol is . The complexity of the decoder is linearly 

proportional to the number of antennas and the transmission rate. 

The code with two antennas was generalized to an arbitrary number of 

transmit antennas by applying the theory of orthogonal designs and is referred to as 

orthogonal space-time block codes (OSTBC). The distinguishing feature of this type 

of OSTBC over other space-time codes is to have a simple maximum likelihood 

decoding algorithm based only on linear processing at the receiver. 

 

2.6.2 Alamouti Schemes for 2×N Structure 

 

Alamouti schemes can be written in simple matrix form. For instance for 2 by 

2 system, received signal at time interval 1t  and 2t  can be expressed in equation 

(2.39). 

 

           
*

0 1 0 1 0 10 1
*

2 3 2 3 2 31 0

r r h h n ns s
r r h h n ns s

⎛ ⎞−⎛ ⎞ ⎛ ⎞ ⎛ ⎞
= × +⎜ ⎟⎜ ⎟ ⎜ ⎟ ⎜ ⎟

⎝ ⎠ ⎝ ⎠ ⎝ ⎠⎝ ⎠
              … (2.39) 

 

 

For the combiner following simple matrix form represented by equation (2.40) can be 

written. 
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Figure 2.17: 2×N MIMO System Using Combiner 
 
 

            

0
** *

10 0 1 2 3
* *

21 0 3 2
1 *

3

r
rs h h h h
rh h h hs
r

−

−

⎛ ⎞
⎛ ⎞ ⎜ ⎟⎛ ⎞⎜ ⎟ ⎜ ⎟= ×⎜ ⎟⎜ ⎟ ⎜ ⎟− −⎜ ⎟ ⎝ ⎠⎝ ⎠ ⎜ ⎟

⎝ ⎠

                               … (2.40) 

Then by applying maximum likelihood detector 0s and 1s can be estimated. In the 

similar way for 2 by 4 systems following matrix form in equation (2.41) for the 

received signal in time interval 1t and 2t can be written. 

          

0 1 0 1 0 1
*

2 3 2 3 2 30 1
*

4 5 4 5 4 51 0

6 7 6 7 6 7

r r h h n n
r r h h n ns s
r r h h n ns s
r r h h n n

⎛ ⎞ ⎛ ⎞ ⎛ ⎞
⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎛ ⎞−⎜ ⎟ ⎜ ⎟ ⎜ ⎟= × +⎜ ⎟⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎝ ⎠⎜ ⎟ ⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠ ⎝ ⎠

               … (2.41)

 

For the combiner, following simple matrix form in equation (2.42) can be defined. 

     

0
*

1

2
*

3* * * *
0 0 1 2 3 4 5 6 7

4* * * *
*1 0 3 2 5 4 7 6

1 5

6

7

r
r
r
r

s h h h h h h h h
r

h h h h h h h hs r
r
r

−

−

⎛ ⎞
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟

⎛ ⎞ ⎜ ⎟⎛ ⎞⎜ ⎟ ⎜ ⎟= ×⎜ ⎟⎜ ⎟ ⎜ ⎟− − − −⎜ ⎟ ⎝ ⎠⎝ ⎠ ⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎝ ⎠

 … (2.42) 
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Then by applying maximum likelihood detector, 0s  and 1s  can be estimated. In the 

similar way for 2 by N system following matrix form in equation (2.43) for the 

received signal in time interval 1t and 2t can be written. 

 

( ) ( ) ( ) ( ) ( ) ( )

0 1 0 1 0 1

2 3 2 3 2 3*
0 1

*
1 0

2 2 2 1 2 2 2 1 2 2 2 1

. . . . . .

. . . . . .

n n n n n n

r r h h n n
r r h h n n

s s
s s

r r h h n n− − − − − −

⎛ ⎞ ⎛ ⎞ ⎛ ⎞
⎜ ⎟ ⎜ ⎟ ⎜ ⎟
⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎛ ⎞−⎜ ⎟ ⎜ ⎟ ⎜ ⎟= × +⎜ ⎟⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎝ ⎠
⎜ ⎟ ⎜ ⎟ ⎜ ⎟
⎜ ⎟ ⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠ ⎝ ⎠ … (2.43) 

For the combiner for 2 by N antenna configuration, shown in equation (2.44)  

 

( ) ( )

( ) ( )

( )

( )

0
*

1

2
*

3* * *
0 1 2 3 2 2 2 10

4* * *
*1 0 3 2 2 1 2 2 51

2 2

2 1

. .

. .

:

n n

n n

n

n

r
r
r
r

h h h h h hs r
h h h h h h rs

r

r

−

− −

−
− −

−

−

⎛ ⎞
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟⎛ ⎞ ⎛ ⎞ ⎜ ⎟⎜ ⎟ ⎜ ⎟= ×⎜ ⎟⎜ ⎟ ⎜ ⎟− − −⎜ ⎟ ⎝ ⎠ ⎜ ⎟⎝ ⎠
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟⎜ ⎟
⎝ ⎠ (2.44)

 

And finally in the same way symbols 0s  and 1s can be detected using maximum 

likelihood detector. 

 

2.7   ADVANTAGE & DISADVANTAGE OF MIMO 
 

2.7.1   Advantages of MIMO 

 

In wireless communications, the objectives are to increase throughput and 

transmission quality. MIMO systems can take advantage of the shortcoming of a 

wireless channel – the multipath- and turn it into an advantage. In MIMO systems, 

random fading and multipath delay spread  can be used to increase throughput. MIMO 

systems offer an increase in capacity without the need to increase bandwidth and/or 

power.  
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Spatial Multiplexing (SM) is a technology that exploits this feature of MIMO 

systems in order to achieve the theoretical capacity limit in practice. Spatial 

Multiplexing uses different transmit antennas which send different signals. The 

signals are multiplexed in the channel and in the receive antennas, and then 

demultiplexed in the receiver. A schematic representation of the SM scheme is given 

in Figure 2.18. 

  

 

Figure 2.18: Schematic Representation of a Basic Spatial Multiplexing 

Scheme with 3 Transmit and 3 Receive Antennas 

 

Apart from improving throughput, MIMO systems can also improve transmission 

quality. Diversity is a technology used in MIMO for this purpose. Multiple antennas 

can be used to minimize the effect of fading caused by multi-path propagation. When 

the antennas at the receive side are adequately spaced, then several copies of the 

transmitted signal are received through different channels and with different fading. 

The probabilities, that all received copies of the transmitted signal are in deep fading, 

can be regarded as small. We can thus deduce that diversity should improve the 

quality of the wireless link. 

 

2.7.2   Disadvantages and Limitations of MIMO 

 

One obvious disadvantage of MIMO is that they contain more antennas: 

MIMO increases complexity, volume, and hardware costs of the system compared to 
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SISO. MIMO systems are not always beneficial knowing that channel conditions 

depend on the radio environment. When there is Line of Sight (LOS), a higher LOS 

strength at receive will result in better performance and capacity in SISO system, 

while in MIMO systems capacity is reduced with higher LOS strength. This is 

because strong contributions from LOS lead to higher correlation among antennas, 

which reduces the advantage of using a MIMO system. 

 

2.8 SUMMARY 

 

This chapter mainly discussed properties of wireless channel by focusing 

various fading channel models, MIMO background, MIMO channel model, SISO, 

SIMO, MISO and MIMO systems with its channel capacity, space time block coding 

technique by exploiting alamouti Scheme. Lastly advantages and disadvantages of 

MIMO systems have been described. 
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CHAPTER-3  

 

CHANNEL ESTIMATION 

 

3.1 INTRODUCTION 

 

A Multiple-Input Multiple-Output (MIMO) communication technology has 

attracted attention in wireless communications, because it offers significant increases 

in data throughput and link range without additional bandwidth or increased transmit 

power. It achieves this goal by spreading the same total transmit power over the 

antennas to achieve an array gain that improves the spectral efficiency (more bits per 

second per hertz of bandwidth) or to achieve a diversity gain that improves the link 

reliability (reduced fading). In wireless communications, channel state information 

(CSI) refers to known channel properties of a communication link. This information 

describes how a signal propagates from the transmitter to the receiver. The CSI makes 

it possible to adapt transmissions to current channel conditions, which is crucial for 

achieving reliable communication with high data rates in MIMO systems. 

Many channel estimation algorithms have been developed in recent years. In 

the literature [6]-[18], MIMO channel estimation methods can be classified into three 

classes:  training based, blind and semi-blind. For pure training based scheme, a long 

training is necessary in order to obtain a reliable channel estimate, which considerably 

reduces system bandwidth efficiency. In Blind methods, no training symbols are used 

and channel state information is acquired by relying on the received signal statistics 

[19]-[25], which achieves high system throughput requiring high computational 

complexity.  Semi-blind channel estimation approaches as a combination of the two 

aforementioned procedures [31]-[37], with few training symbols along with blind 

statistical information. Such techniques can solve the convergence problems and high 

complexity associated with blind estimators. 
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3.2 SYSTEM MODEL 

 

In the following, we discuss a MIMO communication system that consists on 

M transmitter and N receiver antennas (denoted as M ×  N system). At the receiver we 

assume sampling with the period T= 1/B, where B is the signal bandwidth, thus 

preserving the sufficient statistics. The received signal is a spatial vector y(k) given as 

 

( ) ( ) ( ) ( ),knkXkHky +=  ( ) ( ) MNNMN ckHcknckXcky ×∈∈∈∈ )(,)(,,       … (3.1) 

 

Where [ ]1( ) ( )..... ( )
T

MX k x k x k= is the transmitted vector, 
T

N knknkn )]().....([)( 1= is 

the AWGN vector with 
2( [ ( ) ( ) ] ),H

n N NE n k n k Iσ ×= and H(k) is the MIMO channel 

response matrix, all corresponding to the time instance k. We assign index m = 

1,…..,M to denote the transmit antennas, and index n = 1,…..,N to denote the receive 

antennas. Thus, hnm(k) is the n-th row and m-th column element of the matrix H(k). 

Note that it corresponds to a SISO channel response between the transmit antenna m 

and the receive antenna n. xm(k) is the transmitted signal from the m-th transmit 

antenna. The n-th component of the received spatial vector
T

n kykyky )]()....([)( 1=  

(i.e., signal at the receive antenna n) is 

 

          
1

( ) ( ) ( ) ( )
M

n nm m n

m

y k h k x k n k
=

= +∑                     … (3.2) 

 

To perform estimation of the channel response H(k), the receiver uses a pilot 

(training) signal that is a part of the transmitted data. The pilot is sent periodically. 

We consider the transmitted signal to be comprised of two parts: one is the data 

bearing signal and the other is the pilot signal. Within the total transmitted K symbols, 

first L symbols (i.e., signal dimensions) are allocated as pilot (training) symbols per 

transmit antenna and remaining K-LM symbols are data bearing symbols. As a 

common practical solution, it is assumed that the pilot signals assigned to the different 

transmit antennas, are mutually orthogonal. This assumption requires that K≥LM. 
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Consequently we define a K-dimensional temporal vector 

( ) ( )1 .......
T

m m mx x x K =   whose k-th component is xm(k) as 

 

      
1 1

K LM L
d d d p p p

m im im i jm jm jm

i j

Data Pilot

x a d S a d S
−

= =

= +∑ ∑
������� �������

                    … (3.3) 

 

In the above the first sum is the information, i.e., data bearing signal and the second 

corresponds to the pilot signal, corresponding to the transmit antennas. Superscripts 

"d" and "p" denote values assigned to the data and pilot, respectively. 
d

imd is the unit-

variance circularly symmetric complex data symbol. The pilot symbols 

Ljd p

jm ,.....,1, =  are predefined and known at the receiver. We also assume that the 

amplitudes are Aa
d

im = , and P

p

jm Aa = , and they are known at the receiver. Note that the 

amplitudes are identical across the transmit antennas (because we assumed that the 

transmit power is equally distributed across them). Furthermore, 

)).......(1(,)]().....1([ LMKikSSS Td

i

d

i

d

i −== and
Tp

jm

p

jm

p

jm KSSS )]().....1([= , ( Lj ,....,1= , 

and Mm ,.....,1= ) are waveforms, denoted as temporal signatures. The temporal 

signatures are mutually orthogonal.  

As said earlier that the pilot signals are orthogonal between the transmit 

antennas. The indexing and summation limits in (3.3) conform to this assumption, i.e, 

temporal signatures 
p

jmS (j=1,….., L) are uniquely assigned to the transmit antennas. 

In other words, transmit antennas must not use the temporal signatures that are 

assigned as pilots to other antennas and assigned to data, which is consequently 

lowering the achievable data rates. Unlike the pilot temporal signatures, the data 

bearing temporal signatures 
d

iS ( ))(,....,1 LMK −  are reused across the transmit 

antennas, which is an inherent property of MIMO systems, potentially resulting in 

high achievable data rates. Received spatial vector can be described as  

 

       ),())()()(()( knkpkdkHky ++=      MM CkpCkd ∈∈ )(,)(              … (3.4) 
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Where d(k) is the information, i.e., data bearing signal and p(k) is the pilot portion of 

the transmitted spatial signal, at the time instance k. The m-th component of the data 

vector  

[ ]TM kdkdkd )().......()( 1= (i.e., data signal at the transmit antenna) is 

 

                 ∑
−

=

=
LMK

i

d

i

d

im

d

imm kSdakd
1

)()(                     … (3.5) 

 

The m-th component of the pilot vector [ ]TM kpkpkp )().......()( 1= (i.e., pilot signal at 

the transmit antenna) is 

 

              
∑
=

=
L

j

p

jm

p

jm

p

jmm kSdakp
1

)()(                                … (3.6) 

 

Let us now describe the assumed properties of the MIMO channel H (k). The 

channel coherence time is assumed to be greater or equal to KT. This assumption 

approximates the channel to be constant over at least K samples nmnm hkh ≈)(( , 

for Kk ,.....,1= , for all m and n), i.e., approximately constant during the pilot period. 

In the literature, channels with the above property are known as block-fading 

channels. Furthermore, the elements of H are independent identically distributed 

(i.i.d.) random variables, corresponding to highly scattering channels. In general, the 

MIMO propagation measurements and modeling have shown that the elements of H 

are correlated (i.e., not independent). Based on that, the received temporal vector at 

the receiver n, whose k-th component is ( )ny k , which shown in the equation (3.2), is 

       [ ]
1

(1).... ( ) ,
M

T

n n n nm m n

m

r y y K h x n
=

= = +∑  
K

n Cr ∈                   … (3.7) 

 

Where [ ]Tnnn Knnn )()....1(=  and 
2H

n n n K KE n n Iσ ×  =   
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3.2.1 Simplified Form for System Model 

 

 

 

 

Figure 3.1: Schematic Representation of a MIMO Frame 

 

The MIMO wireless system can be represented as a matrix wireless channel. 

Let ∈)(kX d

1MC ×  be the thk  transmitted MIMO symbol vector. This vector )(kX d
is 

given as, 

     

                                                                                                      

                                           … (3.8) 

 

Where ),(, kX jd  1 j M≤ ≤  is the symbol transmitted from the thj transmit antenna.  

Similarly, the receive symbol vector )(kyd is given as, 

 

 

           … (3.9) 

 

 

Where ),(, ky id 1 i N≤ ≤ is the received signal at the thi receive antenna. In a flat-fading 

MIMO system (where symbol duration is much greater than the multipath delay 

spread of the channel), the input-output system model at each receive antenna can be 

expressed as 
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                       … (3.10) 

 

Here )(kiη is the noise added at the thi receiver. This can be represented in matrix 

form as 

  

                                  
)()()( kkHXky dd η+=
                  … (3.11) 

 

Where the matrix N MH C ×∈ represents the MIMO channel. This matrix H is given as, 

 

                                                    

11 12 1

21 22 2

1 2

M

M

N N NM

h h h

h h h
H

h h h

 
 
 =
 
 
 

⋯

⋯

⋮ ⋮ ⋱ ⋮

⋯

     … (3.12) 

 

 The coefficients hi,j represents the flat fading channel between i
th
 receiver and j

th
 

transmitter. Knowledge of this channel matrix is necessary for detection of the 

transmitted symbols )(kX d . Hence, it is necessary to estimate the channel matrix H. 

This procedure of estimating H is known as channel estimation. This channel estimate 

can either be employed at the receiver for detection or feedback to the transmitter for 

transmit precoding and beam forming.  

 

3.3 ESTIMATION PHILOSOPHIES 

3.3.1 Pilot based Estimation 

 

The most commonly employed channel estimation scheme is pilot (training) 

based channel estimation. In this scheme, pilot symbols are used with information 

symbols in the transmission frame shown in figure 3.1.  These pilots are fixed set of 

symbols which are known at the receiver and from the received output of pilot 

symbols, estimation of MIMO channel can be performed which further employed for 

detection of the information symbols transmitted subsequently. This scheme has 

, , ,

1

( ) ( ) ( )
M

d i i j d j i

j

y k h X k kη
=

= +∑
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benefit of robust estimate and low computational complexity, however drawback of 

this scheme is pilot symbols themselves carry no information hence overhead on 

communication system and results in wastage of bandwidth hence this scheme is 

“bandwidth inefficient”. Various pilot based channel estimation techniques like Least 

Square (LS), Minimum Mean Square Error (MMSE), Maximum Likelihood (ML), 

and Maximum a-Posteriori (MAP) etc. can be employed for channel estimation.     

 

3.3.2 Blind Estimation    

    

 

 

 

 

 

 

 

Figure 3.2: Pictorial Representation of Pilot Vs Blind Tradeoff 

Blind channel estimation does not require pilot symbols to estimate a channel 

hence this scheme is “bandwidth efficient”. In this scheme channel can be estimated 

using statistical knowledge of received output symbols. For the case, if the transmitter 

employs a symmetric transmit constellation with equal priori probabilities (as is the 

case frequently), then the received symbol stream has a statistical mean of zero. 

Further, with knowledge of the covariance of the input information symbols, the 

computed covariance of the output information symbols can be employed to estimate 

at least part of the channel. Thus, statistical information provides a viable means to 

estimate the channel. This scheme is computationally complex and having some 

convergence problems. Thus blind schemes while being extremely bandwidth 

efficient are unattractive to implement in wireless systems where robustness of the 

      Decreasing BW 

  Simplicity / Robustness 

Increasing BW and      

complexity 
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estimate and computational complexity are critical.   A widely studied blind 

estimation technique is the subspace method using second order statistics (SOS) 

[25],[27]. In the subspace method, the autocorrelation matrix of the received signal is 

decomposed into the signal and noise subspaces. Due to the orthogonally of the noise 

and signal subspace, the channel estimates can be calculated based on the noise 

subspace. More importantly, the decomposition of the autocorrelation function via 

eigenvalue decomposition (EVD) or singular value decomposition (SVD) is used. 

Further other matrix decomposition techniques can be preferred like QR 

decomposition which restricts direct matrix inversions and convert full rank channel 

matrix in to simpler form hence it’s having low complexity. 

 

3.3.3 Semi-Blind Philosophy 

 

This scheme employs combination of both pilot channel estimation and blind 

channel estimation to take the advantage of low complexity with robustness by using 

limited number of pilot symbols and bandwidth efficiency by using statistical blind 

information.  Thus, as seen above, there is an inherent complexity and robustness vs. 

bandwidth efficiency tradeoff in pilot and blind estimation schemes as shown in fig 

(3.2). The development of such a scheme is motivated for the following reason. Given 

a certain amount of pilot information, the quality of the channel estimate is enhanced 

by employing statistical information to aid the estimation process, or in other words, 

minimize the number of pilot symbols transmitted by employing statistical 

information to improve the nature of the channel estimate, thereby increasing the 

bandwidth efficiency. 

 

3.4 CHANNEL ESTIMATION TECHNIQUES 

 

The performance boost brought by MIMO systems mainly attributes to the 

space-time techniques which aimed to compensate the channel effects at both 

transmission and detection phase. Channel state information generated by the channel 

estimation module, is either sent into the detection block or fed back to the transmitter 
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side to construct beam forming weight vector. Methods of channel estimation in 

MIMO systems are discussed here briefly. 

Basically, methods of channel estimation can be classified as follows: 

• From the view of estimation theory, there are  

– Least Square (LS) Estimation 

– Minimum Mean Square Error (MMSE) Estimation 

– Maximum a-Posteriori (MAP) Estimation 

• Due to the different pilot-symbol arrangements, there are 

– Estimator with Block-Type Pilot (Training Based) 

– Estimator with Comb-Type Pilot (Pilot Symbol Aided Modulation) 

 

3.4.1 LS and MMSE 

 

Estimation theory is a branch of statistical signal processing. It deals with a 

problem of estimating parameters based on the measured data. The purpose of the 

estimation theory is to develop an estimator, preferably an implementable one that can 

be used in practice. The estimator takes the measurement data as inputs and produces 

estimated values of the parameters.  

Thus the system equation from equation (3.11) can be written as 

 

     Y XH η= +        … (3.13) 

 

Now considering channel matrix h, we can rewrite following equation as 

 

                                       Y Xh η= +                                … (3.14) 

 

By examining (3.13) and (3.14), both of them are linear equations. H and h are 

unknown vectors. X is the known matrix. Y is the measurement matrix for both. There 
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are two estimators mainly used for the problem of channel estimation, namely Least 

Squares (LS) and Minimum Mean Square Error (MMSE) channel estimators. 

 

3.4.1.1 Least-Squares (LS) Channel Estimation 

 

With reference to equation (3.14), the channel estimation is to find a solution 

^

h  for the equation
^

X h Y≈ . In Least Square, minimization of the Euclidean norm 

squared of the residual
^

X h Y− , is to be performed 

 

2
^

arg min
h

X h Y−
 

2

( )

H

X h Y X h Y X h Y
∧ ∧ ∧ − = − − 

 
 

^
H H

H H
X h X h Y X h X h Y Y Y

∧ ∧ ∧     = − − +     
       

The minimum is found at the zero of the derivative with respect to
^

h , then 

 

2 2 0H HX X h X Y
∧

− =                 
^

H HX X h X Y⇒ =  

Therefore, 

^

h  will be given by 

( )
^ 1

†H Hh X X X Y X Y
−

= =                                  … (3.15) 

Under the condition that the X has full column rank. The term ( ) 1
H HX X X

−

is called 

pseudo-inverse of matrix X, sometimes denoted by X
†
.     

      

3.4.1.2 Minimum Mean Square Error (MMSE) Channel Estimation 

 

MMSE estimator aims to approach optimal result by exploiting the statistical 

dependence between the measured data and the estimated parameters.  (3.14) is 

chosen to be an example, where h is to be estimated.  
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Figure 3.3: Block Diagram of a Noise-Corrupted System with MMSE Estimation 

 

On purpose of minimizing the Mean Square Error (MSE) ])[( 2
^

MMSEhhE − , the 

estimated channel impulse response can be given as 

 

YRRh YYhY

1
^

−=
        … (3.16) 

 

Where RhY, RYY are the cross covariance matrices between h and Y and the auto-

covariance matrix of Y. 

[ ( ) ]
H H H

hY hhR E hY E h Xh R Xη = = + =                      … (3.17)
 

[ ] [( )( ) ]H H

YYR E YY E Xh Xhη η= = + +  

[ ( ) ( ) ]H H H HE Xh Xh Xh Xhη η ηη= + + +  

2H

hh nXR X Iσ= +
                                                   … (3.18) 

][ H

hh hhER =  is the auto-covariance matrix of h and 
2

nσ  denotes the noise 

variance [ ]HE ηη . These two quantities are assumed to be known at the estimator. 

Then 3.18 can be rewritten as 

 

Channel 

Estimator 

Multi Path 

Channel 

Receiver 

Filter 

MMSE 

Detector 

Noise 

Signal 

Source 
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^
2 1( )H H

hh hh nh R X XR X I Yσ −= +
                            …  (3.19) 

 

3.4.1.3 Maximum A Posteriori (MAP) Channel Estimation 

 

MAP channel estimation requires knowledge of the training sequence, the 

channel covariance, and the noise covariance at the receiver. The same system model 

described for LS estimation applies to MAP estimation. The MAP estimate for the 

channel matrix maximizes the a posteriori probability density function p(H|Y,X) with 

respect to H. The MAP estimate for H satisfy 

 

^

( ( , )) 0MAPH HLn p H Y X
H

=
∂

=
∂                            … (3.20)

 

 

By using Bayes’ identity solving equation yields 

 

p(Y H ,X)p(H,X)
p(H Y ,X)=

p(Y X )
 

                                           

^
H -1 -1 H -1

MAP n H nH =(X C X +C ) X C Y
                         … (3.21) 

 

Where noise covariance [ ]H
nC = R = Eηη ηη  and channel covariance 

H
H HHC = R = E[HH ]  

For independent Rayleigh Fading channels, CH can be approximated as an identity 

matrix.  

  

3.4.2 Block-Type Pilot vs. Comb-Type Pilot 

                                                                                                                                                                                                       

One of the crucial parts of channel estimation is how to design the pilot 

symbols which will be agreed to both sides of the transmission. Basically, pilot tones 

can be inserted either into all of the sub-carriers of blocks periodically or a subset of 

sub-carriers of each block. 
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The first one, channel estimation with block-type pilot, sometimes also 

mentioned as training based, has been developed under the assumption of slow fading 

channel. The second, comb-type pilot channel estimation is introduced to satisfy the 

need for equalizing when the channel changes even from one block to the subsequent 

one. 

3.4.2.1 Estimation with Block-Type Pilot 

 

Figure 3.4 illustrate the block-type pilot that a continuous pilot blocks to 

obtain channel impulse response on all sub-carriers. The length of the training block is 

fixed to the number of sub-carriers in the block. Estimation is fulfilled over each 

period of channel coherence time Tc, which is a statistical measure of the time 

duration over the channel impulse response is essentially invariant. It is assumed that 

the channel is flat block-fading when block-type pilot is employed.  

 

 

Figure 3.4: Block-type Pilot 

 

3.4.2.2 Estimation with Comb-Type Pilot 

 

Comb-type pilot channel estimation is introduced to handle the situation that 

the channel changes even from one block to the subsequent one. It is performed by 

inserting pilot symbols into a subset of the sub-carriers of each block as in Figure 3.5 

or some of the blocks periodically (Figure 3.6). 
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Figure 3.5: Comb Type Pilot 

 

Figure 3.6: Pilot Tones in Two Dimensions 

Estimation is done upon these known sub-carriers. The other tones are handled 

by interpolation. Such a scheme that multiplexing pilot symbols with data is referred 

to as Pilot-Symbol-Aided-Modulation (PSAM), giving the corresponding channel 

estimator named as Pilot-Symbol-Aided (PSA) estimator. By periodically inserting 

pilots in the time-frequency grid such that sampling theorem is satisfied, the channel 

response can be reconstructed by exploiting the correlation of the received signal in 

frequency and time. In wireless communication, small-scale channel fading can be 

characterized in both dimensions of frequency and time. Let maxτ  and maxf  be the 

maximum delay spread and Doppler frequency, and Df and Dt be the pilot spacing in 
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frequency and time domain, they must satisfy 1
max ≤

T

D fτ
 and 2/1max ≤TsymDTf . T 

and Tsym are the symbol duration without and with the guard interval. Two times 

oversampling has a good compromise between pilot overhead and performance.  

 

3.5 SUMMARY 

 

This chapter mainly focused on basic MIMO system model, different channel 

estimation philosophies like training based channel estimation, blind channel 

estimation and semi-blind channel estimation techniques. Further basic training (pilot) 

based channel estimation techniques like Least Square (LS), Minimum Mean Square 

Error (MMSE) channel estimation and Maximum a-Posteriori (MAP) channel 

estimation were discussed. 
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CHAPTER-4 
  

PROPOSED SEMI-BLIND CHANNEL ESTIMATION 

TECHNIQUES 

  
4.1 INTRODCUTION 

 

MIMO and smart antenna systems are widely being studied for employment in 

current and upcoming wireless communication systems. Smart antenna systems, 

which are built with multiple antennas on receive or transmit side, offer a variety of 

gains such as improved SNR due to diversity of reception or transmission and also 

enhanced signal quality from interference suppression. In addition to these, MIMO 

systems also provide the additional advantage of increased data communication rates 

for the same SNR by using the multiple spatial multiplexing modes available for 

communication. 

As the number of data channels increases in MIMO systems, the number of 

associated training streams for the estimation of the channel coefficients increases 

proportionately hence reduction in spectral efficiency. Moreover, such pilot based 

techniques tend not to use the statistical information available in unknown data 

symbols to improve channel estimates. The MIMO channel estimation problem is 

further complicated because, as the diversity of the MIMO system increases, the SNR 

(per bit) required to achieve the same system performance (in terms of BER) 

decreases [1]. There is requirement of robust channel estimation techniques which use 

both training and blind data completely. Semi-blind techniques can potentially 

enhance the quality of such estimates by making a more complete use of available 

data. Overhead costs can be reduced by achieving training based estimation quality 

for smaller training symbol pay loads. With a few known training symbols along with 

blind statistical information, such techniques can avoid the convergence problems 

associated with completely blind techniques.  
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4.2 SYSTEM MODEL 

 

Consider a flat fading MIMO channel matrix N MH C ×∈ where M is the 

number of transmit antennas and N is the number of receive antennas in the system, 

and each ijh represents the flat-fading channel coefficient between the thi receiver and 

thj transmitter. Denoting the complex received data by 1NY C ×∈ , the equivalent base-

band system can be modeled as 

 

                                                  ( ) ( ) ( )Y k HX k kη= +                                       … (4.1) 

 

                             Where   

11 12 1

21 22 2

1 2

M

M

N N NM

h h h
h h h

H

h h h

⎡ ⎤
⎢ ⎥
⎢ ⎥=
⎢ ⎥
⎢ ⎥
⎣ ⎦

"
"

# # % #
"                                     … (4.2 ) 

 
k  Represents the time instant, 1MX C ×∈ is the complex transmitted symbol vector. η  

is additive white Gaussian noise such that 2{ ( ) ( ) } ( , )H
nk l k l Iη η δ σΕ = where 

( , ) 1k lδ = if 1k = and 0 otherwise. Also, the sources are assumed to be spatially and 

temporally independent with identical source power 
2
sσ i.e. 2{ ( ) ( ) } ( , )H

sX k X l k l Iδ σΕ = . The signal to noise ratio (SNR) of operation is 

defined as 
2

2
s

n

σ
σ  

. Assume that the channel has been used for a total of K symbol 

transmissions. Out of these K transmissions, the first L symbols are known training 

symbols Xp, stacking symbols we have Xp =[ X1, X2,…,XL] where M L
pX C ×∈ and its 

corresponding output N L
pY C ×∈ is received training output. Further remaining K - L 

are blind data symbols Xb and their corresponding output Yb, where M K L
bX C × −∈  

and N K L
bY C × −∈ . 

 
H can be exclusively estimated using only training symbols as a 
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( )
^ 1H H

p p p pTH Y X X X
−

=                                                  … (4.3) 

It is very easy to implement but results in poor usages of available bandwidth since 

training symbols contains no information. In the alternative, H may be estimated 

using blind data without any training symbols, means L = 0 and only Yb is available. 

This is very efficient usages of bandwidth but blind methods which uses second order 

statics and higher order statistics having poor convergence speed and high 

computational complexity. Hence semi-blind channel estimation techniques, which 

require few amounts of training symbols and blind data symbols, could be very 

attractive solution for it. 

First matrix decomposition based SVD-OPML semi-blind channel estimation 

technique is discussed [38],[40],[44]. In that semi-blind technique, blind estimation is 

performed using second order statistics (SOS) of received output data by 

decomposing autocorrelation matrix of output data using Singular Value 

Decomposition (SVD) and training (pilot) based estimation is performed using 

Orthogonal Pilot Maximum Likelihood (OPML) algorithm. Then after SVD-ROML 

semi-blind channel estimation technique is discussed [44]. In that semi-blind 

technique, blind channel estimation is performed same as above technique and for 

training based estimation, Rotation Optimization Maximal Likelihood (ROML) based 

estimator is used. Both techniques are discussed below. 

 

4.3 SVD-OPML BASED SEMI-BLIND CHANNEL ESTIMATION 

 

Now consider a MIMO channel N MH C ×∈ which has at least as many receive 

antennas as transmit antennas i.e. N M≥ .Then, the channel matrix H can be 

decomposed as HH WQ= where N MW C ×∈ is also known as the whitening matrix 

and M MQ C ×∈ , termed as the rotation matrix, that is unitary i.e. H HQ Q QQ I= =  as 

shown in [44], the matrix W can be estimated from the autocorrelation matrix of 

received data  alone. The pilot information can be employed to exclusively estimate 

the rotation matrix Q .  
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This semi-blind estimation procedure is also termed as a Whitening-Rotation 

(WR) scheme. Output autocorrelation matrix can be described as  

 

                                                     
2[ ] ( )H H

YY b b b b nR E Y Y HX HX Iσ= = +
                                     … (4.4) 

 

The auto covariance matrix of blind symbols denoted as 

                              

                                        
2{ ( ) ( ) } ( , )H

b b sX k X l k l Iδ σΕ =                                     … (4.5) 

 

And normalized source power is given by 

 

                                                                                2 1sσ =                                                        … (4.6) 

  

So equation further simplified as 

 

                                                                   
2H

YY nR HH Iσ= +
                                                         … (4.7) 

Further                                      2H
YY YYnHH R I Rσ= − = �                                          … (4.8) 

 

Consider identical Gaussian noise power is know to us and Let the Singular Value 

Decomposition (SVD) of YYR�  be given as 2 HU U∑ ,  where U and HU  are unitary 

matrices (rotation matrices) and ∑ is diagonal matrix (scaling matrix). A possible 

choice for W is given by W U= ∑ and we assume this specific choice in the rest of the 

work. Now list of potential assumptions are employed as appropriate in subsequent 

parts of the work. 

 

Assumption A.   N MW C ×∈ is perfectly known at the output. 

Assumption B. M L
pX C ×∈ is orthogonal i.e. 2H

p p s M MX X LIσ ×=  

Assumption A is reasonable if we assume the transmission of a long data 
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 stream (K → ∞) from which W can be estimated with considerable accuracy and 

Assumption B can be easily achieved by using an integer orthogonal structure such as 

the Hadamard matrix. 

 

Hence blind channel estimation can be found as  

 

                                                                       W U= ∑                                                               … (4.9) 

 

Now training based channel estimation can be found using orthogonal pilot maximum 

likelihood algorithm, as an optimal estimation 

 

Orthogonal Pilot Maximum Likelihood (OPML) estimator 

Q
∧

: N LC S× → , where Q
∧

the constrained ML estimator of is Q  and S is the 

manifold of M х M unitary matrices, which is obtained by minimizing the likelihood 

function 

 

                                            
2H

p p
F

Y WQ X− Such that HQQ I=                      … (4.10) 

 

Further 

                 
2

( ) ( ) 2 (( ) )H H H H H H
p p p p p p

F
Y WQ X tr Y Y tr WW tr Q X W Y− = + −        … (4.11) 

  

Where QQH  = XpXp
H = I, so the above equation is to maximize the trace of  

 

                                                                  2 (( ) )H H H
p ptr Q X W Y                                             … (4.12) 

 

Such as ( )H H H
p pQ X Q X I= is assumed to simplify above equation. 

If  XpXp
H = I, then cost minimizing function Q̂ in above equation is given as SVD of 

Ms , where H H
p pMs W Y X=  . SVD of Ms  is shown below [36]. 
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              ˆ H
Ms MsQ V U= Where ( ) ( )H H H

Ms p pMs MsU V SVD W Y X SVD Ms∑ = =              … (4.13) 

 

This procedure employs assumption B. (orthogonal pilot), which termed as the OPML 

estimator. The above expression yields a closed form expression for the computation 

of Q̂ , the ML estimate ofQ . The channel matrix H is then estimated using blind and 

training based technique as 

 

                                                                  ˆˆ HH WQ=                                                                … (4.14) 

 

4.4 SVD-ROML BASED SEMI-BLIND CHANNEL ESTIMATION 

 

In this method, blind estimation of channel is performed using same way as 

performed in above technique. So W is calculated using SVD decomposition of 

autocorrelation matrix of received output data. Now training based estimating of 

channel is performed using Rotation Optimization Maximum Likelihood (ROML) 

based suboptimal technique, which is shown below. 

 

Rotation Optimization Maximum Likelihood (ROML) based Semi-Blind Channel 

Estimation: 

Here proposed a simplistic ROML procedure for the sub-optimal estimation 

ofQ . The first step is to construct modified cost function as 

 
2~

min - H
p P

Q
W Y Q X                               Where HQQ I=  

pY W Y=
∼ ∼

 Is the whitening pre-equalized data. Several choices can then be considered 

for the pre-equalization filter W
∼

. A robust MMSE pre-filter is given as 

 

                                       MMSEW
∼

2 2 2 1( )H H
s s nW WW Iσ σ σ −= +                          … (4.15) 

And Zero Forcing (ZF) equalizer is given as 
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                                                    †
ZFW W=�  Where † 1( )H HW W W W−=                 … (4.16) 

 

However ZF is suitable for noise enhancement so it’s better to use MMSE pre-filter 

Further 

 
2

(( )( ) ) (( )( ) ) 2 (( ) )H H H H H H H
p p p p p p p p

F
WY Q X tr WY WY tr Q X Q X tr Q X WY− = + −� � � �

 

                                                                                                                        … (4.17) 

Where QQH  = XpXp
H = I. 

So the above equation is to maximize the trace of 2 (( ) )H H
p ptr Q X WY�  such as 

( )H H H
p pQ X Q X I= is assumed to simplify above equation. 

If  XpXp
H = I , then cost minimizing function Q̂ in above equation is given as SVD of 

qM ,where is given as below 

 

                                                         H
q p pM WY X= �                                                                … (4.18) 

 

 SVD of Mq  is shown below. 

 

             ˆ H
Mq MqQ V U= Where ( ) ( )H H

p p qMq Mq MqU V SVD WY X SVD M∑ = =�             … (4.19) 

 

The channel matrix H is then estimated as  

 

                                                                           ˆˆ HH WQ=                                                    … (4.20) 
 

Now semi-blind techniques explained above demonstrate good performance 

compare to training based channel estimation techniques and they are less 

computationally complex because they don’t require direct matrix inversion 

operations. Still some complexity is due to SVD decomposition of matrix so there is 
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requirement to propose matrix decomposition based novel semi-blind channel 

estimation technique(s) which are less complex and outperform others by giving near 

optimal performance. 

 

4.5 PROPOSED NOVEL SEMI-BLIND CHANNEL ESTIMATION 

TECHNIQUES 

4.5.1 Joint Channel Estimation and Data Detection QR-NEW (Proposed 

Technique-I) 

 

This novel technique based on joint channel and data estimation using QR- 

decomposition algorithm. Let pX is pilot (training) and their corresponding output 

is pY , so initial channel estimation is calculated using pilot (training) data only using 

QR decomposition. Minimizing the norm square error function of equation (4.1) 

 

                                                       
ˆ

p pY HXε = −                                             … (4.21) 

 

To avoid matrix inversion, directly apply QR decomposition to the error function and 

estimate initial channel using following steps. 

1. ˆ
p pY HXε = −  and if ˆ0 p pY HXε = ⇒ =                                         …  (4.22) 

2. Decompose pX  into, hermitian matrix pQ  and upper triangular matrix pR  

using QR decomposition algorithm. 

 

ˆ ˆ
0

p
p p p

R
Y HX HQ

⎡ ⎤
= = ⎢ ⎥

⎣ ⎦                                   … (4.23) 

 

Where H
p pQ Q I= due to hermitian property multiply both sides by H

pQ  therefore, 

 

                                              
ˆ

0
p H

p p

R
H Y Q
⎡ ⎤

=⎢ ⎥
⎣ ⎦                                      

… (4.24) 
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Then Ĥ   is estimated by solving above equation using back substitution method and 

that is channel estimation using pilot symbols Xp. so that ˆ ˆTSH H=   

From that ˆTSH ,estimated blind data can be found as 

 

                                             
1ˆ ˆ ˆ( )H H

TS TS TSbest bX H H H Y−=                               … (4.25) 

 

Where bY  is received output data. Now perform same procedure to minimize norm 

square error function. 

                                        
ˆFb bestY H Xε = − , so ˆ0 Fb bestY H Xε = ⇒ =           … (4.26) 

 

Decompose bestX  into, hermitian matrix bQ  and upper triangular matrix bR  using QR 

decomposition algorithm. 

 

                                                        
ˆ

0
b

Fb b

R
Y H Q

⎡ ⎤
= ⎢ ⎥

⎣ ⎦                                        … (4.27) 

 

Now H
b bQ Q I= , multiplying both side, therefore 

 

                                                     
ˆ

0
b H

F b b

R
H Y Q

⎡ ⎤
=⎢ ⎥

⎣ ⎦                                             
… (4.28) 

 

Final channel estimation ˆFH  is estimated form above equation using back substitution 

method. 
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4.5.2 Householder QR-OPML (Proposed Technique-II) 

 

A novel algorithm is proposed and studied for QR decomposition-based 

scheme in the context of semi-blind Multi-Input Multi-Output (MIMO) channel 

estimation. Specifically, the flat-fading MIMO channel matrix H can be decomposed 

as an upper triangular matrix R and a unitary rotation matrix Q. The matrix R is 

estimated blindly from only received data by using orthogonal matrix 

triangularization based Householder QR decomposition while the optimum rotation 

matrix Q is estimated exclusively from training symbols based OPML (Orthogonal 

Pilot ML Estimator) technique. 

 

Blind Estimation of R 

 

Output autocorrelation matrix can be described as 

 

                                                  
2[ ] ( )H H

YY b b b b nR E Y Y HX HX Iσ= = +
                                 … (4.29)        

   

We know that covariance matrix of blind symbols denoted as 

 

                                             
2{ ( ) ( ) } ( , )H

b b sX k X l k l Iδ σΕ =                              … (4.30) 

  

And normalized source power is given by 

 

                                                                                     2 1sσ =                                                 … (4.31) 

  

So equation further simplified as 

                                                                              
2H

YY nR HH Iσ= +
                                           … (4.32) 

Further                                         2H
YY YYnHH R I Rσ= − = �                                    … (4.33) 
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Now apply Householder transformation to received output autocorrelation matrix YYR� . 

In the Householder approach, series of reflection matrix is applied to matrix YYR�   

column by column to annihilate the lower triangular elements. 

 

The reflection transformations are ortho-normal matrices that can be written as 

 

                                                      ( )HA I VVβ= +                                         … (4.34) 

 

Where V is the Householder vector and 2

2
β=-2 V  

For the matrix YYR�  to annihilate the lower elements of the k-th column the A k is 

 

Constructed as follows: 

1. Let V equal the k-th column of YYR�  

2. Update V by  
2

+YY YYV R R ϕ= � �  where ψ= [1, 0, 0, 0, 0]T 

3. Determine β  equal to 2

2
β=-2 V  

4. kA is calculated as ( )HA I VVβ= +  

 

The from the above steps are pre-multiplied by YYR�  sequentially as follows 

 

                                                    
, ..., 1

R
=

0
n YYA A R

⎡ ⎤
⎢ ⎥
⎣ ⎦

�
                                        

… (4.35) 

 

Where, R is an n n×  upper triangular matrix, 0 is a null matrix, and the sequences of 

reflection matrices form the complex transpose of the orthogonal matrix QH,   where 

QH, =An… A1. Further unitary rotation matrix Q will be estimated exclusively using 

training sequence based on OPML algorithm which is given below 
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Orthogonal Pilot ML (OPML) estimator 

 

As it is known that, channel matrix H can be decomposed using QR 

decomposition as shown below 

 

                                                                HH RQ=                                                               … (4.36) 

 

Here R is estimated blindly using Householder transformation of output 

autocorrelation matrix. Now estimation of unitary rotation matrix Q using training 

input Xp and its output Yp is performed using OPML algorithm. 

 

Q
∧

: N LC S× → , where Q
∧

 the constrained ML estimator of is Q  and S is the manifold 

of M х M unitary matrices, which is obtained by minimizing the likelihood function 

 
2H

p p
F

Y RQ X− Such that HQQ I=                         … (4.37) 

 

Further 

 

                     
2

( ) ( ) 2 (( ) )H H H H H H
p p p p p p

F
Y RQ X tr Y Y tr RR tr Q X R Y− = + −      … (4.38) 

  

Where QQH  = XpXp
H = I.  

so the above equation is to maximize the trace of 2 (( ) )H H H
p ptr Q X R Y  

 

Such as ( )H H H
p pQ X Q X I= is assumed to simplify above equation where I is identity 

matrix. 

If  XpXp
H = I, then cost minimizing function Q̂ in above equation is given as SVD of 

QM , where H H
Q p pM R Y X= .  
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SVD of QM  is shown below. 

 

                                                                        ˆ H
MQ MQQ V U=                                                … (4.39) 

 

Where ( ) ( )H H H
p p QMQ MQ MQU V SVD R Y X SVD M∑ = =      … (4.40) 

 

The above expression thus yields a closed form expression for the computation 

of Q̂ .The channel matrix H is then estimated as  

 

ˆˆ HH RQ=                                                               … (4.41) 

 

Above technique uses Householder QR decomposition which having low 

computational complexity compare to others. 

 

4.5.3 Householder QR-OPML-NEW (Proposed Technique-III) 

 

The main steps of this novel joint semi-blind channel and data estimation technique 

as follows; 

 

Step 1: First phase of semi-blind channel estimation is performed using proposed 

technique-II. 

 

Step 2: Given channel knowledge (estimate), find error covariance matrix of 

estimated      channel. 

 

Step 3: In second phase of channel estimation, new pilot symbols are generated 

using error covariance matrix of estimated channel and conventional orthogonal 

pilots, further that apply to OPML algorithm and re-estimate channel as final 

channel estimation. 

 

 



Chapter 4                                                                Proposed Semi-Blind Channel Estimation Techniques                             

 

Page 68 

 

This technique is extended version of proposed technique II. We find the semi-blind 

channel estimation as per above technique 

 

                                                                 ˆˆ H
estH RQ=                                                            … (4.42) 

 

Now estimation error is related to error caused by the estimated Q̂ .This error is due to 

noise embedded in  QM  (refer 4.40), as shown by 

                                                                       H H
Q p pM R Y X=                                              … (4.43) 

                                                                 ( )H H
p pR HX Xη= +                                            … (4.44) 

                                                               H H H H
p p pR HX X R Xη= +                                    … (4.45) 

 

We know that H
p pX X I=  and HH RQ= , hence  

 

                                                                  H H H
Q pM R H R Xη= +                                      … (4.46)                         

                                                              H H H H
pR RQ R Xη= +                                            … (4.47) 

                                                            

Q

H H H H
p

Noise
M

R RQ R Xη
∧

= +��	�
��	�
                                            … (4.48) 

Now first factor H HR RQ  is  QM
∧

 , error can be calculated as e = QM
∧

‐ QM  hence error 

covariance is given as 

 

                                                                    ( )He E eeℜ =                                                     … (4.49) 

                                                              ( ( ) )H H H H H
p pE R X R Xη η=                                 … (4.50) 

                                                              ( )H H H
p pE R RX X ηη=                                          … (4.51)                  

                                                                   2 ( )H
ne E R Rσℜ =                                               … (4.52) 

 

Further we know that HH RQ= , hence 
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( ) ( ) ( ) ( )H H H H H HE H H E R Q RQ E R RQ Q E R R= = =  Since HQ Q I=  

                                                         2 ( )H
ne E H Hσℜ =                                                        … (4.53) 

 

Now from above analysis, error covariance factor of estimated channel that minimizes 

given cost function 
2ˆarg min estE H H− can be described as  

 
2 ˆ( )H

h estne E H Hσℜ =                                             … (4.54) 

 

Further using error covariance factor, new pilot symbols are derived as 

 

                                            ( )pnew h PX e X= ℜ                                                    … (4.55) 

 

Where PX  are conventional orthogonal pilot (training) symbols and pnewX  are newly 

generated pilot symbols from error covariance factor and conventional orthogonal 

pilot symbols. 

As we know that PY  is received training output and again perform OPML algorithm 

to minimize given cost function represented as 

 
2H

P b pnew
F

Y RQ X−
   

Such that H
b bQ Q I=             … (4.56) 

 

Further  

 

                
2

( ) ( ) 2 (( ) )H H H H H H
p b pnew p p b pnew p

F
Y RQ X tr Y Y tr RR tr Q X R Y− = + −   … (4.57) 

 

So the above equation is to maximize the trace of  

 

                                                                 2 (( ) )H H H
b pnew ptr Q X R Y                                     … (4.58) 

Such as ( )H H H
b pnew b pnewQ X Q X I= is assumed to simplify above equation. 
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Further cost minimizing function bQ in above equation is given as SVD of QnewM , 

where H H
Qnew p pnewM R Y X=  .  SVD of QnewM  is shown below. 

 

ˆ H
b MQnew MQnewQ V U= Where ( ) ( )H H H

p pnew QnewMQnew MQnew MQnewU V SVD R Y X SVD M∑ = = … 

(4.59) 

 The above expression thus yields a closed form expression for the computation of. 

The final channel matrix H is then estimated as  

 

ˆˆ H
bH RQ=                                                                      … (4.60) 

 

4.5.4 Householder QR-OPML- Joint Semi-Blind Channel Estimation and 

Data Detection (JSBCDE) (Proposed Technique-IV) 

 

The main steps of this novel joint semi-blind channel and data estimation technique 

as follows; 

Step 1: First phase of semi-blind channel estimation is performed using proposed 

technique-II. 

 

Step 2: Given channel knowledge (estimate) and received output, perform data    

detection. 

 

Step 3: In second phase of channel estimation, new pilot symbols are generated 

using error covariance matrix of estimated data and conventional orthogonal pilots, 

further that apply to OPML algorithm and re-estimate channel as final channel 

estimation. 

 

This technique is further extended version of proposed technique II. In that joint semi-

blind channel and data estimation is performed. First the semi-blind channel 

estimation is found as per proposed technique II 
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                                                                            ˆˆ H
estH RQ=                                                 … (4.61) 

 

From that channel estimation and received output, estimated data is found as  

 
† 1ˆ ˆ ˆ ˆ( )H H

est est est estbesti b bX H Y H H H Y−= =                              … (4.62) 

 

Further from that estimated data, new channel estimation using error covariance 

matrix of estimated data is performed. Now the error covariance factor of estimated 

data ieℜ   is derived from the cost function 

 
2arg min b bestiE X X−                                                    … (4.63) 

                                                       
2† †ˆarg min estb bE H Y H Y= −                                    … (4.64) 

 

So from error analysis presented in above section, error covariance factor of estimated 

data can be described as 

 
2 ( )H

i b bestine E X Xσℜ =                                                          … (4.65) 

 

Further using error covariance factor, new pilot symbols are derived as 

 

( )pnewi i PX e X= ℜ                                            … (4.66) 

 

Where PX  are conventional orthogonal pilot (training) symbols and pnewiX  are newly 

generated pilot symbols, which are derived from error covariance factor of estimated 

data and conventional orthogonal pilot sequences. 

 

As we know that PY  is received training output and again perform OPML algorithm 

to minimize given cost function represented as 
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2H
P bi pnewi

F
Y RQ X−

   
Such that H

bi biQ Q I=              … (4.67) 

 

Further  

 

          
2

( ) ( ) 2 (( ) )H H H H H H
p bi pnewi p p bi pnewi p

F
Y RQ X tr Y Y tr RR tr Q X R Y− = + −    … (4.68) 

 

So the above equation is to maximize the trace of  

 

                                                         2 (( ) )H H H
bi pnewi ptr Q X R Y                                              ... (4.69) 

 

Such as ( )H H H
bi pnewi bi pnewiQ X Q X I= is assumed to simplify above equation. 

Further cost minimizing function ˆ biQ in above equation is given as SVD of QnewiM , 

 

Where                    H H
Qnewi p pnewiM R Y X=  . SVD of QnewiM  is shown below. 

 

                                                                ˆ H
bi MQnewi MQnewiQ V U=                                           … (4.70) 

 

Where ( ) ( )H H H
p pnewi QnewiMQnewi MQnewi MQnewiU V SVD R Y X SVD M∑ = =             ... (4.71)   

                        

The above expression thus yields a closed form expression for the computation of ˆ biQ . 

The final channel matrix H is then estimated as  

 

ˆˆ H
biH RQ=                                                     … (4.72) 
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4.5.5 Modified Whitening Rotation (SVD-OPML) based Joint Semi-Blind 

Channel Estimation and Data Detection (Proposed Technique -V) 

 

The main steps of this novel joint semi-blind channel and data estimation technique 

as follows; 

Step 1: First phase of channel estimation is performed using Whitening Rotation 

(WR) based Semi blind channel estimation technique where whitening matrix W 

can be estimated blindly from received autocorrelation  matrix of  output data and 

rotation matrix Q can be estimated using Orthogonal Pilot Maximum Likelihood 

(OPML) algorithm with the help of training symbols. 

 

Step 2: Given channel knowledge (estimate) and received output, perform data                      

detection. 

 

Step 3: In second phase of channel estimation, new pilot symbols are generated 

using error covariance matrix of estimated data and conventional orthogonal pilots, 

further these are applied to OPML algorithm and re-estimate channel as final 

channel estimation. 

 

So first we find semi-blind channel estimation using SVD-OPML based technique 

and calculate channel estimate as 

 

                                                                            ˆˆ HH WQ=                                                   … (4.73) 

 

From that channel estimation and received output, estimated data can be found as  

 
† 1ˆ ˆ ˆ ˆ( )H H

est est est estbestj b bX H Y H H H Y−= =                                      … (4.74) 

 

Further from that estimated data, new channel estimation is performed using error 

covariance matrix of estimated data. Now the error covariance factor of estimated 

data jeℜ is to be derived to minimizes the given cost function 
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2arg min b bestjE X X−                                                   … (4.75) 

 

So from error analysis presented in above section, error covariance factor of estimated 

data can be described as 

2 ( )H
j b bestjne E X Xσℜ =

                                                         … (4.76) 

 

Further using error covariance factor, new pilot symbols are derived as 

 

( )pnewj j PX e X= ℜ                                                    … (4.77) 

 

Where Xp is conventional orthogonal pilot (training) sequences and pnewjX   newly 

generated pilot sequence from error covariance factor of estimated data and 

conventional orthogonal pilot sequences. 

 

As we know that Yp is received training output and again perform OPML algorithm to 

minimize given cost function represented as 

 
2H

P bj pnewj
F

Y WQ X−
   

Such that H
bj bjQ Q I=              … (4.78) 

 

Further  

 

    
2

( ) ( ) 2 (( ) )H H H H H H
p bj pnewj p p bj pnewj p

F
Y WQ X tr Y Y tr WW tr Q X W Y− = + −       … (4.79) 

 

So the above equation is to maximize the trace of  

 

                                                         2 (( ) )H H H
bj pnewj ptr Q X W Y                                           … (4.80) 

 

Such as ( )H H H
bj pnewj bj pnewjQ X Q X I= is assumed to simplify above equation. 
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Further cost minimizing function ˆ bjQ in above equation is given  

For H H
Qnewj p pnewjM W Y X=  as a SVD of MQnewj that is shown below. 

 

                                                             ˆ H
bj MQnewj MQnewjQ V U=                                              … (4.81) 

 

Where ( ) ( )H H H
p pnewj QnewjMQnewj MQnewj MQnewjU V SVD W Y X SVD M∑ = =                   … (4.82) 

 

The above expression thus yields a closed form expression for the computation of ˆ bjQ , 

the ML estimate of bjQ . The final channel matrix H is then estimated as  

 

ˆˆ H
bjH WQ=                                                          … (4.83) 

 

Proposed techniques III, IV and V exploits more statistical information of 

unitary matrix Q by using new pilot symbols, which are generated using error 

covariance matrix of estimated data (or channel) and conventional orthogonal pilot 

symbols. New pilot symbols are further applied to OPML estimator for final semi-

blind channel estimate, which achieves near optimal performance with respect to 

perfect CSI (Channel state information). Further matrix decomposition based QR-

decomposition techniques having advantage of reduced complexity compare to other 

channel estimation techniques because its avoid explicit matrix inversions and it 

reduces full rank matrix into simpler form to reduce complexity in estimation. 

 

4.6 SUMMARY 

 

In this chapter, Singular Value Decomposition based Orthogonal Pilot 

Maximum Likelihood (OPML) and Rotation Optimization Maximum likelihood 

(ROML) semi-blind channel estimation techniques with its mathematical modeling 

were described.  
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Further five novel semi-blind channel estimation and data detection techniques 

were proposed and studied with its mathematical modeling for performance 

improvements compared to conventional channel estimation techniques.  
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CHAPTER 5 
  

SIMULATION RESULTS 

 
5.1 SIMULATIONS OVERVIEW 

 

In this chapter, different simulation setups have been carried out for 2 x N (i.e. 

2 transmitter antennas and N receiver antennas (N=2, 4, 6, 8)) Alamouti coded 

MIMO-STBC systems using quasi static, flat fading Rayleigh and Rician channel 

models with additive white Gaussian noise of zero mean and variance one. Channel 

matrix H was generated as matrix of complex Gaussian random entries. Transmission 

frame consist of orthogonal training (pilot) symbols, which are derived from 

Hadamard structure and information symbols, which are derived from m-PSK 

modulation constellations (where m=2.4.8). 

Proposed novel semi-blind channel estimation and data detection techniques 

were compared with conventional LS, MAP based training channel estimation 

techniques and SVD-OPML, SVD-ROML based semi-blind channel estimation 

techniques. Final results show that proposed Technique-I and II show nearby 

performances compare to conventional SVD-OPML (WR) semi-blind channel 

estimation technique, while proposed Technique –III, IV and V outperform others and 

show near optimal performance by comparing with perfect channel state information 

(CSI). Finally same performance analyses of proposed techniques have been carried 

out under 4-PSK modulation scheme using flat fading Rician MIMO channel and 

different Rice factors. 
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Simulations parameters and basic steps are given as below 

 

Table 5.0 

Simulation Parameters for MIMO-STBC System 

System Multiple input multiple output (MIMO) - 

STBC 

Space time block code Alamouti scheme   

No. of transmitter antennas (M) 2 

No. of receiver antennas (N) 2,4,6,8 

Channel models Rayleigh flat fading, Quasi static 

Rician flat fading, Quasi static (with Rice 

factors K=0 (Rayleigh fading case),5, 10. 15) 

Noise AWGN 

Modulation schemes m-PSK (2-PSK, 4-PSK,8-PSK) 

Transmission block Complex with Alamouti format 

Pilot symbols (training symbols) Orthogonal pilots (4 pilots, 8 pilots, 16 

pilots) 

Maximum SNR value 6 dB 
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5.2 SIMULATION STEPS 

Step 1 Specify various simulation parameters like receiver antennas, m-

PSK mapping value (m = 2, 4, 8), maximum SNR value and 

information symbols being transmitted. 

Step 2 Generate m-PSK modulated symbols using m-PSK mapper.  

Step 3 Generate Alamouti coded space time code matrix structure for m-

PSK transmitted symbols which consider as MIMO-STBC 

coding. 

Step 4 Generate random channel matrix H coefficients using Rayleigh 

fading or Rician fading model.  

Step 5 Generate random AWGN noise matrix. 

Step 6 Generate orthogonal training (pilot) symbols. 

Step 7 Calculate Training data output and blind information data output 

using orthogonal training symbols, blind information symbols, 

channel coefficients matrix and noise coefficients matrix. 

Step 8 Apply channel estimation algorithm.  Perform training based 

channel estimation using received training output and training 

symbols. Perform blind channel estimation using only received 

output statistics of blind information symbols. 

Step 9 Arrange the estimated channel matrix for space time decoding 

part.  

Step 10 Apply ML detection using received output and estimated channel 

matrix space time decoding structure. Further apply m-PSK 

demodulation to calculate received information symbols. 

Step 11 Calculate Bit Error Rate (BER) using transmitted symbols and 

received symbols. Plot SNR Vs BER as a performance analysis 
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criterion, which uses to investigate performance of various 

channel estimation techniques. 
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5.3 SIMULATIONS RESULTS 

 

 Estimation for 2x6 MIMO-STBC using 4PSK (4 pilots, 100 Blind) 
 

Table 5.1 

Channel Estimation for 2x6 MIMO-STBC using 4-PSK (4pilots, 100 blind) 

 

CE Algorithms BER 
 

QR-NEW (Proposed 
Tech.-I): 

0.0403 0.0243 0.0116 
 

0.0049 0.0018 0.0007 

ROML W-MMSE 0.0500 0.0303 
 

0.0153 0.0071 0.0034 0.0012 

WR  0.0364 0.0207 0.0097 0.0039 0.0017 0.0004 
 

HQR-OPML 
(Proposed Tech.-II) 

0.0437 0.0247 0.0111 0.0045 
 

0.0019 0.0005 

HQR-OPML-NEW 
(Proposed Tech.-III) 

0.0155    0.0083 0.0034 0.0008 0.0004 0.0001 

HQR-OPML-JSBCDE 
(Proposed Tech.-IV) 

0.0155    0.0083 0.0034 0.0008 0.0004 0.0001 

TBCE – LS 0.0554 0.0320 0.0152 0.0061 0.0024 0.0007 
 

TBCE - MAP 0.0554 
 

0.0320 0.0152 0.0061 0.0024 0.0007 

WR-NEW-JSBCDE 
(Proposed Tech.-V) 

0.0118    0.0071   0.0024    0.0008  0.0003   0.0001 

Perfect – CSI 
 

0.0098 0.0057 0.0021 0.0005 0.0003 0.0000 
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Figure 5.1: Channel Estimation for 2 Transmitter and 6 Receivers MIMO-STBC 

Using 4PSK (4 Pilots, 100 Blind) for Rayleigh Fading Channel Model 
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 Estimation for 2x8 MIMO-STBC using 4PSK (4 pilots, 100 Blind) 

 

Table 5.2 

Channel Estimation for 2x8 MIMO-STBC using 4-PSK (4pilots, 100 blind) 

CE Algorithms BER 
 

QR-NEW (Proposed 
Tech.-I): 

0.0182 
 

0.0089 0.0036 0.0010 0.0003 0.0001 

ROML W-MMSE 0.0204 0.0110 0.0046 0.0014 0.0006 0.0001 
 

WR  0.0156 0.0079 0.0033 0.0008 0.0002 
 

0 

HQR-OPML (Proposed 
Tech.-II) 

0.0190 0.0098 0.0039 0.0010 0.0003 
 

0 

HQR-OPML-NEW 
(Proposed Tech.-III) 

0.0057    0.0026 0.0008 0.0002 0 0 

HQR-OPML-JSBCDE 
(Proposed Tech.-IV) 

0.0057    0.0026 0.0008 0.0002 0 0 

TBCE – LS 0.0272 0.0131 
 

0.0049 0.0014 0.0006 0.0001 

TBCE - MAP 0.0272 0.0131 0.0049 0.0014 0.0006 
 

0.0001 

WR-NEW-JSBCDE 
(Proposed Tech.-V) 

0.0045    0.0016    0.0005    0.0002   0 0 

Perfect – CSI 
 

0.0036  0.0013 0.0004 0.0001   0 0 
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Figure 5.2: Channel Estimation for 2 Transmitter and 8 Receivers MIMO-STBC 
Using 4PSK (4 Pilots, 100 Blind) for Rayleigh Fading Channel Model 
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 Estimation for 2x4 MIMO-STBC using 4PSK (4 pilots, 100 Blind) 
 

Table 5.3 

Channel Estimation for 2x4 MIMO-STBC using 4-PSK (4pilots, 100 blind) 

CE Algorithms BER 
 

QR-NEW (Proposed 
Tech.-I): 

0.1033 0.0661 0.0419 0.0239 0.0132 0.0056 
 

ROML W-MMSE 0.1234 0.0853 0.0577 0.0385 0.0235 0.0124 
 

WR  0.0948 0.0619 0.0369 0.0210 0.0111 0.0048 
 

HQR-OPML (Proposed 
Tech.-II) 

0.1053 0.0676 0.0415 0.0236 0.0123 0.0053 

HQR-OPML-NEW 
(Proposed Tech.-III) 

0.0509    0.0271   0.0156    0.0081   0.0037    0.0014 

HQR-OPML-JSBCDE 
(Proposed Tech.-IV) 

0.0509    0.0271   0.0156    0.0081   0.0037    0.0014 

TBCE – LS 0.1213 0.0770 
 

0.0478 0.0282 0.0140 0.0059 

TBCE - MAP 0.1213 0.0770 
 

0.0478 0.0282 0.0140 0.0059 

WR-NEW-JSBCDE 
(Proposed Tech.-V) 

0.0452    0.0244   0.0140    0.0070   0.0032    0.0018 

Perfect – CSI 
 

0.0395 0.0213 0.0119 0.0058 0.0026 0.0010 
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Figure 5.3: Channel Estimation for 2 Transmitter and 4 Receivers MIMO-STBC 
Using 4PSK (4 Pilots, 100 Blind) for Rayleigh Fading Channel Model 
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 Estimation for 2x2 MIMO-STBC using 4PSK (4 pilots, 100 Blind) 
 

Table 5.4 

Channel Estimation for 2x2 MIMO-STBC using 4-PSK (4pilots, 100 blind) 

CE Algorithms BER 
 

QR-NEW (Proposed 
Tech.-I): 

0.2480 0.2064 0.1607 0.1142 0.0822 
 

0.0561 

ROML W-MMSE 0.3042 0.2622 
 

0.2195 0.1802 0.1459 0.1169 

WR  0.2541 0.2069 0.1592 0.1131 0.0802 0.0534 
 

HQR-OPML (Proposed 
Tech.-II) 

0.2541 0.2069 0.1592 0.1131 0.0802 
 

0.0534 

HQR-OPML-NEW 
(Proposed Tech.-III) 

  0.1551   0.1174  0.0859 0.0581   0.0372    0.0243 

HQR-OPML-JSBCDE 
(Proposed Tech.-IV) 

  0.1551   0.1174  0.0859 0.0581   0.0372    0.0243 

TBCE – LS 0.2611 
 

0.2137 0.1658 0.1193 0.0830 0.0563 

TBCE - MAP 0.2611 0.2137 
 

0.1658 0.1193 0.0830 0.0563 

WR-NEW-JSBCDE 
(Proposed Tech.-V) 

0.1556    0.1177   0.0866    0.0575   0.0381    0.0261 

Perfect – CSI 
 

0.1451  0.1090 0.0811 0.0537 0.0350 0.0226 
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Figure 5.4: Channel Estimation for 2 Transmitter and 2 Receivers MIMO-STBC 
Using 4PSK (4 Pilots, 100 Blind) for Rayleigh Fading Channel Model 
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 Estimation for 2x2 MIMO-STBC using BPSK (4 pilots, 100 Blind) 

Table 5.5 

Channel Estimation for 2x2 MIMO-STBC using 2-PSK (4pilots, 100 blind) 

CE Algorithms BER 
 

QR-NEW (Proposed 
Tech.-I): 

0.0645 0.0461 0.0314 0.0201 0.0116 0.0063 
 

ROML W-MMSE 0.0887 0.0674 0.0499 0.0362 0.0255 0.0181 
 

WR  0.0684 0.0468 0.0328 0.0205 0.0117 0.0063 
 

HQR-OPML 
(Proposed Tech.-II) 

0.0684 0.0468 0.0328 0.0205 0.0117 0.0063 
 

HQR-OPML-NEW 
(Proposed Tech.-III) 

0.0311   0.0201   0.0138    0.0080  0.0041   0.0024 

HQR-OPML-JSBCDE 
(Proposed Tech.-IV) 

0.0311   0.0201   0.0138    0.0080  0.0041   0.0024 

TBCE – LS 0.0709 
 

0.0503 0.0341 0.0220 0.0129 0.0071 

TBCE - MAP 0.0709 
 

0.0503 0.0341 0.0220 0.0129 0.0071 

WR-NEW-JSBCDE 
(Proposed Tech.-V) 

0.0311   0.0204   0.0138    0.0077  0.0045   0.0027 

Perfect – CSI 
 

0.0277 0.0174 0.0123 0.0072 0.0037 0.0021 
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Figure 5.5: Channel Estimation for 2 Transmitters and 2 Receivers MIMO-STBC 
Using 2-PSK (4 Pilots, 100 Blind) for Rayleigh Fading Channel Model 
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 Estimation for 2x4 MIMO-STBC using BPSK (4 pilots, 100 Blind) 
 

Table 5.6 

Channel Estimation for 2x4 MIMO-STBC using 2-PSK (4pilots, 100 blind) 

CE Algorithms BER 
 

QR-NEW (Proposed 
Tech.-I): 

0.0123 0.0058 0.0029 0.0010 0.0006 0.0001 
 

ROML W-MMSE 0.0174 
 

0.0093 0.0050 0.0023 0.0014 0.0004 

WR  0.0112 0.0050 0.0022 0.0008 0.0004 0.0001 
 

HQR-OPML 
(Proposed Tech.-II) 

0.0139 0.0063 0.0029 0.0010 0.0006 0.0001 

HQR-OPML-NEW 
(Proposed Tech.-III) 

0.0046   0.0022 0.0009 0.0004 0.0001 0 

HQR-OPML-JSBCDE 
(Proposed Tech.-IV) 

0.0046   0.0022 0.0009 0.0004 0.0001 0 

TBCE – LS 0.0172 
 

0.0084 0.0037 0.0017 0.0009 0.0003 

TBCE - MAP 0.0172 
 

0.0084 0.0037 0.0017 0.0009 0.0003 

WR-NEW-JSBCDE 
(Proposed Tech.-V) 

0.0029   0.0015  0.0006  0.0003  0.0001  0.0000 

Perfect – CSI 
 

0.0023  0.0013 0.0004  0.0002 0.0001 0.0000 
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Figure 5.6: Channel Estimation for 2 Transmitters and 4 Receivers MIMO-STBC 
Using 2-PSK (4 Pilots, 100 Blind) for Rayleigh Fading Channel Model 
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 Estimation for 2x6 MIMO-STBC using BPSK (4 pilots, 100 Blind) 
 

Table 5.7 

Channel Estimation for 2x4 MIMO-STBC using 2-PSK (4pilots, 100 blind) 

CE Algorithms 
 

BER 

QR-NEW (Proposed 
Tech.-I): 

 0.0024 
 

0.0010 
 

0.0002 
 

0.0002 
 

0 
 

0 

ROML W-MMSE  0.0033 0.0015 0.0002 0.0001 0 
 

0 

WR   0.0021 
 

0.0008 0.0001 
 

0.0001 
 

0 
 

0 

HQR-OPML 
(Proposed Tech.-II) 

 0.0031 0.0011 0.0002 0.0001 
 

0 0 

HQR-OPML-NEW 
(Proposed Tech.-III) 

1.0e-003 
* 

0.5750 0.2750  0.0750  0.0250  0 0 

HQR-OPML-
JSBCDE (Proposed 
Tech.-IV) 

1.0e-003 
* 

0.5750 0.2750  0.0750  0.0250  0 0 

TBCE – LS  0.0044 0.0017 0.0005 0.0002 0 0 
 

TBCE - MAP  0.0044 0.0017 0.0005 0.0002 0 0 
 

WR-NEW-JSBCDE 
(Proposed Tech.-V) 

1.0e-003 
* 

0.4000  0.1500  0.0500  0.0250  0 0 

Perfect – CSI 
 

1.0e-003 
* 

0.2750 0.1250 0.0250 0.0250 0 0 
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Figure 5.7: Channel Estimation for 2 Transmitters and 6 Receivers MIMO-STBC 
Using 2-PSK (4 Pilots, 100 Blind) for Rayleigh Fading Channel Model 
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 Estimation for 2x8 MIMO-STBC using 8-PSK (4 pilots, 100 Blind) 
 

Table 5.8 

Channel Estimation for 2x8 MIMO-STBC using 8-PSK (4pilots, 100 blind) 

CE Algorithms 
 

BER 

QR-NEW (Proposed 
Tech.-I): 

0.1895 0.1469 0.1007 
 

0.0654 0.0403 0.0236 

ROML W-MMSE 0.1999 
 

0.1545 0.1093 0.0709 0.0494 0.0294 

WR  0.1798 
 

0.1358 0.0922 0.0585 0.0361 0.0208 

HQR-OPML 
(Proposed Tech.-II) 

0.1921 0.1446 0.0970 0.0614 
 

0.0377 0.0221 

HQR-OPML-NEW 
(Proposed Tech.-III) 

0.1155   0.0789 0.0457   0.0248   0.0138 0.0053 

HQR-OPML-JSBCDE 
(Proposed Tech.-IV) 

0.1155   0.0789 0.0457   0.0248   0.0138 0.0053 

TBCE – LS 0.2189 
 

0.1620 0.1118 0.0714 0.0424 0.0228 

TBCE - MAP 0.2189 
 

0.1620 0.1118 0.0714 0.0424 0.0228 

WR-NEW-JSBCDE 
(Proposed Tech.-V) 

0.1053    0.0724    0.0442    0.0221    0.0143    0.0073 

Perfect – CSI 
 

0.0969  0.0644 0.0377 0.0196 0.0109 0.0047 
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Figure 5.8: Channel Estimation for 2 Transmitters and 8 Receivers MIMO-STBC 
Using 8-PSK (4 Pilots, 100 Blind) for Rayleigh Fading Channel Model 
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 Estimation for 2x6 MIMO-STBC using 8-PSK (4 pilots, 100 Blind) 
 

Table 5.9 

Channel Estimation for 2x6 MIMO-STBC using 8-PSK (4pilots, 100 blind) 

CE Algorithms 
 

BER 

QR-NEW (Proposed 
Tech.-I): 

0.2659 
 

0.2105 0.1601 0.1124 0.0784 0.0516

ROML W-MMSE 0.2808 
 

0.2256 0.1764 0.1288 0.0952 0.0662

WR  0.2511 
 

0.1978 0.1480 0.1041 0.0699 0.0452

HQR-OPML 
(Proposed Tech.-II) 

0.2637 0.2090 0.1555 0.1083 0.0735 0.0474

HQR-OPML-NEW 
(Proposed Tech.-III) 

0.1729    0.1253  0.0884   0.0549   0.0330   0.0175

HQR-OPML-JSBCDE 
(Proposed Tech.-IV) 

0.1729    0.1253  0.0884   0.0549   0.0330   0.0175

TBCE – LS 0.2886 0.2252 0.1734 0.1190 0.0790 0.0490 
 

TBCE - MAP 0.2886 0.2252 0.1734 0.1190 
 

0.0790 0.0490

WR-NEW-JSBCDE 
(Proposed Tech.-V) 

0.1585    0.1178   0.0825   0.0508   0.0339   0.0193

Perfect – CSI 
 

0.1480    0.1089 
 

0.0749 0.0455 0.0266 0.0145
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Figure 5.9: Channel Estimation for 2 Transmitters and 6 Receivers MIMO-STBC 
Using 8-PSK (4 Pilots, 100 Blind) for Rayleigh Fading Channel Model 
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 Estimation for 2x6 MIMO-STBC using 4-PSK (8 pilots, 100 Blind) 
 

Table 5.10 

Channel Estimation for 2x6 MIMO-STBC using 4-PSK (8 pilots, 100 blind) 

CE Algorithms 
 

BER 

QR-NEW (Proposed 
Tech.-I): 

0.0271 0.0127 0.0062 0.0024 0.0011 0.0002 
 

ROML W-MMSE 0.0288 
 

0.0155 0.0065 0.0026 0.0012 0.0005 

WR  0.0237 0.0115 0.0049 
 

0.0018 0.0008 0.0002 

HQR-OPML (Proposed 
Tech.-II) 

0.0278 0.0138 0.0060 0.0021 0.0010 0.0004 

HQR-OPML-NEW 
(Proposed Tech.-III) 

0.0165    0.0073   0.0029    0.0010   0.0004    0.0001 

HQR-OPML-JSBCDE 
(Proposed Tech.-IV) 

0.0165    0.0073   0.0029    0.0010   0.0004    0.0001 

TBCE – LS 0.0309 
 

0.0154 0.0067 0.0024 0.0010 0.0003 

TBCE - MAP 0.0309 0.0154 0.0067 0.0024 0.0010 0.0003 
 

WR-NEW-JSBCDE 
(Proposed Tech.-V) 

0.0143    0.0057   0.0029    0.0011   0.0004    0.0001 

Perfect – CSI 
 

0.0117    0.0044 0.0021 0.0009 0.0004 0.0001 
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Figure 5.10: Channel Estimation for 2 Transmitters and 6 Receivers MIMO-STBC   
Using 4-PSK (8 Pilots, 100 Blind) for Rayleigh Fading Channel Model 
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 Estimation for 2x8 MIMO-STBC using 4-PSK (8 pilots, 100 Blind) 

Table 5.11 

Channel Estimation for 2x8 MIMO-STBC using 4-PSK (8 pilots, 100 blind) 

CE Algorithms 
 

BER 

QR-NEW (Proposed 
Tech.-I): 0.0109 0.0045 0.0019 0.0006 0.0001 0.0001

ROML W-MMSE 0.0111 0.0047 0.0014 0.0006 0.0002 0.0001
WR  0.0090 0.0037 0.0012 0.0004 0.0001 0.0001
HQR-OPML 
(Proposed Tech.-II) 0.0116 0.0046 0.0018 0.0006 0.0002 0.0001

HQR-OPML-NEW 
(Proposed Tech.-III) 0.0053 0.0022 0.0004 0.0001 0 0 

HQR-OPML-JSBCDE 
(Proposed Tech.-IV) 0.0053 0.0022 0.0004 0.0001 0 0 

TBCE – LS 0.0134 0.0047 0.0017 0.0006 0.0002 0.0000
TBCE - MAP 0.0134 0.0047 0.0017 0.0006 0.0002 0.0000
WR-NEW-JSBCDE 
(Proposed Tech.-V) 0.0041 0.0016 0.0005 0.0001 0.0000 0.0000

Perfect – CSI 
 0.0036 0.0013 0.0004 0.0001 0 0 
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Figure 5.11: Channel Estimation for 2 Transmitters and 8 Receivers MIMO-STBC 
Using 4-PSK (8 Pilots, 100 Blind) for Rayleigh Fading Channel Model 
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 Estimation for 2x4 MIMO-STBC using 4-PSK (8 pilots, 100 Blind) 
 

Table 5.12 

Channel Estimation for 2x4 MIMO-STBC using 4-PSK (8 pilots, 100 blind) 

CE Algorithms 
 

BER 

QR-NEW (Proposed 
Tech.-I): 

0.0716 0.0440 
 

0.0260 0.0142 0.0081 0.0032

ROML W-MMSE 0.0827 0.0522 0.0328 0.0193 0.0118 0.0055 
 

WR  0.0658 0.0398 
 

0.0231 0.0123 0.0069 0.0028

HQR-OPML 
(Proposed Tech.-II) 

0.0755 0.0451 0.0260 0.0136 0.0075 0.0031 
 

HQR-OPML-NEW 
(Proposed Tech.-III) 

0.0471   0.0287  0.0147  0.0078  0.0039 0.0014

HQR-OPML-JSBCDE 
(Proposed Tech.-IV) 

0.0471   0.0287  0.0147  0.0078  0.0039 0.0014

TBCE – LS 0.0790 0.0480 
 

0.0268 0.0154 0.0078 0.0032

TBCE - MAP 0.0790 0.0480 
 

0.0268 0.0154 0.0078 0.0032

WR-NEW-JSBCDE 
(Proposed Tech.-V) 

0.0428   0.0248  0.0127  0.0072  0.0036   0.0018

Perfect – CSI 
 

0.0380   0.0217 0.0114 0.0060 0.0030 0.0012
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Figure 5.12: Channel Estimation for 2 Transmitters and 4 Receivers MIMO-STBC 
Using 4-PSK (8 Pilots, 100 Blind) for Rayleigh Fading Channel Model 
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 Estimation for 2x2 MIMO-STBC using 4-PSK (8 pilots, 100 Blind) 
 

Table 5.13 

Channel Estimation for 2x2 MIMO-STBC using 4-PSK (8 pilots, 100 blind) 

CE Algorithms 
 

BER 

QR-NEW (Proposed 
Tech.-I): 

0.2039 0.1631 
 

0.1205 0.0862 0.0579 0.0391 

ROML W-MMSE 0.2449 0.2037 
 

0.1615 0.1260 0.0982 0.0758 

WR  0.2051 
 

0.1622 0.1185 0.0842 0.0559 0.0371 

HQR-OPML 
(Proposed Tech.-II) 

0.2051 0.1622 0.1185 0.0842 0.0559 0.0371 
 

HQR-OPML-NEW 
(Proposed Tech.-III) 

0.1511  0.1152 0.0807  0.0563   0.0373  0.0233 

HQR-OPML-JSBCDE 
(Proposed Tech.-IV) 

0.1511  0.1152 0.0807  0.0563   0.0373  0.0233 

TBCE – LS 0.2085 
 

0.1653 0.1214 0.0861 0.0578 0.0375 

TBCE - MAP 0.2085 
 

0.1653 0.1214 0.0861 0.0578 0.0375 

WR-NEW-JSBCDE 
(Proposed Tech.-V) 

0.1525  0.1172  0.0815  0.0575   0.0393  0.0256 

Perfect – CSI 
 

0.1412  0.1086 0.0773 0.0542 0.0347 0.0225 
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Figure 5.13: Channel Estimation for 2 Transmitters and 2 Receivers MIMO-STBC 
Using 4-PSK (8 Pilots, 100 Blind) for Rayleigh Fading Channel Model 
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 Estimation for 2x6 MIMO-STBC using BPSK (8 pilots, 100 Blind) 

Table 5.14 

Channel Estimation for 2x6 MIMO-STBC using 2-PSK (8 pilots, 100 blind) 

CE Algorithms 
 

BER 

QR-NEW (Proposed 
Tech.-I): 

 0.0016 0.0006 0.0001 0 0 0 
 

ROML W-MMSE  0.0016 
 

0.0003 
 

0.0001 
 

0.0001 
 

0 
 

0 

WR   0.0012 0.0003 0.0001 0.0000 0 
 

0 
 

HQR-OPML 
(Proposed Tech.-II) 

 0.0020 
 

0.0005 
 

0.0001 
 

0.0000 
 

0 
 

0 

HQR-OPML-NEW 
(Proposed Tech.-III) 

1.0e-003 
* 

1.0000  0.1500 0.1000 0 0 0 

HQR-OPML-
JSBCDE (Proposed 
Tech.-IV) 

 1.0e-003 
* 

1.0000  0.1500 0.1000 0 0 0 

TBCE – LS  0.0018 0.0006 0.0001 0.0000 0 
 

0 
 

TBCE - MAP  0.0018 0.0006 0.0001 0.0000 0 
 

0 
 

WR-NEW-JSBCDE 
(Proposed Tech.-V) 

1.0e-003 
* 

0.5750  0.1500  0.0500 0 0 0 

Perfect – CSI 
 

1.0e-003 
* 

0.4000  0.1000 0.0500 0 0 0 
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Figure 5.14: Channel Estimation for 2 Transmitters and 6 Receivers MIMO-STBC 
Using 2-PSK (8 Pilots, 100 Blind) for Rayleigh Fading Channel Model 
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 Estimation for 2x4 MIMO-STBC using BPSK (8 pilots, 100 Blind) 

Table 5.15 

Channel Estimation for 2x4 MIMO-STBC using 2-PSK (8 pilots, 100 blind) 

CE Algorithms 
 

BER 

QR-NEW (Proposed 
Tech.-I): 

0.0077 0.0029 0.0016 0.0006 0.0004 0.0002 
 

ROML W-MMSE 0.0083 0.0036 
 

0.0022 0.0009 0.0005 0.0003 

WR  0.0064 0.0026 
 

0.0014 0.0005 0.0003 0.0001 

HQR-OPML 
(Proposed Tech.-II) 

0.0079 0.0033 0.0018 
 

0.0007 0.0004 0.0001 

HQR-OPML-NEW 
(Proposed Tech.-III) 

0.0046  0.0019  0.0008  0.0003  0.0001  0.0001 

HQR-OPML-JSBCDE 
(Proposed Tech.-IV) 

0.0046  0.0019  0.0008  0.0003  0.0001  0.0001 

TBCE – LS 0.0093 0.0037 0.0019 0.0006 
 

0.0003 0.0001 

TBCE - MAP 0.0093 0.0037 0.0019 0.0006 0.0003 0.0001 
 

WR-NEW-JSBCDE 
(Proposed Tech.-V) 

0.0029  0.0014  0.0008  0.0002  0.0001  0.0001 

Perfect – CSI 
 

0.0026  0.0010 0.0006 0.0001 0 0 
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Figure 5.15: Channel Estimation for 2 Transmitters and 4 Receivers MIMO-STBC 
Using 2-PSK (8 Pilots, 100 Blind) for Rayleigh Fading Channel Model 

 



CHAPTER 5                                                                                                                  Simulation Results 

 

Page 111 

 

 Estimation for 2x2 MIMO-STBC using BPSK (8 pilots, 100 Blind) 

Table 5.16 

Channel Estimation for 2x2 MIMO-STBC using 2-PSK (8 pilots, 100 blind) 

CE Algorithms 
 

BER 

QR-NEW (Proposed 
Tech.-I): 

0.0473 0.0317 0.0216 0.0119 0.0063 0.0040 
 

ROML W-MMSE 0.0607 0.0435 0.0304 0.0196 0.0130 0.0096 
 

WR  0.0487 
 

0.0321 0.0208 0.0117 0.0064 0.0041 

HQR-OPML 
(Proposed Tech.-II) 

0.0487 
 

0.0321 0.0208 0.0117 0.0064 0.0041 

HQR-OPML-NEW 
(Proposed Tech.-III) 

0.0307   0.0201   0.0124   0.0065   0.0037   0.0023 

HQR-OPML-JSBCDE 
(Proposed Tech.-IV) 

0.0307   0.0201   0.0124   0.0065   0.0037   0.0023 

TBCE – LS 0.0502 0.0340 0.0216 0.0117 0.0067 0.0041 
 

TBCE - MAP 0.0502 0.0340 0.0216 
 

0.0117 0.0067 0.0041 

WR-NEW-JSBCDE 
(Proposed Tech.-V) 

0.0323   0.0203   0.0130   0.0070   0.0039   0.0026 

Perfect – CSI 
 

0.0285   0.0181 0.0112 0.0057 0.0034 0.0020 
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Figure 5.16: Channel Estimation for 2 Transmitters and 2 Receivers MIMO-STBC 
Using 2-PSK (8 Pilots, 100 Blind) for Rayleigh Fading Channel Model 
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 Estimation for 2x2 MIMO-STBC using BPSK (16 pilots, 100 Blind) 

Table 5.17 

Channel Estimation for 2x2 MIMO-STBC using 2-PSK (16 pilots, 100 blind) 

CE Algorithms 
 

BER 

QR-NEW (Proposed 
Tech.-I): 

0.0359 0.0259 
 

0.0158 0.0088 0.0053 0.0029 

ROML W-MMSE 0.0462 0.0321 0.0205 0.0133 0.0095 0.0056 
 

WR  0.0376 
 

0.0259 0.0153 0.0095 0.0057 0.0028 

HQR-OPML 
(Proposed Tech.-II) 

0.0376 0.0259 0.0153 0.0095 0.0057 0.0028 
 

HQR-OPML-NEW 
(Proposed Tech.-III) 

0.0282  0.0200  0.0121  0.0070 0.0039  0.0019 

HQR-OPML-JSBCDE 
(Proposed Tech.-IV) 

0.0282  0.0200  0.0121  0.0070 0.0039  0.0019 

TBCE – LS 0.0379 
 

0.0265 0.0155 0.0092 0.0057 0.0029 

TBCE - MAP 0.0379 0.0265 
 

0.0155 0.0092 0.0057 0.0029 

WR-NEW-JSBCDE 
(Proposed Tech.-V) 

0.0294  0.0212  0.0129  0.0072  0.0046  0.0024 

Perfect – CSI 
 

0.0260  0.0185 0.0114 0.0064 0.0039 0.0020 
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Figure 5.17: Channel Estimation for 2 Transmitters and 2 Receivers MIMO-STBC 
Using 2-PSK (16 Pilots, 100 Blind) for Rayleigh Fading Channel Model 
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 Estimation for 2x4 MIMO-STBC using BPSK (16 pilots, 100 Blind) 

Table 5.18  

Channel Estimation for 2x4 MIMO-STBC using 2-PSK (16 pilots, 100 blind) 

CE Algorithms 
 

BER 

QR-NEW (Proposed 
Tech.-I): 

0.0051 
 

0.0023 0.0010 0.0004 0.0001 0.0001 

ROML W-MMSE 0.0061 
 

0.0024 0.0012 0.0005 0.0002 0.0001 

WR  0.0053 
 

0.0020 0.0008 0.0003 0.0001 0.0001 

HQR-OPML 
(Proposed Tech.-II) 

0.0060 0.0028 
 

0.0011 0.0004 0.0002 0.0001 

HQR-OPML-NEW 
(Proposed Tech.-III) 

0.0046  0.0022  0.0008  0.0002  0.0001  0.0001 

HQR-OPML-JSBCDE 
(Proposed Tech.-IV) 

0.0046  0.0022  0.0008  0.0002  0.0001  0.0001 

TBCE – LS 0.0063 0.0028 
 

0.0009 0.0003 0.0001 0.0001 

TBCE - MAP 0.0063 0.0028 0.0009 0.0003 
 

0.0001 0.0001 

WR-NEW-JSBCDE 
(Proposed Tech.-V) 

0.0040  0.0017  0.0006  0.0003  0.0001  0.0001   

Perfect – CSI 
 

0.0034  0.0014 0.0004 0.0002 0.0001 0 
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Figure 5.18: Channel Estimation for 2 Transmitters and 4 Receivers MIMO-STBC 
Using 2-PSK (16 Pilots, 100 Blind) for Rayleigh Fading Channel Model 
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 Estimation for 2x6 MIMO-STBC using BPSK (16 pilots,100 Blind) 

Table 5.19 

Channel Estimation for 2x6 MIMO-STBC using 2-PSK (16 pilots, 100 blind) 

CE Algorithms 
 

BER 

QR-NEW (Proposed 
Tech.-I): 

1.0e-003 * 0.7250 
 

0.2000 
 

0.1000 
 

0 
 

0 
 

0 

ROML W-MMSE 1.0e-003 * 0.8500 0.2500 
 

0.1000 
 

0 0 
 

0 

WR  1.0e-003 * 
 

0.6750 0.2250 0.1000 0 0 
 

0 

HQR-OPML 
(Proposed Tech.-II) 

 0.0010 0.0004 0.0001 0 
 

0 
 

0 

HQR-OPML-NEW 
(Proposed Tech.-III) 

1.0e-003 * 0.8500  0.2000  0.0500  0 0 0 

HQR-OPML-
JSBCDE (Proposed 
Tech.-IV) 

1.0e-003 * 0.8500  0.2000  0.0500  0 0 0 

TBCE – LS  0.0011 0.0003 0.0001 0 0 
 

0 

TBCE - MAP  0.0011 0.0003 0.0001 0 
 

0 
 

0 

WR-NEW-JSBCDE 
(Proposed Tech.-V) 

1.0e-003 * 0.4000  0.1000  0.0750  0 0 0 

Perfect – CSI 
 

1.0e-003 * 0.4500  0.1000 0.0250 0 0 0 
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Figure 5.19: Channel Estimation for 2 Transmitters and 6 Receivers MIMO-STBC 
Using 2-PSK (16 Pilots, 100 Blind) for Rayleigh Fading Channel Model 
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 Estimation for 2x6 MIMO-STBC using 4PSK (16 pilots, 100 Blind) 

Table 5.20 

Channel Estimation for 2x6 MIMO-STBC using 4-PSK (16 pilots, 100 blind) 

CE Algorithms 
 

BER 

QR-NEW (Proposed 
Tech.-I): 

0.0199 0.0100 0.0039 0.0016 0.0004 0.0002 
 

ROML W-MMSE 0.0209 0.0098 0.0038 0.0015 0.0005 0.0003 
 

WR  0.0180 0.0081 0.0033 0.0013 0.0003 0.0001 
 

HQR-OPML 
(Proposed Tech.-II) 

0.0219 0.0105 0.0039 0.0017 0.0004 0.0002 
 

HQR-OPML-NEW 
(Proposed Tech.-III) 

0.0169  0.0081  0.0024  0.0009  0.0003  0.0001 

HQR-OPML-
JSBCDE (Proposed 
Tech.-IV) 

0.0169  0.0081  0.0024  0.0009  0.0003  0.0001 

TBCE – LS 0.0200 0.0102 
 

0.0039 0.0015 0.0003 0.0002 

TBCE - MAP 0.0200 
 

0.0102 0.0039 0.0015 0.0003 0.0002 

WR-NEW-JSBCDE 
(Proposed Tech.-V) 

0.0135  0.0066  0.0020  0.0008  0.0002  0.0001 

Perfect – CSI 
 

0.0109  0.0055 0.0016 0.0007 0.0001 0.0000 
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Figure 5.20: Channel Estimation for 2 Transmitters and 6 Receivers MIMO-STBC 
Using 4-PSK (16 Pilots, 100 Blind) for Rayleigh Fading Channel Model 
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 Estimation for 2x4 MIMO-STBC using 4PSK (16 pilots, 100 Blind 

Table 5.21 

Channel Estimation for 2x4 MIMO-STBC using 4-PSK (16 pilots, 100 blind) 

CE Algorithms 
 

BER 

QR-NEW (Proposed 
Tech.-I): 

0.0586 0.0357 
 

0.0197 0.0098 0.0051 0.0021 

ROML W-MMSE 0.0640 0.0379 
 

0.0220 0.0114 0.0070 0.0031 

WR  0.0551 0.0318 0.0177 0.0085 0.0046 0.0017 
 

HQR-OPML 
(Proposed Tech.-II) 

0.0620 0.0371 
 

0.0193 0.0097 0.0052 0.0020 

HQR-OPML-NEW 
(Proposed Tech.-III) 

0.0490  0.0283  0.0142  0.0072  0.0032  0.0014 

HQR-OPML-JSBCDE 
(Proposed Tech.-IV) 

0.0490  0.0283  0.0142  0.0072  0.0032  0.0014 

TBCE – LS 0.0602 
 

0.0349 0.0184 0.0091 0.0050 0.0018 

TBCE - MAP 0.0602 0.0349 0.0184 0.0091 
 

0.0050 0.0018 

WR-NEW-JSBCDE 
(Proposed Tech.-V) 

0.0438  0.0255  0.0134  0.0067  0.0028  0.0014 

Perfect – CSI 
 

0.0395  0.0226 0.0118 0.0053 0.0026 0.0013 
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Figure 5.21: Channel Estimation for 2 Transmitters and 4 Receivers MIMO-STBC 
Using 4-PSK (16 Pilots, 100 Blind) for Rayleigh Fading Channel Model 
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 Estimation for 2x8 MIMO-STBC using 4PSK (16 pilots, 100 Blind 

Table 5.22 

Channel Estimation for 2x8 MIMO-STBC using 4-PSK (16 pilots, 100 blind) 

CE Algorithms 
 

BER 

QR-NEW (Proposed 
Tech.-I): 

0.0067 0.0027 0.0011 
 

0.0004 0.0001 0.0000 

ROML W-MMSE 0.0060 0.0021 
 

0.0010 0.0002 0.0001 0.0000 

WR  0.0055 0.0022 0.0008 0.0001 0.0000 
 

0.0000 

HQR-OPML 
(Proposed Tech.-II) 

0.0075 0.0031 
 

0.0012 0.0002 0.0001 0.0000 

HQR-OPML-NEW 
(Proposed Tech.-III) 

0.0051  0.0017  0.0008   0.0001  0 0 

HQR-OPML-JSBCDE 
(Proposed Tech.-IV) 

0.0051  0.0017  0.0008   0.0001  0 0 

TBCE – LS 0.0073 
 

0.0025 
 

0.0008 
 

0.0002 
 

0 
 

0 

TBCE - MAP 0.0073 0.0025 0.0008 0.0002 0 
 

0 

WR-NEW-JSBCDE 
(Proposed Tech.-V) 

0.0039  0.0014  0.0006   0.0001  0.0000  0.0000 

Perfect – CSI 
 

0.0032  0.0011 0.0004 0.0001 0 0 
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Figure 5.22: Channel Estimation for 2 Transmitters and 8 Receivers MIMO-STBC 
Using 4-PSK (16 Pilots, 100 Blind) for Rayleigh Fading Channel Model 
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 Estimation for 2x2 MIMO-STBC using 4PSK (16 pilots, 100 Blind) 

Table 5.23 

Channel Estimation for 2x2 MIMO-STBC using 4-PSK (16 pilots, 100 blind) 

CE Algorithms 
 

BER 

QR-NEW (Proposed 
Tech.-I): 

0.1766 0.1369 0.1009 
 

0.0721 0.0489 0.0319 

ROML W-MMSE 0.2065 0.1643 
 

0.1272 0.0972 0.0722 0.0524 

WR  0.1780 0.1355 0.0982 0.0696 0.0471 
 

0.0304 

HQR-OPML 
(Proposed Tech.-II) 

0.1780 0.1355 0.0982 0.0696 0.0471 0.0304 
 

HQR-OPML-NEW 
(Proposed Tech.-III) 

  
0.1518   

0.1143  0.0804  0.0558  0.0377  0.0232 

HQR-OPML-JSBCDE 
(Proposed Tech.-IV) 

  
0.1518   

0.1143  0.0804  0.0558  0.0377  0.0232 

TBCE – LS 0.1779 0.1362 0.0988 
 

0.0706 0.0472 0.0311 

TBCE - MAP 0.1779 0.1362 0.0988 
 

0.0706 0.0472 0.0311 

WR-NEW-JSBCDE 
(Proposed Tech.-V) 

0.1547   0.1167  0.0838  0.0586  0.0385  0.0262 

Perfect – CSI 
 

0.1440   0.1095 0.0769 0.534 0.0360 0.0227 
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Figure 5.23: Channel Estimation for 2 Transmitters and 2 Receivers MIMO-STBC 
Using 4-PSK (16 Pilots, 100 Blind) for Rayleigh Fading Channel Model 
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 Channel Estimation of QR-NEW (Proposed Tech.-I) for 2x4 MIMO-
STBC presented under 4PSK (4 pilots, 100 Blind) using Rician channel 
model 

 
Table 5.24 

Channel Estimation of QR-NEW (P.T.-I) for 2x4 MIMO-STBC using 4-PSK (4 pilots, 100 
blind) for different Rice factors. 

Rice factors BER 
 

K= 0 (Rayleigh fading) 
 

0.1033  0.0661  0.0419   0.0239  0.0132  0.0056 

K=5 
 

0.0798  0.0478  0.0274  0.0129  0.0058  0.0019 

K=10 
 

0.0742  0.0433  0.0239  0.0114  0.0043  0.0015 

K=15 
 

0.0722   0.0420   0.0221   0.0103   0.0037   0.0013 

 

 

Figure 5.24: Channel Estimation of QR-NEW (P.T.-I) for 2x4 MIMO-STBC 
Presented Under 4-PSK (4 Pilots, 100 Blind) for Different Rice Factors Presented 

Using Rician Fading Channel Model. 
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 Channel Estimation of HQR-OPML (Proposed Tech.-II) for 2x4 MIMO-
STBC presented under 4PSK (4 pilots, 100 Blind) using Rician channel 
model 

 

Table 5.25 

Channel Estimation of HQR-OPML (P.T.-II) for 2x4 MIMO-STBC using 4-PSK (4 pilots, 
100 blind) for different Rice factors. 

Rice factors BER 
 

K= 0 (Rayleigh fading) 
 

0.1053  0.0676  0.0415   0.0236  0.0123  0.0053 

K=5 
 

0.0832  0.0487  0.0270  0.0126  0.0055  0.0018 

K=10 
 

0.0780  0.0447  0.0239  0.0111  0.0041  0.0013 

K=15 
 

0.0758  0.0435  0.0226  0.0100  0.0036  0.0013 

 

 

Figure 5.25: Channel Estimation of HQR-OPML (P.T.-II) for 2x4 MIMO-STBC 
Presented Under 4-PSK (4 Pilots, 100 Blind) for Different Rice Factors Presented 

Using Rician Fading Channel Model. 



CHAPTER 5                                                                                                                  Simulation Results 

 

Page 129 

 

 Channel Estimation of HQR-OPML-NEW (Proposed Tech.-III) for 2x4 
MIMO-STBC presented under 4PSK (4 pilots, 100 Blind) using Rician 
channel model 

 
Table 5.26 

Channel Estimation of HQR-OPML-NEW (P.T.-III) for 2x4 MIMO-STBC using 4-PSK (4 
pilots, 100 blind) for different Rice factors. 

Rice factors BER 
 

K= 0 (Rayleigh fading) 
 

0.0508  0.0283  0.0158   0.0080  0.0034  0.0018 

K=5 
 

0.0344  0.0181  0.0087  0.0033  0.0010  0.0004 

K=10 
 

0.0315  0.0157  0.0069  0.0026  0.0006  0.0003 

K=15 
 

0.0301  0.0149  0.0063  0.0024  0.0005  0.0002 

 
 

 

Figure 5.26: Channel Estimation of HQR-OPML-NEW (P.T.-III) for 2x4 MIMO-
STBC Presented Under 4-PSK (4 Pilots, 100 Blind) for Different Rice Factors 

Presented Using Rician Fading Channel Model. 
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 Channel Estimation of HQR-OPML-JSBCDE (Proposed Tech.-IV) for 
2x4 MIMO-STBC presented under 4PSK (4 pilots, 100 Blind) using 
Rician channel model 

 
Table 5.27 

Channel Estimation of HQR-OPML-JSBCDE (P.T.-IV) for 2x4 MIMO-STBC using 4-PSK 
(4 pilots, 100 blind) for different Rice factors. 

Rice factors BER 
 

K= 0 (Rayleigh fading) 
 

0.0452  0.0244  0.0140   0.0070  0.0032  0.0018 

K=5 
 

0.0327  0.0170  0.0080  0.0031  0.0008  0.0004 

K=10 
 

0.0306  0.0154  0.0068  0.0025  0.0006  0.0003 

K=15 
 

0.0302  0.0147  0.0062  0.0023  0.0005  0.0002 

 
 
 

 

Figure 5.27: Channel Estimation of HQR-OPML-JSBCDE (P.T.-IV) for 2x4 MIMO-
STBC Presented Under 4-PSK (4 Pilots, 100 Blind) for Different Rice Factors 

Presented Using Rician Fading Channel Model. 
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 Channel Estimation of WR-NEW-JSBCDE (Proposed Tech.-V) for 2x4 
MIMO-STBC presented under 4PSK (4 pilots, 100 Blind) using Rician 
channel model 

 

Table 5.28 

Channel Estimation of WR-NEW-JSBCDE (P.T.-V) for 2x4 MIMO-STBC using 4-PSK (4 
pilots, 100 blind) for different Rice factors. 

Rice factors BER 
 

K= 0 (Rayleigh fading) 
 

0.0452  0.0244  0.0140   0.0070  0.0032  0.0018 

K=5 
 

0.0327  0.0170  0.0080  0.0031  0.0008  0.0004 

K=10 
 

0.0306  0.0154  0.0068  0.0025  0.0006  0.0003 

K=15 
 

0.0302  0.0147  0.0062   0.0023  0.0005  0.0002 

 

 

Figure 5.28: Channel Estimation of WR-NEW-JSBCDE (P.T.-V) for 2x4 MIMO-
STBC Presented Under 4-PSK (4 Pilots, 100 Blind) for Different Rice Factors 

Presented Using Rician Fading Channel Model. 
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 Channel Estimation of QR-NEW (Proposed Tech.-I) for 2x6 MIMO-
STBC presented under 4PSK (4 pilots, 100 Blind) using Rician channel 
model 

 
Table 5.29  

Channel Estimation of QR-NEW (P.T.-I) for 2x6 MIMO-STBC using 4-PSK (4 pilots, 100 
blind) for different Rice factors. 

Rice factors BER 
 

K= 0 (Rayleigh fading) 0.0403 0.0243 0.0116 0.0049 0.0018 0.0007 
 

K=5 0.0293 0.0142 0.0062 0.0023 0.0006 0.0001 

K=10 
 

0.0261 0.0120 0.0049 0.0018 0.0005 0.0001 

K=15 
 

0.0250 0.0114 0.0043 0.0016 0.0004 0.0001 

 

 

Figure 5.29: Channel Estimation of QR-NEW (P.T.-I) for 2x6 MIMO-STBC 
Presented Under 4-PSK (4 Pilots, 100 Blind) for Different Rice Factors Presented 

Using Rician Fading Channel Model. 
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 Channel Estimation of HQR-OPML (Proposed Tech.-II) for 2x6 MIMO-
STBC presented under 4PSK (4 pilots, 100 Blind) using Rician channel 
model 

 
Table 5.30  

Channel Estimation of HQR-OPML (P.T.-II) for 2x6 MIMO-STBC using 4-PSK (4 pilots, 
100 blind) for different Rice factors. 

Rice factors BER 
 

K= 0 (Rayleigh fading) 
 

0.0437 0.0247 0.0111 0.0045 0.0019 0.0005 

K=5 
 

0.0304 0.0147 0.0063 0.0022 0.0006 0.0001 

K=10 
 

0.0275 0.0124 0.0051 0.0018 0.0005 0.0001 

K=15 
 

0.0263 0.0117 0.0046 0.0015 0.0004 0.0001 

 

 

Figure 5.30: Channel Estimation of HQR-OPML (P.T.-II) for 2x6 MIMO-STBC 
Presented Under 4-PSK (4 Pilots, 100 Blind) for Different Rice Factors Presented 

Using Rician Fading Channel Model. 
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 Channel Estimation of HQR-OPML-NEW (Proposed Tech.-III) for 2x6 
MIMO-STBC presented under 4PSK (4 pilots, 100 Blind) using Rician 
channel model 

 

Table 5.31 

Channel Estimation of HQR-OPML-NEW (P.T.-III) for 2x6 MIMO-STBC using 4-PSK (4 
pilots, 100 blind) for different Rice factors. 

Rice factors BER 
 

K= 0 (Rayleigh fading) 
 

0.0155 0.0083 0.0034 0.0008 0.0004 0.0001 

K=5 
 

0.0099 0.0034 0.0013 0.0004 0.0000 0 

K=10 
 

0.0084 0.0026 0.0010 0.0003 0.0000 0 

K=15 
 

0.0079 0.0025 0.0008 0.0002 0.0000 0 

 

 

Figure 5.31: Channel Estimation of HQR-OPML-NEW (P.T.-III) for 2x6 MIMO-
STBC Presented Under 4-PSK (4 Pilots, 100 Blind) for Different Rice Factors 

Presented Using Rician Fading Channel Model. 
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 Channel Estimation of HQR-OPML-JSBCDE (Proposed Tech.-IV) for 

2x6 MIMO-STBC presented under 4PSK (4 pilots, 100 Blind) using 
Rician channel model 

 

Table 5.32 

Channel Estimation of HQR-OPML-JSBCDE (P.T.-IV) for 2x6 MIMO-STBC using 4-PSK 
(4 pilots, 100 blind) for different Rice factors. 

Rice factors BER 
 

K= 0 (Rayleigh fading) 
 

0.0152 0.0083 0.0033 0.0009 0.0003 0.0001

K=5 
 

0.0093 0.0033 0.0016 0.0004 0.0000 0 

K=10 
 

0.0082 0.0026 0.0010 0.0003 0.0000 0 

K=15 
 

0.0076 0.0026 0.0009 0.0002 0.0000 0 

 

 

 

Figure 5.32: Channel Estimation of HQR-OPML-JSBCDE (P.T.-IV) for 2x6 MIMO-
STBC Presented Under 4-PSK (4 Pilots, 100 Blind) for Different Rice Factors 

Presented Using Rician Fading Channel Model. 
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 Channel Estimation of WR-NEW-JSBCDE (Proposed Tech.-V) for 2x6 
MIMO-STBC presented under 4PSK (4 pilots, 100 Blind) using Rician 
channel model 

 
Table 5.33  

Channel Estimation of WR-NEW-JSBCDE (P.T.-V) for 2x6 MIMO-STBC using 4-PSK (4 
pilots, 100 blind) for different Rice factors. 

Rice factors BER 
 

K= 0 (Rayleigh fading) 
 

0.0118 0.0071 0.0024 0.0008 0.0003 0.0001 

K=5 
 

0.0087 0.0031 0.0013 0.0004 0.0000 0 

K=10 
 

0.0078 0.0026 0.0010 0.0003 0.0000 0 

K=15 
 

0.0074 0.0026 0.0010 0.0002 0.0000 0 

 

 

Figure 5.33: Channel Estimation of WR-NEW-JSBCDE (P.T.-V) for 2x6 MIMO-
STBC Presented Under 4-PSK (4 Pilots, 100 Blind) for Different Rice Factors 

Presented Using Rician Fading Channel Model. 
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 Channel Estimation of QR-NEW (Proposed Tech.-I) for 2x8 MIMO-
STBC presented under 4PSK (4 pilots, 100 Blind) using Rician channel 
model 

 
Table 5.34 

Channel Estimation of QR-NEW (P.T.-I) for 2x8 MIMO-STBC using 4-PSK (4 pilots, 100 
blind) for different Rice factors. 

Rice factors BER 
 

K= 0 (Rayleigh fading) 
 

0.0182 0.0089 0.0036 0.0010 0.0003 0.0001 

K=5 
 

0.0135 0.0048 0.0015 0.0004 0.0001 0 

K=10 
 

0.0118 0.0040 0.0012 0.0003 0 0 

K=15 
 

0.0112 0.0037 0.0010 0.0002 0 0 

 

 

Figure 5.34: Channel Estimation of QR-NEW (P.T.-I) for 2x8 MIMO-STBC 
Presented Under 4-PSK (4 Pilots, 100 Blind) for Different Rice Factors Presented 

Using Rician Fading Channel Model. 
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 Channel Estimation of HQR-OPML (Proposed Tech.-II) for 2x8 MIMO-
STBC presented under 4PSK (4 pilots, 100 Blind) using Rician channel 
model 

 

Table 5.35 

Channel Estimation of HQR-OPML (P.T.-II) for 2x8 MIMO-STBC using 4-PSK (4 
pilots, 100 blind) for different Rice factors. 

Rice factors BER 
 

K= 0 (Rayleigh fading) 
 

0.0190  0.0098  0.0039   0.0010  0.0003  0 

K=5 
 

0.0141  0.0046  0.0017  0.0004  0.0001  0 

K=10 
 

0.0123  0.0039  0.0013  0.0003  0 0 

K=15 
 

0.0117  0.0036  0.0011  0.0002  0 0 

 

 

 

Figure 5.35: Channel Estimation of HQR-OPML (P.T.-II) for 2x8 MIMO-STBC 
Presented Under 4-PSK (4 Pilots, 100 Blind) for Different Rice Factors Presented 

Using Rician Fading Channel Model. 
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 Channel Estimation of HQR-OPML-NEW (Proposed Tech.-III) for 2x8 
MIMO-STBC presented under 4PSK (4 pilots, 100 Blind) using Rician 
channel model 

 

Table 5.36 

Channel Estimation of HQR-OPML-NEW (P.T.-III) for 2x8 MIMO-STBC using 4-PSK (4 
pilots, 100 blind) for different Rice factors. 

Rice factors BER 
 

K= 0 (Rayleigh fading) 
 

0.0057  0.0026  0.0008   0.0002  0.0000  0 

K=5 
 

0.0029  0.0008  0.0003  0 0 0 

K=10 
 

0.0025  0.0006  0.0001  0 0 0 

K=15 
 

0.0023  0.0006  0.0001  0 0 0 

 

 

Figure 5.36: Channel Estimation of HQR-OPML-NEW (P.T.-III) for 2x8 MIMO-
STBC Presented Under 4-PSK (4 Pilots, 100 Blind) for Different Rice Factors 

Presented Using Rician Fading Channel Model. 

 

 



CHAPTER 5                                                                                                                  Simulation Results 

 

Page 140 

 

 Channel Estimation of HQR-OPML-JSBCDE (Proposed Tech.-IV) for 
2x8 MIMO-STBC presented under 4PSK (4 pilots, 100 Blind) using 
Rician channel model 

 
Table 5.37 

Channel Estimation of HQR-OPML-JSBCDE (P.T.-IV) for 2x8 MIMO-STBC using 4-PSK 
(4 pilots, 100 blind) for different Rice factors. 

Rice factors BER 
 

K= 0 (Rayleigh fading) 
 

0.0056  0.0024  0.0008   0.0002  0.0000  0 

K=5 
 

0.0032  0.0008  0.0004   0.0000  0.0000  0 

K=10 
 

0.0026  0.0007  0.0003   0       0 0 

K=15 
 

0.0023  0.0007  0.0002   0 0 0 

 

 

 

Figure 5.37: Channel Estimation of HQR-OPML-JSBCDE (P.T.-IV) for 2x8 MIMO-
STBC Presented Under 4-PSK (4 Pilots, 100 Blind) for Different Rice Factors 

Presented Using Rician Fading Channel Model. 
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 Channel Estimation of WR-NEW-JSBCDE (Proposed Tech.-V) for 2x8 
MIMO-STBC presented under 4PSK (4 pilots, 100 Blind) using Rician 
channel model 

 
Table 5.38 

Channel Estimation of WR-NEW-JSBCDE (P.T.-V) for 2x8 MIMO-STBC using 4-PSK (4 
pilots, 100 blind) for different Rice factors. 

Rice factors BER 
 

K= 0 (Rayleigh fading) 
 

0.0045  0.0016  0.0005   0.0002  0 0 

K=5 
 

0.0026  0.0008  0.0003  0.0000  0    0 

K=10 
 

0.0022  0.0008  0.0003  0 0 0 

K=15 
 

0.0020   0.0007  0.0002  0 0 0 

 

 

Figure 5.38: Channel Estimation of WR-NEW-JSBCDE (P.T.-V) for 2x8 MIMO-
STBC Presented Under 4-PSK (4 Pilots, 100 Blind) for Different Rice Factors 

Presented Using Rician Fading Channel Model. 
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5.4 OBSERVATIONS OF SIMULATION RESULTS 

As per simulation results presented in previous section, following observations 

have been carried out. 

• Conventional semi-blind channel estimation technique SVD-OPML (WR) 

shows better results compared to conventional SVD-ROML based semi-blind 

channel estimation technique, Least Square (LS) and Maximum a Posteriori 

(MAP) based training channel estimation techniques for all combinations. 

• Proposed Tech.-I and II show nearby performances compared to conventional 

SVD-OPML (WR) technique, while proposed Tech. –III, IV and V 

outperform others and show near optimal performance by comparing with 

perfect channel state information (CSI) for all combinations. 

• BER performance improves by increasing receiver antennas for any 

techniques and for any combinations. 

• BER performance improves by increasing orthogonal pilot symbols for 

conventional techniques. 

• BER performance degrades by using higher modulation schemes. For any 

combinations, BER degrades if 8-PSK is used instead of 4-PSK and 4-PSK 

instead of 2-PSK. 

• For Rician fading channel model, BER performance improves with increase of 

Rice factors (like Rice factors K=0, 5, 10, 15). Rice factor K=0 is Rayleigh 

fading case, so performance improves with respect to increasing Rice factors. 

 

5.6 SUMMARY 

 

In this chapter extensive computer simulations have been carried out to 

investigate and demonstrate performance of novel semi-blind channel estimation 

techniques for Rayleigh flat fading MIMO channel using various parameters like 

receiver antennas, modulation schemes (m-PSK, where m = 2, 4, 8) and orthogonal 

pilots (4 pilots, 8 pilots and 16 pilots). Finally analysis of proposed novel techniques 
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have been performed by using flat fading Rician channel model under 4-PSK 

modulation scheme for 2 transmitters and various receiver antennas. 
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CHAPTER 6 
 

CONCLUSIONS AND FUTURE SCOPE 
 
6.1 CONCLUSIONS 

It is known that reliability of MIMO systems depends upon knowledge of 

channel state information (CSI) at the receiver for data detection and decoding. 

Therefore the accurate and robust estimation of wireless channel is very important 

part of MIMO communication system.  

In this thesis, performance of proposed novel semi-blind channel estimation 

and data detection has been compared to conventional channel estimation techniques 

and investigated by taking BER analysis. From extensive computer simulations 

presented for 2×N MIMO-STBC systems using flat fading Rayleigh and Rician 

channels for various parameters like  combinations of receiver antennas, modulation 

schemes (m-PSK, where m = 2, 4, 8) and orthogonal pilots (4 pilots, 8 pilots and 16 

pilots), following points have been concluded.  

● Conventional SVD-OPML (WR) semi-blind channel technique shows 

better result compared to SVD-ROML based semi-blind channel estimation 

technique and other training based channel estimation techniques like LS 

and MAP for all the combinations of receiver antennas, modulation 

schemes (m-PSK) and orthogonal training (pilot) symbols. For example, 

2×6 MIMO-STBC Rayleigh fading model using 4-PSK (4 pilots, 100 blind 

information symbols) simulation shows; BER at 1 dB, 3 dB and 5 dB SNR 

are 0.0364, 0.0097 and 0.0017 for SVD-OPML Technique, 0.0500, 0.0153 

and 0.0034 for SVD-ROML Technique, 0.0554, 0.0320 and 0.0024 for 

Training based LS and MAP Techniques. (Refer Table 5.1)  

● BER performance improves with increases in number of receiver antennas 

for all the successive techniques comparatively. Here 2 transmitter antennas 

and 2, 4, 6 and 8 receiver antennas have been used to investigate 
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performance of various channel estimation Techniques. For example, 

MIMO-STBC Rayleigh fading model using 4-PSK (4 pilots, 100 blind 

information symbols) simulation setup gives BER for SVD-OPML 

Technique at 1 dB, 3 dB and 5 dB SNR are 0.2541, 0.1592 and 0.0802 

using 2 receiver antennas, 0.0948, 0.0369 and 0.0111 using 4 receiver 

antennas, 0.0364, 0.0097 and 0.0017 using 6 receiver antennas and 0.0156, 

0.0033 and 0.0002 using 8 receiver antennas. (Refer Table 5.1 to 5.4) 

● In semi-blind channel estimation schemes, 4, 8 and 16 orthogonal pilot 

symbols have been taken. BER performance improves with an increase in 

number of orthogonal pilot symbols for particular scheme but it increases 

complexity of matrix calculations by increasing size of matrix. For 

example, 2×6 MIMO-STBC Rayleigh fading model using 4-PSK 

simulation setup shows BER for SVD-OPML at 1 dB, 3 dB and 5 dB SNR 

are 0.0364, 0.0097 and 0.0017 using 4 orthogonal pilots, 0.0237, 0.0049 

and 0.0008 using 8 orthogonal pilots and 0.0180, 0.0033 and 0.0003 using 

16 orthogonal pilots. (Refer Table 5.1, 5.10, 5.20) 

● Simulation results show that BER performance for same combination 

degrades   with applying higher modulation scheme. For the same 

combination, 2-PSK performs better compared to 4-PSK and 8-PSK for any 

technique. For example, 2×6 MIMO-STBC Rayleigh fading model (4 

pilots, 100 blind information symbols) simulation setup gives BER for 

SVD-OPML 1 dB, 3 dB and 5 dB SNR are 0.2511, 0.1480, and 0.0699 

using 8-PSK, 0.0364, 0.0097 and 0.0017 using 4-PSK and 0.0021, 0.0001 

and 0.0000 using 2-PSK (BPSK). (Refer Table 5.1, 5.7 and 5.9) 

● Five novel semi-blind channel estimation techniques have been proposed. 

Among those, proposed techniques I and II show nearby performances 

compared to SVD-OPML (WR) based technique and proposed techniques 

III, IV and V show better performances compared to SVD-OPML and other 

techniques with 2 to 3 dB improvement and show near optimal performance 
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by comparing with known channel (perfect Channel state information). 

Further Proposed techniques III to V shows almost nearby performance, 

still technique V is marginally better compared to technique III and IV. 

Proposed technique III and IV uses Householder QR decomposition (H-

QRD) which is less computationally complex in comparison with other 

matrix decomposition techniques because not only it avoids explicit matrix 

inversions but it converts full rank matrix into a simpler form and it 

guarantees   numerical stability by minimizing errors   so that can be 

suitable techniques for reduced complexity solutions with near optimal 

performance. 

● Finally in the last part of simulations, flat fading Rician channel model have 

been taken using 4-PSK modulation scheme to simulate proposed 

techniques for different Rice factors.  Simulation results indicate that by 

increasing Rice factors (K=0 (Rayleigh fading), K=5, 10, 15), BER 

performance successively improves for all combinations.(Refer Table 5.24 

to 5.38) 

 

6.2 FUTURE SCOPE OF THE WORK 

In thesis, novel semi-blind channel estimation and data detection techniques 

for low complexity and near optimal performance using flat fading Rayleigh and 

Rician channel models for single carrier MIMO-STBC system have been proposed 

with its mathematical model. The future work can be suggested as the development of 

a low complexity adaptive channel estimation technique for MIMO-OFDM based 

multicarrier system for frequency selective fading environment. Nowadays there is 

need to calculate channel coefficient for fast frequency selective environment due to 

vehicular speed. For this, efficient channel estimation techniques are required to deal  

with such types of time-varying environment where channel coefficients are not fixed 

but keep changing after every time interval. Further one can use more number of  
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transmitter antennas with various OSTBC schemes to investigate performance of the 

same. Further adaptive receiver design can be suggested for time-varying 

environment. 
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APPENDIX- B  

 

 

Overall Work flow diagram: 

 

           

           

           

           

           

           

           

           

           

           

           

         

           

           

           

           

           

           

           

           

           

           

           

           

           

           

           

           

           

           

           

           

          

Specify various simulation parameters 

like receiver antennas, m-PSK mapping 

value (m = 2, 4, 8), maximum SNR value 

and information symbols being 

transmitted 

Generate m-PSK (BPSK, QPSK, and 8-PSK) 

modulated symbols using m-PSK mapper 

 

Generate random channel matrix H 

coefficients using Rayleigh fading or 

Rician fading model 

Generate random AWGN noise matrix 

 

 

START 
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Calculate Training data output and blind 

information data output using orthogonal 

training symbols, blind information 

symbols, channel coefficients matrix and 

noise coefficients matrix 

Apply channel estimation algorithm using 

conventional technique or proposed 

channel estimation technique 

 

Arrange the estimated channel matrix 

for space time decoding part and 

combine 

Apply m-PSK demodulation to calculate 

received information symbols 

 

Apply ML detection using received 

output and estimated channel matrix 

space time decoding structure 
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Plot SNR Vs BER as a performance 

analysis criterion, which uses to 

investigate performance of various 

channel estimation techniques 

 

Calculate Bit Error Rate (BER) using 

transmitted symbols and received 

symbols 

 

 

END 
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Flow diagram of Joint Channel Estimation and Data Detection QR-NEW 

(Proposed Technique-I): 

 

           

           

           

           

           

           

           

           

           

           

           

         

           

           

           

           

           

           

           

           

           

           

           

           

           

           

           

           

           

           

           

           

           

           

           

           

          

Let pX is pilot (training) symbols and 

their corresponding output is pY  

Decompose 
pX  into, hermitian matrix 

pQ  and 

upper triangular matrix 
pR  using QR 

decomposition algorithm. 

ˆ ˆ
0

p

p p p

R
Y HX HQ

 
= =  

 
 

Equation adjusted as ˆ
0

p H

p p

R
H Y Q
 

= 
            

, H
p pQ Q I=  

Ĥ   is estimated by solving above equation 

using back substitution method and that is 

channel estimation using pilot symbols Xp. so 

that ˆ ˆ
TSH H=  

From initial channel estimate, estimated 

blind data can be found as 

1ˆ ˆ ˆ( )H H
TS TS TSbest bX H H H Y−=

 
Where bY  

is received 

output data. 
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Decompose bestX  into, hermitian matrix bQ  

and upper triangular matrix bR  using QR 

decomposition algorithm ˆ
0

b
Fb b

R
Y H Q

 
=  

 
 

Now
H

b bQ Q I= , therefore ˆ
0

b H
F b b

R
H Y Q

 
= 

 
 

 

Final channel estimation ˆFH  is estimated 

form above equation using back substitution 

method. 
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Flow diagram of Householder QR-OPML (Proposed Technique-II): 

     

           

           

           

           

           

           

           

           

           

           

           

         

           

           

           

           

           

           

           

           

           

           

           

           

           

           

           

           

           

           

           

           

           

           

           

           

           

            

Calculate received output autocorrelation 

matrix YYRɶ  where 

2[ ] ( )H H
YY b b b b nR E Y Y HX HX Iσ= = +

 

2
YY YYnR I Rσ− = ɶ  Where bY  is received blind 

data output
 

Apply Householder transformation to YYRɶ and 

calculate upper triangular matrix R 

 

Q̂  is estimated using OPML algorithm which  

Minimizing likelihood function: 

2
H

p p
F

Y RQ X− Such that 
HQQ I=

    

ˆ H
MQ MQQ V U=

 

Where ( ) ( )H H H
p p QMQ MQ MQU V SVD R Y X SVD M∑ = =

 

Final channel estimate can be calculated as 

ˆˆ H
estH RQ=                                                     
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Flow diagram of Householder QR-OPML-NEW (Proposed Technique-III): 

 

 

          

           

           

  

          

           

           

           

           

           

           

           

           

           

           

           

           

           

           

           

           

           

           

           

           

           

           

           

           

           

           

           

           

           

           

           

Calculate received output autocorrelation 

matrix YYRɶ  where 

2[ ] ( )H H
YY b b b b nR E Y Y HX HX Iσ= = +

 

2
YY YYnR I Rσ− = ɶ  Where bY  is received blind 

data output
 

Apply Householder transformation to YYRɶ and 

calculate upper triangular matrix R 

Q̂  is estimated using OPML algorithm which  

Minimizing likelihood function: 

2
H

p p
F

Y RQ X− Such that 
HQQ I=

    

ˆ H
MQ MQQ V U=

 

Where ( ) ( )H H H
p p QMQ MQ MQU V SVD R Y X SVD M∑ = =

 

Channel estimate can be calculated as 

ˆˆ H
estH RQ=     (same as proposed tech-II)                                               
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Given channel knowledge (estimate), find error 

covariance matrix of estimated      channel 

2
ˆargmin estE H H−  and

2 ˆ, ( )H
h estne E H Hσℜ =  

( )pnew h PX e X= ℜ  Where PX  are conventional 

orthogonal pilot symbols 

Again perform OPML algorithm to minimize given 

cost function represented as 

2
H

P b pnew
F

Y RQ X−
 

ˆ H
b MQnew MQnewQ V U= Where

( ) ( )H H H
p pnew QnewMQnew MQnew MQnewU V SVD R Y X SVD M∑ = =  

Final channel matrix H is then estimated as  

ˆˆ H
bH RQ=  
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Flow diagram of Householder QR-OPML- Joint Semi-Blind Channel Estimation 

and Data Detection (JSBCDE) (Proposed Technique-IV): 

    

 

 

 

 

 

 

    

    

    

    

    

    

    

    

    

    

    

    

    

    

    

    

    

    

    

    

    

    

    

    

    

    

Calculate received output autocorrelation 

matrix YYRɶ  where 

2[ ] ( )H H
YY b b b b nR E Y Y HX HX Iσ= = +

 

2
YY YYnR I Rσ− = ɶ  Where bY  is received blind 

data output
 

Apply Householder transformation to YYRɶ and 

calculate upper triangular matrix R 

Q̂  is estimated using OPML algorithm which  

Minimizing likelihood function: 

2
H

p p
F

Y RQ X− Such that 
HQQ I=

    

ˆ H
MQ MQQ V U=

 

Where ( ) ( )H H H
p p QMQ MQ MQU V SVD R Y X SVD M∑ = =

 

Channel estimate can be calculated as 

ˆˆ H
estH RQ=     (same as proposed tech-II)                                               
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Given channel knowledge (estimate), perform data 

detection as 

† 1ˆ ˆ ˆ ˆ( )H H
est est est estbesti b bX H Y H H H Y−= =  

Find error covariance matrix of estimated      data 

2
argmin b bestiE X X−  

2
† †ˆargmin est
b b

E H Y H Y= −  

2 ( )Hi b bestine E X Xσℜ =  and new pilot symbols are 

derived as ( )pnewi i PX eX= ℜ                                       Where PX  are 

conventional orthogonal pilot symbols 

Again perform OPML algorithm using new pilot 

symbols to minimize given cost function 

represented as 

2
H

P bi pnewi
F

Y RQ X−
 

ˆ H
bi MQnewi MQnewiQ V U= Where

( ) ( )H H H
p pnewi QnewiMQnewi MQnewi MQnewiU V SVD R Y X SVD M∑ = =  

Final channel matrix H is then estimated as  

ˆˆ H
biH RQ=       
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Flow diagram of Modified Whitening Rotation (SVD-OPML) based Joint Semi-

Blind Channel Estimation and Data Detection (Proposed Technique -V): 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Calculate received output autocorrelation 

matrix YYRɶ  where 
2[ ] ( )H H

YY b b b b nR E Y Y HX HX Iσ= = +
 

2
YY YYnR I Rσ− = ɶ  Where bY  is received blind data 

output
 

First computer SVD of
2 2 H

YY YYnR I R U Uσ− = = ∑ɶ , 

then whitening matrix is given as W U= ∑  

Apply OPML algorithm to minimize cost 

function 

2
H

p p
F

Y WQ X− Such that 
HQQ I=

   

    
ˆ H

Ms MsQ V U=
      

Where ( ) ( )H H H
Ms p pMs MsU V SVD W Y X SVD Ms∑ = =

 

Channel estimate using SVD-OPML is given by    

ˆˆ H
estH WQ=  
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Given channel knowledge (estimate), perform 

data detection as 

† 1ˆ ˆ ˆ ˆ( )H H
est est est estbestj b bX H Y H H H Y−= =  

Now error covariance factor of estimated 

data can be described as 

2 ( )Hj b bestjne E X Xσℜ =                                                         

New pilot symbols are derived as 

( )pnewj j PX eX= ℜ   Where PX  are conventional 

orthogonal pilot symbols                                    

PY  is received training output and again 

perform OPML algorithm to minimize given cost 

function represented as 

2
H

P bj pnewj
F

Y RQ X−   

ˆ H
bj MQnewj MQnewjQ V U=  

Where

( ) ( )H H H
p pnewj QnewjMQnewj MQnewj MQnewjU V SVD R Y X SVD M∑ = =

 

Final channel matrix H is then estimated as 

ˆˆ H
bjH WQ=  



                                                Appendix-C 

 

Page 165 

 

APPENDIX- C 

Explanation of Equation 4.78-4.83 of Chapter no. 4 in detail:  

 

Equation 4.78 of OPML algorithm is given below 

 

2H
P bj pnewj

F
Y WQ X−

   
Such that H

bj bjQ Q I=              … (C1) 

 

Where PY  is received training output, pnewjX is newly derived pilot symbols from error 

covariance factor and channel matrix is H
bjH WQ=    

(Refer section 4.5.5 in thesis.) 

Now from the WR (SVD-OPML) technique which mentioned in section 4.3, 

We know that MIMO channel N MH C ×∈ which has at least as many receive antennas 

as transmit antennas i.e. N M≥ .Then, the channel matrix H can be decomposed as 

HH WQ= where N MW C ×∈ is also known as the whitening matrix which can be 

estimated blindly from the autocorrelation matrix of received data alone 

and M MQ C ×∈ , termed as the rotation matrix, that is unitary i.e. H HQ Q QQ I= =  
which can be estimated using orthogonal pilot symbols using OPML algorithm. 

 

Hence as a part of semi-blind channel estimation, estimated channel matrix is 

given by equation 4.14 as 

 

ˆˆ HH WQ=                                                 ..(C2) 
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Explanation of OPML algorithm in detail: 

Now as a part of OPML algorithm, cost minimization function is given as  

 

22 H
p p p p

F F
Y HX Y WQ X− = −

   
Such that HQQ I=           … (C3) 

 

Upper problem is mean of squared Frobenius norm which is explained as 

 

2 ( )H
F

A trace AA=                                      … (C4) 

When trace of matrix is sum of diagonal entries of matrix. 

So from that we can write using mathematical background  

 

2
( ) ( ) 2 (( ) )H H H H H H H H

p p p p p p p p
F

Y WQ X tr Y Y tr WW QQ X X tr Q X W Y− = + −  

                                        ( ) ( ) 2 (( ) )H H H H H
p p p ptr Y Y tr WW tr Q X W Y= + −            … (C5) 

, provided H H
p pQQ I X X= =  

 

Now for minimizing that cost function occurs by maximizing (( ) )H H H
p ptr Q X W Y  

From that maximizing Q can be found by calculating SVD of ( )H H
p pW Y X Ms=  

( ) ( )H H H
Ms p pMs MsU V SVD W Y X SVD Ms∑ = =               … (C6) 

So  H H H
Ms p pMs MsU V W Y X∑ =                                 … (C7) 
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Further 1 2( ) ( , ,..., )H H H
p p Ms LMs MsU W Y X V diag σ σ σ= ∑ =                                      … (C8) 

Now ( ) ( ) ( )H H H
p p Ms MsMs Mstr Q W Y X tr Q U V tr Z= ∑ = ∑                                        … (C9) 

Where H
Ms MsZ Q U V=                                                                                           … (C10) 

Here upper bound is attained by setting Z I=  where I is identity matrix. 

Hence 

H
Ms MsZ Q U V I= =                                                                                                 … (C11) 

So  ˆ H
Ms MsQ V U=                                                                                                  … (C12) 

Which is equivalent framework shown in equation 4.81. Thus it proves. 

Actually this gives relationship between two subspaces. That is rotation of subspaces 

as a part of mathematical background. 

And finally ˆˆ HH WQ=  shows final semi-blind channel estimate which is explained in 

equation no 4.83. 

 

 

 


