CHAPTER 6
ON_THE CAUSALITY BETWEEN GOVERNMENT EXPENDITURE AND NATIONAI
INCOME IN INDIA®

6.1. INTRODUCTION

The proposition put forward by the German economist Adolf
Wagner regarding the relation between economic development and
the size of the government activity has held the interest of
economists for over a century since he formulated the law in
1863. The Wagner'’s Law, as it is often referred to, raises some
uncertainty regarding its precise interpretation. There has also
been a wide~ranging debate regarding its empirical validity.
However, Wagner’s Law of "increasing state activity" (considered
in great detail in Chapter 3) still remains the most frequently
tested theoretical proposition. Several studies have been
carried out for different countries, many lending support to
Wagner’s hypothesis and some rejecting it depending upon the
formulation tested. As discussed earlier in Chapter 3, Wagner’s

law has been substantiated for India.

The assumption inherent in the Wagner’s hypothesis is that
the causality (or the relation between cause and effect) runs
from the level of economic development to the size of government
expenditure. However, in most econometric models and in a
Keynesian mode of thought, it is stressed that changés in

government expenditure lead to changes in national income.

Y1l highly indebted to Prof.J.V.H. Sarma of the Centre for Economic and Social Studies, Byderabad for
quiding me through the causality testing procedure. The methodology for the stationarity testing as well as
the causality testing procedure have been adopted from his paper entitled "Causality Between Public
Expenditure and GNP : The Indian Case Revisited".
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During the great depression of 1930’s, Keynes advocated
increased investment by the government to revive the economy from
widespread unemployment and bring about economic stability. 1In
other words, Keynes believed that an increase in the volume of

expenditure would bring about economic growth.

In either case, the decision regarding the causative process
on the basis of empirical testing is lacking. Hence, the causal
connection between economic development and government
expenditure can not be established unless the interaction of

cause and effect is determined either empirically or logically.

6.2. STUDIES RELATING TO CAUSALITY BETWEEN GOVERNMENT EXPENDITURE
AND NATIONAL INCOME

The studies concerning the causality between government
expenditure and national income were inducted into the public
expenditure analysis almost a decade ago. The pioneering effort
was made by Singh and Sahni [1984a, 1984b] for studies relating
to India and Canada. The analysis was carried out by them using
the Granger Causality Test framework between GNP and government
expenditure at aggregate level and at disaggregate level by
functions like health, education, transport & communication, law
& order, debt charges etc. Their results revealed a
bidirectional causality between government expenditure and
national income at the aggregate level and a mix of
unidirectional and bidirectional causality at the disaggregate
level. 1In another of their studies for U.S.A. [1986] also, a
bidirectional causality was observed between GNP and government

expenditure at the aggregate level.
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,Sarma and Rao’s study [1991] for-.-India for the period from
1960 to 1990 employed Geweke’s Canonical Causality formulation in
addition to the standard Granger test of causality.' This study
concluded that the causal flow runs from national income to
government expéhditure, which is in contrast to the Singh and
Sahni study for India [1984a]. It may be mentioned here that the
period covered and the test procedure followed are different in

both the studies.

While the above studies have used single-country samples,
namely those for India, Canada and U.S.A., a couple of studies
have also been carried out for multi-country samples. The
pattern of causality between national income and government
expenditure shows substantial variations in the study conducted
by Ram [1986] for 63 countries. In this study, the Guilkey and
Salemi version of the Granger-Sargent procedure for causality has
been used. However, the Ahsan, Kwan & Sahni study on 24 OECD
(Organization for Economic Cooperation and Development) countries
finds a bidirectional causality between national income and
government expenditure for a majority of the countries. This
finding is supportive of the earlier results obtained for single-

country samples.

The above studies carried out by Ram [1986] and Singh &
Sahni [1989] have not been without criticism. The first point of
criticism is that, with the use of a bivariate system, some
significant variables may be omitted because of which the
causality results may be obscured. This point was made by

Lutkepohl [1982]. Secondly, "no causality" indicates that the
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past and present values of an economic variable do not help in
predicting another economic variable. This is incorrect if there
exists a functional relationship between these economic variables
which\can be expressed within a theoretical framework. This
point was raised by Nagarajan and Spears [1989]. For example,
the cause and effect relationship between economic growth and
expenditure has a theoretical backing in terms of Wagner’s Law in
that, as an economy progresses, an increase occurs in the
government expenditure, and economic growth leads to growth in

governnent expenditure with the rate of expenditure growth

exceeding that of economic growth.

Doubts have also been raised regarding the inconsistent
results obtained in the above mentionéd studies. It remains to
be further investigated if the non-homogeneity in the results
obtained can be attributed to deficiencies in the underlying
model, the estimation procedure or some inadequacy in the data
set or the sample. It is in this light that the causality
testing for public expenditure and national income is undertaken
for the period 1950-51 to 1989-90 in this study. This makes it
the longest period covered by any causality study pertaining to
India. The results can help in understanding whether the
differences in the estimation procedure and the period covered

affect the causality pattern for India.

6.3. THE GRANGER TEST OF CAUSALITY
Granger’s conception of causality depends on the flow of
time and, in view of this, Granger [1969] distinguished four

patterns of causality. Let Uy be all the information in the
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universe accumulated since time (t-1) and let (Ug-Y{) denote all

L

_ this information apart from the specified series Y.

The definitions of the patterns of causality can be written

as follows :~-

(1)

(2)

(3)

(4)

Simple Causality : If o0?(X|U) < 0?(X|U-Y), we say that Y is
causing X denoted byth——-)Xt. We say that Y¢ is causing X
if we are better able to predict X, using all available
information than if only the inforﬁation apart from Y, had

been used.

Instantaneous Causality : If o*(X|U,Y) < 0?(X|U) we say that
instantaneous causality Yt——-;xt is occurring. 1In other
words, the current value of Xi is better ‘predicted’ if the
present value of(Yt is included in the ‘prediction’ than if

it is not.

Causality Lag : If th——>xt, we define the (integer)
causality lag m to be the least value of K such that
o2 (X|U-Y(K)) < o0?(X|U-Y(K+1)). Thus, knowing the values
Yt~j' j=0,1,...,m-1 will be no help in improving the

prediction of X,.

Feedback : If 02(X|U) < o?(X|U~Y) and o02(Y|U) < o?(Y|U-X),
we say that feedback is occurring, which is denoted by
Yé~~—»X. In other words, feedback is said to occur when X

is causing Y and also Yy is causing X.

The patterns (1), (2) and (3) refer to unidirectional

causaliéy (X—>»Y) and (4) suggests bidirectional causality. The
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above definitions have assumed that Xy and Y4 are stationary
stochastic variables}'*. 1In light of the above definitions, the

simple causal model is

L J =
X, = ;a:)‘xt-j + ;bjyt-j + U, -

o o co (6.1)
Y, =

f"; CiX, 5 + ;: d;¥, ; + V, —
- =1

2

where Uy and V. are taken to be white-noise® series, i.e.

E(UgUg)=0=E(VyVy), s#t and E(UgUg)=0, all t, s, and Xi and Y are

3

two stationary time series” with zero means.

The definition of causality given above implies that Yg
causes X provided some jj%o. Similarly, Xi causes Y if some
cj#o. If both of these events occur, there is a feedback

relationship between X; and Y.

The more general model with instantaneous causality is

X, + b)Y, = ;ajxt-j"zbjyc«j + U,
=1 F

LY n n 0;0(6'2)
Y, + ¢ X, = ;cjxt,j+;djyt_, + V,
=1 =1

If the variables are such that this kind of representation is
required, then instantaneous causality occurs and the current
value of X, is better ‘predicted’ by including Yy and this will

improve the goodness of fit of the first equation for X.

After estimating the two linear equations 6.1 or 6.2 as the

case may be, the null hypothesis bi=cs=0 for all j (3j=0,1,...,m)

J 73

* ALl terms or ords in this chapter #ith superscripted numbers are explained at the end of this chapter in
LPPENDIX VIA.
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is tested against the alternative hypothesis that bj=0 and cj=0
for at least some Jj’s, wusing the F~test. It is, however,
important to note that, since the equations involve lagged
independent and dependent variables, the error terms might be
serially correlated and the test statistic is invalid in the
presence of serial correlation. Therefore, all the variables

4

used in the regressions are passed through filters™ such as those

5 [1972], Nerlove® [1964] or Box and Jenkins’ [1976], so

of Sims
that the regression residuals would be white-noise with this

prefiltering.

6.4. STATIONARITY TESTS

Subjecting the Granger causality test to actual or raw data
series (unadjusted series) poses problems as the data series may
not be stationary. However, without identifying the cause of
non-stationarity, first differencing or employing a filter may
result in over-differencing of the series. Also, it has been
found that most economic variables exhibit some regular patterns
of movement and it is common practice to remove the trend
component prior to the causality analysis, which is called
‘detrending’ o©of the series. Mostly, this is achieved by
inclgding time as an explanatory variable. 1In addition, the
decision regarding the lag length to be used in the regression
equations is also to be taken so as to make the Granger test

applicable to the economic variables being considered.

To view whether a series is stationary or not, the

8

correlogram® or auto correlation function of the series can be

generated. A non-damping autocorrelation function would indicate
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that thé series is not stationary. However, the pattern shown in
the correlogram cannot suggest the alternatives of converting the
series into stationarity. There are basically two different
classes of non-stationary processes, the trend stationary (TS)9
process and difference stationary process (DS)lO. Here, we are
concerned with the roots of the autoregressive (AR) polynomial11
of the two processes mentioned above. The stationarity condition
for an autoregressive process is that the roots of the

12 Should be less than one in absolute

characteristic equation
value. Several testing procedures have been devised to test not
only the existence of unit root (i.e. whether one of roots of the
AR polynomial of the statistical process is 1), but also to test
the existence of a regular trend. Existence of a unit root in
the AR‘polynomial means that the series is a DS process and,
hence, it can be converted to stationarity by first
differencing13 the series. If the time trend coefficient turns
out to be significant then the series is a TS process and this
implies that the series should be converted to logs to make it

stationary.

Dickey and Fuller [1979] have devised a method for testing
the presence of unit root in the AR polynomial of the statistical
process. In the present study, the Nelson and Plosser [1982]
version of the Dickey-Fuller (DF) test has been used which gives
an indication about the existence of a unit root and alsc the
presence of time trend. After the series are tested for the
existence of unit root as well as time trend effect, depending
upon the result, the series are converted to stationarity using

suitable methods of transformations (to logs or first
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differencing). The Granger test is then applied to the

stationarised series.

6.5. FINDINGS OF THE STATIONARITY TESTING

The stationarity testing for Central Government expenditure
and its economic categories (commodities & services, wages &
salaries, transfer payments, and gross capital formation) is done
for the period 1950-51 to 1989-90. Similar testing for the
functional categories (defence, education, medical & public
health, agriculture, industry and transport and communication) is

done for the period 1966-67 to 1989-90.

Using the RATS (Version 2.12) software developed by VAR
Econometrics and Doan Associates, the plotting of correlograms
and unit-root testing is done. The lag length to be used in the
model is determined on the basis of both Akaike [1974] and
Schwarz [1978] criteria (also with the help of the above
mentioned programme). From the first two autocorrelations for
the GNP series it has been found that the autocorrelation
function does not damp out quickly, which is an indication that
the series is not stationary. As mentioned earlier, the
correlogram cannot suggest the method to be used for converting a
non-stationary series into stationarity. Hence, the Dickey-
Fuller test is applied to look for the existence or absence of
unit root in the AR polynomial. This is done with the help
of 7 statistic. The cumulative distribution of 7 is given in

Fuller [1976].
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Table 6.1. gives the 7 values and the significance level
of the coefficient of time trend, for various economic and
functional categories. The tabulated 7 value at 5% level of
significance is -2.97 and that at 1% is -3.65. The criterion
used for unit root testing is that, if the calculated 7 value is
less than the tabulated 7 value, then it indicates the
significance of the 7 value and the absenée of the unit root.
In such a case, the series is said to be stationary. As for the
significance level of the coefficient of time-trend, if the
significance level is less than 1%, then the time-trend

coefficient is significant.

Using the above criterion, it can be seen from Table 6.1.
that the actual data series is non-stationary since the 7 values
for all the heads of expenditure and GNP are insignificant at 1%
level. The log-transformed series on commodities & services,
medical & public health and agriculture are stationary with
the 7 values significant at 1% level, while the series on
transport & communication is stationary with the r value
significant at 5% level. The series for the rest of the
categories are all non-stationary because of the insignificance
of the r values. Finally, it can be observed that the log-first
differenced series for all the categories are stationary,

with 7 wvalues significant at 1% level.

It may be noted that, in spite of the series being
stationary with first differences, the time-trend coefficient
happened to be statistically significant in almost all the cases,

except for education and total expenditure. This is indicative
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of the fact that the time-trend effect can not be neutralized.
To sort out this problem, the log transformation of the series
was done and the Dickey-Fuller test was repeated. The test
results indicated that the first differences in logs were fairly
stationary and the Dickey-Fuller test statistics (7 values) were
not only statistically siénificant but the trend effect was also
insignificant or neutralized. This fact is well illustrated in.
Table 6.2., which gives the results of the stationarity testing
for GNP and Central Government expenditure series for India at’

current prices.

After the series are converted to stationarity the next step
is to decide on the optimal lag length to be used in the
equations. As already mentioned the software used also gives an
indication about the optimal lag length using both the Akaike and
Schwarz criteria. The lag length was taken to be 2. After
having done so, the causality analysis is carried out using the
F-test on first differences of logarithmic series keeping the lag

length at 2.

6.6. RESULTS OF THE GRANGER CAUSALITY TESTS

Table 6.3 summarizes the results of the Granger Causality
tests on various series. It can be seen that there exists a
bidirectional causality between GNP and Central Government
expenditure. This is in line with the earlier result obtained by
Singh and Sahni [1984a] for India. The bidirectional causality
can be justified on the grounds that, with an increase in GNP,
the ability of the governﬁent to spend rises. This, in turn,

leads to increased expenditure, thereby supporting Wagner’s
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views. The causality from expenditure to national income is
supportive of Keynesian thought of pumping of investment into the
economy by the government to promote economic growth and

stability.

There also exists a bidirectional causality between GNP and
transfer payments and gross capital formation. The transfers to
individuals and regions as well as redistributive transfers (such
as pensions and subsidies) increase as national income rises.
The resource transfers to States and Union Territories for
developmental purposes and subsidies (especially those for export
promotion and industrial development of backward regions) lead to
increase in GNP, The same can be said of gross capital
formation, which increases relatively as national income rises
and the increase in gross capital formation causes national
income to attain a higher level. The direction of causality for
expenditure on commodities and services and wages and salaries is
unidirectional from GNP to these heads of expenditure. This is
also in conformity with Wagner’s thinking that expenditure on
goods and services and wages and salaries will grow as national-
income rises. This, and many other hypothesis have been
summarized under ‘some potentially testable hypothesis on

government expenditure’ in the book by Bird [1970].

As far as the functional categories are concerned, the
medical & public health and defence services show bidirectional
causality, whereas education, agriculture, industry and transport
& communication show unidirectional causality from GNP to these

components of expenditure.
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6.7. CONCLUDING REMARKS

The result of the present study, indicating a bidirectional
causality between government expenditure, is in conformity with
the earlier results of Singh and Sahni [1984a] for India. This
seems to suggest that the difference in the length of the time-
period chosen and the methodology adopted does not alter the
outcome. One fundamental advantage of the Granger causality test
has been to make an effort to go beyond mere ‘correlation’ and
‘association’ and to assess ‘causation’ across economic
variables. The Wagner’s hypothesis and many other econonic

relationships can be investigated through Granger test of

causality.
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APPENDIX VIA

GLOSSARY OF TERMS PERTAINING TO CAUSALITY TESTING

Stationary Stochastic Proéesses : A statistical phenomenon
that evolves in time according to probabilistic laws is
called a stochastic process. A very special class of
stochastic process, called the stationary process, is based
on the assumption that the process is in a particular state
of statistical equilibrium. A stochastic process is said to
be stationary if its properties are unaffected by a change
of time origin; that is, if the joint probability
distribution associated with m observations, Zgqs th,...:,
Zym, made at any set of times, tg, t,, ceeotyy is the same
as that associated with m observations Zgq.x,
Zeoykr v 1Zepiks Mmade at times tg+k, tytk, ..., tytk. Thus,
for a process to be strictly stationary, the joint
probability distribution of any set of observations must be
unaffected by shifting all the times of observation forward
or backward by any integer amount k.

A ‘white noise’ is a serially uncorrelated process.

A time series is a set of observations generated
sequentially in time. The two principal components of the
time series are secular or growth component and a cyclic
component. The secular component is in the domain of growth
theory while the cyclic component is assumed to be
transitory (stationary) in nature.

A filter may be defined as any series of arithmatical
operations used to transform data prior to its analysis.

Use of such operations is called prewhitening of the series.
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For using Sims’ filter, all variables used in the region
were measured as natural logs and prefiltered using the
filter (1—0.75L)2 or (1-1.5L + 0.5625L2) i.e., each logged
variable Xy is replaced by X{-1.5X{_,+0.5625X_,. By doing
so, the regression residuals would be nearly white noise.
Nerlove used several filters of the type (1-KL)P for K=3/4
and P=1, 2 and 3. The data can again be prefiltered using
the above filter.

Box and Jenkins suggested that the non-stationarity of time
series could be removed by using filter (1-L)P with P taking
the value 1 or 2.

The covariance between an observation Zi and its value Zg .,
separated by k intervals of time, 1is called the

autocovariance at lag k and is defined by
Yk = cor {zcl Zc.k] = E[(zt"}l) (zt.k"‘ll)]

where p is the mean. Similarly, the autocorrelation at lag

k is

o ELZW) Zp)]
JE£ (zt”ll) 2] E[ (Zg.g"'ll) 2

_ EL(Z,p) (Z,.,~1) ]

o3

The plot of autocovariance coefficient ¢y, versus the lag Kk,

is called the autocovariance function {y,} of the stochastic
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process. Similarly, the plot of autocorrelation coefficient
Px as a function of lag k, is called the autocorrelation
function (pyg} of the process. The autocorrelation function

is also called the correlogran.

The trend stationary (TS) process is one which can be
expressed as a function of time called a trend, plus a
stationary stochastic process with mean zero. If a time
series is found to be a trend stationary process, then it
can be converted to stationarity by transformation to
natural logs on the assumption that trends are linear in the
transformed data.

The second class of non-stationary processes are those for
which the first or higher order difference is a stationary
process. These are called the difference stationary (DS)
processes.

2 = V12pq te.ot WPZt—p*at is a Pth order autoregressive
(AR) process, where ¢;, ¢5,...,9p are the set of adjustable
parameters.

The Pth order AR process above can be written as,
(1-91B-...-9pBF) 2, = @(B)Zy = a;

Similarly first-order AR process can be written as,

(1-91B)Z¢ = ag

In the first-order AR process written above, 1-p;B = 0 is

called the characteristic equation.

Let ¥y = Bg + B1Xe + Uy > (a)
be a two variable regression model. If the above equation

holds true at time t, it also holds true at time t-1. Hence,
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Yt"l = BO + Bl Xt"l + Ut — > (b)

Subtracting (b) from (a) gives

Ye=Yeop = By (Xg=Xgog) + Up-Ug

i

Bl (Xt“Xt_l) + €t

or AY, = EﬁAXt + €¢ is called the first difference

equation.
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