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CHAPTER V

CURTAILED THREE CLASS ATTRIBUTES SAMPLING 

PLAN - SINGLE SAMPLING PLAN

5.1 In this chapter we consider single three class attributes 

sampling plan in which the unit of a lot submitted for the 

inspection is classified as either bad, marginal or good. 

Semi-curtailed and fully-curtailed forms of single three 

class attributes sampling plan are introduced. The maximum 

likelihood estimators of the proportion of bad units and

that of marginal units under these forms are obtained. The 

efficiency of these estimators in terms of the sawing in 

inspection is discussed.

5.2 Three Class Attributes Sampling Plan and Curtailment 

in the Inspection :

Recently Bray, Lyon, and Burr [4] introduced a new type 

of acceptance sampling plan called a three class attributes 

sampling plan where the unit of a lot submitted for inspection 

is classified into one of the three classes: bad, marginal, 

and good. The sampling plan is defined by jbur numbers : the 

lot size 1", the sample size n, the acceptance numbers a^ and
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a2. The decision rule is to accept the lot if the number 

of bad units in the sample does not exceed a2 and the sum 

of the numbers of bad units and marginal units in the sample 

does not exceed a^. The lot is rejected otherwise.

It is possible to have curtailment in the inspection in 

case of a three class attributes sampling plan. Y/hen the 

inspection is in progress one can know before hand whether 

a lot is going to be rejected or accepted having observed 

a sufficient number of bad units, or nongood, units, or good 

units and nonbad units etc. Here, a nongood unit is defined 

as a unit which is classified as either bad or marginal and 

a nonbad unit is defined as a unit which is classified as 

either good or marginal. It is desirable, as explained in 

Chapter I, to use curtailed sampling when it is necessary 

to know only whether a lot is to be rejected or accepted or 

when the inspection is destructive or expensive.

In the following sections of this chapter we introduce 

semi-cur tailed and fully-cur tailed single three class 

attributes sampling plans. The expressions for the average 

sample number (ASN) for these curtailed sampling plans are 

obtained. Furthermore, we give the maximum likelihood 

estimators of the proportion of bad units and the proportion
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of marginal units. ®he asymptotic variances of these 

estimators are also obtained. She relation between the 

percent saving in inspection and the efficiency of the 

estimators is established. A numerical example to illustrate 

the percent saving in inspection is provided.

5.3 Notations and Assumptions :

For convenience, we give in this section the important 

symbols, notations etc. used through out in this chapter and 

state the assumptions made.

N = Number of units in a lot.

n = Maximum number of units to be inspected.

Y = lumber of units actually inspected.

1)2= Number of bad units found in Y.

H| = lumber of marginal units found in Y.

Dq = Y-IX| -Ng = Number of good units found in Y.

Pg = Proportion of bad units in the production run.

p^ = Proportion of marginal units in the production run.

PQ = 1~P-]“P2 = Proportion of good units in the production 

run.

ag = Maximum allowable number of bad units in the sample.

a^ = Maximum allowable number of nongood units in the
sample.
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k2 = a2+1 = Rejection number for bad units.

= a^+1 = Rejection number for nongood units.

I = Indicator Variable.

p* = p^Cp^Pq) * 

pf = p-j/Cp-j+p^

p' = p /(Pi +p )
*o *o' 1 o

p^ = p2/(p1+p2)-

m = Number of lots submitted for inspection.

(TB) = Total number of bad unite observed in m lots.

(TM) = Total number of marginal units found in m lots.

(TG) = Total number of good units found in m lots.

(TU) = (TB) + (TM) + (TG)

= Total number of units inspected in m lots.

B(r;n,p) = f ( J ) PX qn“* .

x=o

b(x;n,p) = ( x] px qn x = B(x;n,p)-B(x-1;n,p).

We have assumed that p^ and p2 remain constant over 

the entire production run, the lot size is large, and the 

probability of any inspected unit to be marginal is and 

to be bad is p2« This applies to the Type B situation of 

Bodge and Romig [10]; hence, the lot size N does not 

subsequently appear in this chapter.
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5.4 Semi-Curtailed. Single Three Class Attributes 

Sampling Plan :

5.4*1 Statemeat of tbe Plan and the Probability 

function :

The statement of the semi-curtailed single three 

class attributes sampling plan is as given below i

Inspect randomly selected units of a lot one at a time 

till one of the following four mutually exclusive and 

exhaustive events E^(i=1,2,5>4) occurs :

(E:j ) n units are inspected and E-i+Bg^k.j-1 and

^2 - k2*1 ’

(Eg) kg bad units are observed and E.j -kg-1,

(Ej) nongood units are observed and Eg*£kg-1,

(E^) kg bad units and k-j-kg marginal units are 

observed.

The decision rule is to accept the lot if occurs and to 

reject the lot if any one of the events (i=2,5»4) occurs. 

Here k^ ,kg and n are predetermined integers such that 

1 £ kg^ k^ < < n. The curtailment in the inspection is caused 

by finding either enough number of bad units or enough 

number of nongood units.



124

The probability function associated with the random 

phenomenon prevailing in the above curtailed sampling plan 

is as given below :

P(Y=y» Dl*d1 , Pg=dg, 1=1) =

f-j (y t t dg» j Pg)

f2 (y»> ^2 * Pi > Pg ^

f5(y,d1 ,d2;p1 ,p2)

£4 (y, »^-g * P'1 * P2 ^

V.

y= a

d^ == 0,1,..., “1— d2

dg == 0,1,..., kg-1

i = 1

y = k2,-k2+1,... ,n

d1 = 0,1,...,^ -kg-1

d2 = k2

i = 2

y = k^ ,k^ +1 , ... ,n

d.j = k-j-dg

dg — 0,1,...,kg-1

i = 3

y = k^ jk^+1,...,n 

d^ = k^-kg 

dg = kg

i = 4 ...(5.4.1)
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■where

f 1 ^y ? , dg i p.j , Pg)

f2(y,d1 ,d2;p1 ,p2) 

f3(y,d1 ,d2;p1 ,p2)

and
f4(y.d^ »d2;p1 »p2^

n-d1-dp d d
nl Po p1 p2
d1 ’. dgiCn-d^dg) 1

' y-kg-^ d1 k
(y-i)ip0 p1 p2

l (k0-1 ) i (y-k9-a1 }2 »1
y-ki k1-d dp

k1 (y~1 )1 P0 Pi p9 

(k.j -dg) t dgl (y—Ic-j ) i 
y-k k1-kp k

(y-D»p, V ?22 .
(kj -kg) I (kg—1) i (y-kj ) '.

While calculating the probabilities from the above probability 

function one assigns probability zero whenever factorial of 

a negative quantity, say rt with r < 0 appears. In fact, this 

remark holds for any term that may appear in further 

development.

Furthermore, it may be noted that the function f1 is 

obtained considering the trinomial distribution and the 

function fi(j=2,3,4) are obtained considering the negative 

trinomial distributions with appropriate parameters, kor 

instance, f^ is obtained by addition of the following 

probabilities: (A) Probability that one has to inspect y 

units to have (i) dg (1£dg£kg-l) bad units, (ii) kj-dg 

marginal units, and (iii) y-k^ good units such that the yth
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unit inspected happens to be a bad unit and (B) probability 

that one has to inspect y units to have (i) dg(0 f^dg-r-kg-l) 

bad units, (ii) -d2 marginal units, and (iii) y-k^ good 

units such that the yth unit inspected happens to be a 

marginal unit.

5«4«2 Operating Characteristic Function :

The probability of acceptance of a lot gives the 

operating characteristic function of a given plan. In case 

of a semi-curtailed single three class attributes sampling 

plan event leads to an acceptance of a lot. Denoting the 

probability of acceptance of a lot for the plan under 

consideration by P^(semi), the operating characteristic 

function is given as

Pa(semi) = P(E1 )
^ “CL,-*2-1 1 2

= X x f1 ^’d1’d2;p1

dg=o d.j =ox 

k„-1
= b(d2;n,p2) B(k.,-d2-1 jn-dgjp.j )

d2=0 ...(5.4.2)

The expression (5*4.2) can be calculated with the use of 

the usual binomial tables such as [34], [433* It may be 

noted that the expression (5*4.2) involves an individual
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term of the binomial distribution which can be evaluated 

as a difference between the two cumulated binomial probabili

ties as introduced in the Section 5*3 on notations and 

assumptions. Furthermore, it may be noted that the expression 

for P (semi) given by (5.4.2) is the same as (3) of r4l which 

ought to be the case since the events which lead to the 

acceptance of a lot under the uncurtailed sampling plan and 

the semi-curtailed sampling plan are identical. Hence the 

probability of acceptance under uncurtailed single three 

class attributes sampling plan is equal to that under semi- 

-curtailed single three class attributes sampling plan. This 

fact leads to the following identity which gives a relation 

between a trinomial and a negative trinomial distributions :

n
r

V _V; , y-kO~S “"I “p
*1 *2 (y-1)l p0 2 1 p.,1 P22-d. d„ k, 1

y=k2 cL,=o- d1'. (kg-1 ) I (y-kg-d-j ) £

_n
+ £

k„-1
E
dr>—o

k1 (y-1) '• Pc
y-k. k^ -dg

Pi P/

y=ki “2

k -1 n-df
—- CE 21

do=0 d„=k

(k1-d2)£ dg £ (y-k1)i

n-d1-dp d dp 
nl PQ P1 P2

2^2 d1 * d2’ (n~d-j_d2^1

n n-d2 n, “-41-d2 d1 d42
+ E E PQ_________^2

dg=kg d.j=o d-j £ dg I (n-d^-dg) •. ...(5.4.3)
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5.4.3 The Average Sample lumber :

The average sample number is defined as ASir=E(Y). 

It follows from (5*4.1) that

= r y r 
y i

Z
d^

5— f (y f d^ f d21 p. 

2
=n T 

' d1
z
d2

f-| (fl) a,j f dg 5 p,| > P2)

+ ni 
y d1

Z
d2

f2(y,a., »a2;p1 ,p2)

+ lyl 
y d1

Z
d2

f5(y.a1 ,d2;p1 ,p2)

+ iyl Z £4 (y f a^ 1 d2 • ? P-J > p2
■y U1 2

On further evaluation we have the following expression 

for the ASH ;
k2-1

ASN(semi) =n IT b(d2;n,p2) B(k1-dg-1 ;n-d2,p^ ) 
d2=o

k„ n+1
Jnrrr- T j,B(kp; t-1 , p? )-B(k?; t, p? )}

P2 t=kg+1 ^ ^

•BCk-j-kgjt-kg-l ,p.j )

ki ■)
+ B(k2-15^ ,p| )[1-B(k1 jn+1,1-p0)j

r\

• ..(5.4.4)
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¥/here ASN(semi) denotes the ASM under semi-curtailed single 

three class attributes sampling plan. The expression (5*4.4) 

can be evaluated with the help of usual binomial tables such 

as [34], [43] etc.

5*4*4 The Maximum Likelihood Estimators and the 

Asymptotic Variance :

Let m lots have undergone the inspection in accordance 

with the semi-curtailed three class attributes sampling plan. 

Let the event E^(i=1,2,3,4) las occured m^(i=1,2,3,4) times. 

Thus, lots are accepted and m-m^ lots are rejected. Among 

m-BLj lots nu (i=2,3,4) lots are rejected due to the|oecurrence 

of the event Ei(i=2,3,4) m^ times. The m 4-tufc>le observations 

associated with the random variables Y, , I^’I displayed 

in four groups for convenience as given below s

1j,D11j’D21 j’1^ j = 1,2 , . . . , HLj

2 j ’ "°1 2 j ,J)22j ’ ^ ^ j 1,2,...,mg

3j,:D13j,:D23j’3) j — 1,2,..., m^

4j,D14j’D24j,4) j;— 1,2,...,m^ . ..(5*4.5)

Then the likelihood function, L, for the above sample of 

m observations is as follows :
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it =

4

7r
i=1

mTf1 f. (y. .,d. . . ,d0. . ;p. , p„) 
. 1 xwij’ 1xg 213 2'
J ’

..(5.4.6)

Taking logarithm of the likelihood, differentiating the 

logarithm partially with respect to p^ and pg and equating 

the partial derivatives to zero, we get the following 

maximum likelihood equations in p^ and p2 with little 

algebra i

[(TG) + (m)] p1 + (TM) P2 = (TM) ...(5.4.7)

(TB) p.j+ [(TG) + (TB)] p2 = (TB) ...(5.4.8)

where the physical meaning of (TG), (TB), (TM) is as given 

in the Section 5.3* However, the expressions of these 

quantities in terms of the sample display (5.4*5) are given 

below :

m„ m„ m. m„“1 “2 “2
(TG) = (nm1 - 4- d11 ^ -L d2ip+(^ y2,i_k2m2” ? d12j ^

3=1 1,3 3=1 2! 3 ' 3=1 “23

el m.

3 = 
el

m.

y3j’k1 m5> + ( L 
3=1

y43 “ k1m4

m2 m_
"11 i+ ^ d123 + (k1m3- 3

‘ Z
3=1 3=1

'21 3+ k2m2
“3

+ IT
3=1

d + 
233

k2m4

3=1 ' ,tJ  ̂ 233

Solving the equations (5*4.7) and (5*4.8) for p^ and p2, 

the maximum likelihood estimators for p^ and p2 are
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^ = (m)/(tu)

P2 = (TB)/(TU)

...(5.4.9)

...(5.4.10)

We note the following results about the expectations of 

(TB), (1M), (lG) which are useful in finding the asymptotic 

variances and covariance of the p^ and Pg.

E(TB) = P2 B(TU) = P2(m(ASN)

E (TM) = p1 E(TTJ) = P1 m(ASN)

E(TG) = PQ E(TU) = PQ m(ASB)

where ASB = ASH (semi) given by the expression (5.4.4) 

when semi-curtailed three class attributes sampling plan is 

under consideration.

Then we find that

E(
'Aog L 

_ 2 DPi

*0 E(: :) + pr e(tg)
2 2Po P1

m(ASE) (1 -Pp)
-----------

■^Po

011
Pq E(TB) + P2 E(TG)

2 2 
Po P2

m(ASE) (1-p^

Po P2

= jZJ
22
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- E (
"a^iogL

*ap1 ^ p2
) _ E(TG) 

P2

= rc(ASN)
P

=
12 21

. A = 011 0 

021 0 

m2(ASN) 

Pop1P2
. ,.(5.4.11)

The asymptotic variance and covariance matrix of and

2’ (Ail "1

and covariance

yCpJ =

, leads to the following asymptotic variances

$22 P^i (1 ""P"j}

*<p2> -
<*11

..m (ASH)

P2^1“P2^

'm(ASN)

and CovC^.Pg) = - 012/&

P1P2
nitlSN)

...(5.4.12) 

...(5.4.13)

.. .(5.4.14)

5.5 fully-curtailed Single Three Class Attributes 

Sampling Plan ;

5.5.1 Statement of ffae fiLan and the Probability 

Function 5

The statement of the fully-curtailed single three 

class attributes sampling plan is as follows :
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Inspect randomly selected units of a lot one at a time 

till one of the following six mutually exclusive and 

exhaustive events e^(i=1,2,3,••.,6) occurs :

(e^) n-kg+1 nonbaad units are observed and fo>n-k^+l,

(eg) n-k^+1 good units are observed and > k^-k^,

(e^) n-k.j+1 good units and n-kg+1 nonbad units are observed, 

(e^) kg bad units are observed and f^k^-kg-l,

(e^) k^ nongood units are observed and Eg<kg-1,

(eg) kg bad units and k1-kg marginal units are observed.

Events e^, , and eg are respectively the events, Eg,E^,

and of the semi-curtailed single three class attributes 

sampling plan described in Section 5*4.1 . The decision 

rule is to accept the lot if any one of the events 

e.^ (i=1 ,2,3) occurs and to reject the lot if any one of the 

events e.^ (i=4,5,6) occurs.

Though not apparent, it is evident that not more than 

n units of a lot are required to be inspected to accept or 

reject the lot.

The probability function associated with the random 

phenomenon prevailing in the above curtailed sampling plan 

is as given below :
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P(Y=y, Do=do, D2=d2, 1=1)

d-| (y f dQ i d-j •, , p2 ) y=n-k2+1 ,...,n

d =n-k1+2,... ,n»k0+1

d. =n-k0+1-d^
12 o

d2=y-(n-k2+1 ) 

i = 1

h2(y,dQ,d1;p1,p2) y = n-kg+1,...,n

d = n-k.,+1 o 1

d1 = k1-kg+1, ..., n 

d2=y-(n-k,j +1 )-d1 

1=2

y=n-k2+1,... ,n

d =n-k..+1 o 1
d^ =k^ —kg

d2=y-(n-k2+1)

1 = 3

y = k2,...,n 

do=y-drk2 

d^ =0,1, ... ,k^ “kg-1 

d2=k2 

1=4

^ d^ (y, dQ, d^ ; p^, p2)

d^ (y»d^ , d2; p^, p2)

cont.. .
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h5(y»d1 ,d2;p1 ,p2)

where

y=k1,..., n

4o=y-k1

d1=k1-dg

dg=0,17 •»• jltg'-'l

,d2|-p1 ,P2) y=^ • »n

dQ=y-k1 

d^=k1 -k2 

d2=k2 

i = 6

^ (y»d0,d1 ;p1 ,P2)
(n-k2+1)(y-1)l pqB p1

...(5*5 .1 )

n-k„+1-d y-(n-k0+1)

(n-k2+1-dQ ) L [y-(n-k2+1 )] J do*.

n-k.,+1 d1 y-(n-k.,+1 )-d., 
. . (y-1 ) • PD P-, Pn

h2^»d0»dl ;p1 = —T
d^ I [y-(n-k^ +1) -d1 ] 1 (n-k1 ).

n-lL.4-1 k,.-k0 y-(n-k„+1)(n-k2+D(y-1)I p ^ p1 2 p 2
h5(y»d0,d1 ;p1 ,P2) = ^ 0 1 2

-k2) t [y-(n-k?+1 )] 1 (n—k-, •+• 1 )!

and

h. (y,^ ,d2;pi,p2)= f 3_2(y,d1, dg jp1, p2) for 3=4,5,6

where f ^_2(.) (3=4,5,6) are defined in the Section 5.4*1. It

may he noted that the function h.(.) (3=1,2,3) are obtained
0

considering the negative trinomial distributions with
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appropriate parameters as is done in obtaining f^(. )(i=2, 3>4 ) *

5*5-2 Operating Characteristic function :

Let 3? (fully) be the probability of acceptance for a
3,

fully-cur tailed single three class attributes sampling plan.

Thus,

P_(fully) =P(e-) + P(e?) + P(e,)
* ? dQ n-kg+1-d y-(n-k2+1)

n n-k2+1

I I
y=n-k0+1 d =n-k. +1 0 c 0 1

(n-k9+1)(y-1)* Po P1 p2

n n
+ r ny=n-k2+1 d^k^-kg+1

(n-kg+1 -dQ) i [y-(n-k2+1)] I d0'. 

n-k^+1 d^ y-(n-k^ +1 )-d^
(y-1)v p p

d^ l[y-(n-k^+1 ) -d^] I (n-k^)l

.. .(5.5*2)

We have noted that the events e^, e^, and e^ of a fully- 

-curtailed single three class attributes sampling plan are, 

respectively, identical with the events E2, E^, and of a 

semi-curtailed sampling plan. 1’his will result into the 

fact that the probability of acceptance in case of a fully- 

'-curtailed sampling plan is equal to the probability of 

acceptance in case of a semi-curtailed sampling plan. But 

we have observed that the probability of acceptance for a 

semi-curtailed and an uncurtailed samplingjplan is same, 

Section 5*4*2. This implies that the probability of
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acceptance for a fully-curtailed and an uncurtailed sampling 

plan is also same. Thus in case of a three class attributes 

sampling plan the probability of acceptance remains same for 

all the three forms of the inspection. This fact leads to 

the following identity, similar to (5*4.3):

n-kp+1 d n-krt+1
(n-kg+1)(y-1)l p0° p1 %. 0 p

y-(n~k0+1 )
nry=n-kg+1 dQ=n-k1+1 (n-kg+1 -d )[ y-(n-kg+1 )~j 1 d l

1
n

+ r
n
Z

n-k1+1 d1 y-Cn-k.+IJ-d
(y-i)ip0 p1 p2 1

y=n-k2+1 d1=k1-k2+1 d1 1 [y-(n-k.j+1 )-d1'] l (n-k.j )i

k1-1-d2 al Pn-dl'd2 P"1 p22 

- Z Z - - - - - - - 5- - - - - - - - - - - - ...(S,.b.3)
k2-1

a2=o =o d|i dgl (n-d^-dg)

It may be noted that in addition to the following 

obvious relation

V
dg=o

n-d2
n

dr°

n-d.-d2 d1 d 
nl pQ p., P2

d11 dg* (n-d^dg)'.

= 21
y=n+1

J-^2

zd^ =o

(y-1 ) I pOX) ‘

y-kg-d1 d„
P r

d^ I (kg—1) 1 (y-kg-d-j)'.
..(5*5.4)

between trinomial and negative trinomial distributions, the 

relations given by (5*4.3) and (5.5*3) may be regarded as 

additional relations.
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5*5*3 l'he Average Sample lumber i

Following the procedure of the Section 5*4*3» the ASM 

of a fully-cur tailed single three class attributes samplirg 

plan can be derived. Denote the ASM of a fully-curtailed 

single three class attributes sampling plan by ASM(fully). 

Then, the expression for the ASM is as given below :

n-kp+1 ,
ASN(fully) = —p-BCn-k., jn-k2+1 ,p£) i

. |l-B(n-k2+1 jn+1,1-pp)]

+
n+1 , ,£ |B(n-k^+1; t-1 ,pQ )

t=n-k2+2

-B(n-k^ +1 ;t,pQ)l

.[B(k.,-1;t-(k1+2),p»)-B(k1-k2;t-(n-k1+2),p»)} 

k n+1
+ _1 I ^B(k2;t-1 ,p2)-B(k2;t,P2)l

Pg ^—"^2^* ^

B(k^ -k2; t-k2~1 ,pJJ ) 

k.
+ j!- B(k2-1 jk1 ,p|) J 1-B(k., ;n+1 ,1-pq) ] *.*(5.5.5)

^0

Here the relation B(r;n,p) = 1 -B(n-r-1 ;n, 1 -p) may be found 

useful while using the binomial table C43j to calculate the

ASM.
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5*5*4 The Maximum Likelihood Estimators and 

Asymptotic Variance :

As usual, consider the m lots for inspection according 

to the fully-curtailed single three class attributes sampling 

plan. The m 4-tuple observations associated with the random 

variables Y, D , , Dg, I be displayed in 6 groups for

convenience as given below :

1 y 3>1irl) 3=1,2,. • • ,m-)

2 y Bo2j’ D123’2^ 3=1,2,. * *,m2

3 y Bo33- d133’5) 3=1,2,. * * 9

43 ’ D243' 3=1 ,2, • *.,m4

5y B15j ’ 1253,5) 3=1,2,* • •

'ey B16j’ D26j ,S%} 3=1,2, • * •, mg • ••(5* 5*6 )

where im (i=1,2,3) lots are accepted due to the occurrence 

of the event e^ ti=1,2,3) m^ times and (i=4,5,6) lots 

are rejected due to the occurrence of event e- (i=4,5,6) m.
6 ii

times such that JZ m. =m. Then the likelihood function,!,
i=1

for the sample of m observations is as follows *
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3 ra,
L'i=i J=1 hi(yir do±r 4iijipi’p2)

6 m'

tI4 hi(SU’ d1ir d2l3!p1’p2} .. .(5.5.7)

Then, following the procedure of the Section 5.4.4, the 

expressions for the maximum likelihood estimators of and 

Pg and for the elements of the asymptotic variance-covariance 

matrix are exactly same as those given by (5*4.9), (5.4.10), 

(5*4.12), (5.4.13), and (5.4.14). Of course, the quamti&Les 

(TB), (Tl) and (TU), though they carry the same physical 

meaning as is prevailed the^S, are to he expressed in terms 

of the sample display (5*5*6) and they are as follow : 

m1
(TG) = D do1g+ (n"ki+1 )m2+ (n“k-|+1 )

3 1
m4 m4

+[^, nrVv- .r di43i

m_ m,
+L^ + y6rkim6l

m r up1 2 2 
(TB) = [H y^-fn-yi )ij +[I y2^-(n-k1+1 )m2- T d12jl

1 1 J 1 1 —43=1

m_

3=1
mr*3 5

+[ Z y,1-(n-k2+1)m3]+ k2m4+ .4 d25j + k2“6
j=1 PJ , j-1
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5.6 Saving in Inspection and Loss In Efficiency :

It is obvious that the AS S' for the single three class 

attributes sampling plan is n. Eurtheimor e, it can be easily 

varified that the ASN's of the curtailed sampling plans 

obtained in sections 5.4.3 and 5*5.3 satisfy the following 

reL at ion

ASN(fully) - ASl(semi) - ASN(uncu) ...(5.6.1)

Then the percent saving, in inspection as one passes from 

an uncurtailed sampling plan to a semi-curtailed or to a 

fully-curt ailed sampling plan can be defined as

S(uncu, semi) = 1 00(n-ASU, (semi) )/n ...(5*6.2)

Furthermore, it may be noted that the variances of the

accordance with the uncurtailed sampling plan are given as

S(uncu,fully) = 100(n-ASN(fully))/n (5.6.3)

MTifl p^ (i=1,2) based on the inspection of m lots in

(5.6.4)

Ihen the efficiency of the MCE p^ (semi) (i=1,2) with
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respect to the MtE p^uncu) (i=1,2) is obtained as

V(pi(uncu)) 

Y(p. (semi))
ASW(seai)

n
i=1,2 ...(5.6.5)

and the efficiency of the ill p^ (fully) (i=1,2) with 

respect to the S£LE p. (uncu) (i=1,2) is obtained as

TtE^imcu)) = ^sutfuuy) ±=1 g

v(p.(fully)) n ...(5.6.6)

Hence the expressions for the percent loss in efficiency in 

estimation of p^(i=1,2) as one passes from the uncurtailed 

sampling plan to the semi-curtailed sampling plan and to the 

fully-curtailed sampling plan are given by the right hand 

sides of (5.6.2) and (5.6.3) respectively. Thus the price in 

reduction in inspection is paid by proportional increase in 

the variance of the estimator.

5*7 Hum eric al Example :

It is needless to state that the trends in the 

characteristics such as the probability of acceptance, saving 

in inspection, loss in efficiency, etc., depend upon the 

actual values taken by the parameters p^ and Pg. Ihey are, 

therefore, illustrated with the heLp of the following 

numerical example.
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Vtarv
Consider the sampling^with n=40, k^=8, kg=3. In 

standard notation the sampling plan ensures the producer's 

risk, consumer's risk as follows :

Good lot = (P1Q = 5 tfa, P2o= 2$)>

Producer's risk = ^ = 5

Bad lot = {p^ -j = 20f0, p21 = 8$),

Consumer's risk =fi= J<f0

where 1-*= P& (p1Q, P20), p = Pa(p11f P21) and 

is given by (5-4.2)

In Table 5-1 one finds that column (3) gives P (p^, p2) 

for all sampling plans! semi-curtailed, fully-curtailed as 

well as uncurtailed. Columns (4) and (6) give ASN's which 

are obtained using (5-4.4) and (5-5*5)- Columns^) and (7) 

give percent saving in inspection which alsx> reflects the 

loss in efficiency in estimation. These columns are obtained 

using (5.6.2) and (5.6.3). It may be revealed that there are 

instances where one finds a mentionable saving in inspection 

(loss in efficiency in estimation) as one passes from an 

uncurtailed sampling plan to a semi-curtailed sampling plan 

but not an appreciable saving in inspection as one passes 

from a semi-curtailed sampling plan to a fully-curtailed 

sampling plan.
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I1 able 5.1

n=40, 1^=8, k2=3

P2 P1 pa(p1’p2) ASN(semi) S(uncu, 
semi)

ASN( fully) S (unc 
fully

1 2 3 4 5 6 7

0.02 0.05 0.951052 39.5177 1.21 38.2642 4.34
0.10 0.871304 39.2739 1 .82 38.2971 4.26
0.15 0.618814 37.6799 5.80 36.9757 7.56
0.20 0.315923 34.0645 14.84 33.5508 16.12

0.04 0.05 0.780695 37.4736 6.32 36.7784 8.05
0.10 0.688429 37.3397 6.65 36.8598 7.85
0.15 0.449754 33.6748 15 .81 33.3002 16.75
0.20 0.207331 30.3297 24.18 30.1966 24.51

0.06 0.05 0.561672 34.1948 14.51 34.1148 14.71
0.10 0.480158 32.8636 17.84 32.3867 19.03
0.15 0.293239 30.8641 22.84 30.6188 23.45
0.20 0.124068 28.4911 28.77 28.3709 29.07

0.08 0.05 0.365494 30.4780 23.81 30.2981 24.25
0.10 O.3O4O34 29.8074 25-48 29.6544 25.86
0.15 0.175054 28.4047 28.99 28.2880 29.28
0.20 0.068581 24.7648 38.09 24.7395 38.15


