CHAPTER VI

MULTIPLE THREE CLASS ATTRIBUTES SAMPLING PLAN -

CURTAILED AS WELL AS UNCURTATLED

6.1 In the previous chapter we have introduced semi-curtailed
and fully=-curtailed forms of the single three class attributes
sampling plan. In this chapter we introduce multiple three
class attributes sampling plan * (MTCAP) which is an extension
of a single three class attributes sampling plan. Further-
more, we introduce three forms of MTCAP: Uncurtailed, Semi-
~curtailed, and Fully-curtailed. A particular case of MTCAP,
namely, double three class attributes sampling plan (DTCAP)

is studied extensively.The expressions for the average

sample number (ASN), the maximum likelihood estimators of

the proportion of bad units and that of marginal units when

m lots have undergone the inspection, the relations between
the asymptotic variances of estimators and the ASN are all
obtained under the three different forms of DTCAP. These

results, then, are generalized to MTCAP.

6.2 XNotations and Assumptions :

The symbols, notations etc. introduced in section 5.3 of



146

Chapter V are modified to suit the developments of this

chapter.

remained

These modifications, along with a few symbols

unal tered are given below :

Number of units in a lot.
Maximum number of samples.

Size of the ith sample.

Maximum allowable number of nongood unit: in a

sequence of first 1 samples. Nongood units means

bad unit or marginayunit.

Maximum allowable number of bad units in a sequence

of first i samples.

Rejection number for nongood units in & sequence

of first i semples.
Rejection number for bad units
first 1 samples.

i
Y ny-2q = Acceptance number
i=1

a sequence of first 1 samples.

i
T nj_a2i = Acceptance number
J=1

a sequence of first i samples.

Number of units inspected.

in a sequence of

for good units in

for nonbad units in

Number of marginel units found in the ith sample.

Number of bad units found in the .ith sample.
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Number of good units found in the &th sample.
Indicator variable.

Proportion of bad units in the production run.
Proportion of marginal units in the production run.
Proportion of good units in the production run.
1—p1—p2.

,/ (P4+p,)

p,/(py+D,)

o,/ (py+2,)

P,/ (Py+D, ) -

Number of lots submitted for inspection.

Total number of bad units observed in m lots.
Total number of marginal unite observed in m lots.
Total number of good units observed in m lots.
Total number of units inspected in m lots.

(tB) + (M) + (1G).

r
B(rsn,p)= ¥ ( 2 ) p* "
X=0

b(xsn,p) = ( ) »* o © = B(xsn,p) -Blx-1;n,p).

The assumptions given at the end of Section 5.3 of

Chapter V are also true for the development of the results

in this chapter.
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6.3 The Multiple Three Class Attributes Sampling Plan :

In this section we have given statements of the three

forms of MTCAP.

6.%.1 Statement of the Uncurtailed MTCAP :

The concern here is with an uncurtailed MTCAP in whieh
a sequence of upto k samples is taken from a lot of size N
for inspection. The size of the dth sample is nj (i=1,2,+4.k).
The units in the‘sample are randomly selected.Then the
inspection is stopped due to the occurrence of one of the
following mutually exclusive 4k events Eu,ti (t=1,2,3,4,

11,2, 000,k)

i
Eu 15 ¢ nj units are inspected and it; iscfednd that
4 —_
i=1
i £, e
D.. %a,. and D,. £a,.,
v=1 j=1 v 11 =1 23 21
i
Eu,zi: jz# nj units are inspected and it is
¢t :
found that D €r,. and T D,.> T,.,
v=1 j=1 v] 11 =1 23 21
i
E, 31 * Y. n. units are inspected and it is found that
b LIy
=1 .
f_ i i
Y D .>r.. and L D,.<rT,.
v=1 j=1 V4 1i 51 2 Tev’
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i
E . %+ Y n. units are inspected and it is found that
u,41 5=1 J
2 i i
. r,., &and D § AP
= & vz T 521 2> "ot

The lot 1s accepted if any ome of the k events Eu,1i
(i=1,2,...,k) occurs and is rejected if any one of the 3k
events Eu,ti (+=2,3%,4, i=1,2,3,...,k) occurs. It may be
noted, that the occurrence of one of the feollowing 3(k-1)
events Eu,ti (+=5,6,7) implies that the decision of acceptance

or rejection of a lot is deferred until the next sample of

size n, (i=1,2,+..,k=1) is inspected :

i+
i
E, 59 ¢ 2 1y units are inspected and it is found that
H L
j=1
vz -
D .<a and a,.< L. D,.< T,
v=1 §=1 vj 11 21 3=1 23 2i
i
E, g1 ° Y. n., units are inspected and its is found that
§: i i
a,.< 2. D .<r,., and 2 D,. < a_.,
1i v=1 j=1 v 11 321 2] 21
i
E .* ¥ n. units are inspected and it is found that
u, 71 3=1 3
2 i i
Gy.< ) ) D .« r,, and a,.<F Dy. & T,.o
141 v=1 §=1 v] 1i 21 3= 23 2i

The constants a_. and r_.
vi v

; (v=1,2,3 1=1,2,...,k) be the

predetermined integers satisfying the following conditions:



0 < 819 € 815 < “e < a5, . eee(6.3.1)
0 <ayy <8y < ces € By eeo(6.3.2)
0<ryy <7y ‘_4_ . 2 Ty e (6.3.3)
0 <1, =T, cee = Ty cee(6.3.4)
.t 1 §_r1i ...(6.3.5)
8yt 1 =T e (6.3.6)
agt 1= T ceo(6.3.7)
ot 1 = Toy | .o (6.%.8)
8,5 £ 8494 i = j,Z,...,k ee.(6.359)

The conditions (6.3.7) and (6.3.8) ensure that not
more than k samples are required 1o be inspected. For each
i=1,2,...,k-1, at least one of the expressions (6.3.5) and

(6.3.6) is a strict inequdlity.

6.%.2 Statement of the Semi-Curtailed MTCAP ¢

Inspect randomly selected units of a lot one at a time
until one of the following mutually exclusive 4k events

Es,ti (t=1,2,3%,4; i=1,2,...,k) occurs :



pad »-.““! 5
i i 2 i Sy MER
) T3 Y%
E P 2: n"1<f<z I}., Z Z D.:"I‘.,',/*-@ (ﬂ€
8,31 © 43 3 j=1 3 y=1ogm Ve IS | %
5§ 2 %
- ! e 5
3551 Doy < Toir T
- Ny L S
\ ; f-’é‘
> ¥ u, v T i s
E . n. <Y £ N, D . o= ‘,L“/’, ERSIT P
8,41 j=1 =1 j=1 9 v=1 =1 V4 11 ﬁﬁFﬁaﬁﬁﬂf
>
D,. =1r,.,
3=1 2] 21
where = noo= 0 by convention.The decision rule is to accept
the lot if ‘ome ot the k events By 44 (i=1,2,...k) occurs
b 4

and to reject the lot if one of the 3k events

By 44 (t=2,3,4; i=1,2,...,0 occurs.

s

6.3.3 Statement of the Fully-Curtailed MTCAP :

Inspect randomly selected units of a lot one at a
time until one of the following 6k mutually exclusive

events Bp ., (t=1,2,...,63 i=1,2,...,k) occurs
1

- i 1 i
Z nj_1<Y§_Z 0., 2 5 ;va: I

R ;=1 3 y=e =
1
j§1 Dy5> 8
i i 1 i
Bp oy z ng <Y -5.3%1 0. véo 321 Dyy> 84y
i
;_;1 Doj = 8oy



i P i 1 i
Be o ¢ X n, <Y€% n, ¥ LT D_. =8,
, 31 =1 j=1 =1 37 =0 §=1 v 1i
i
2 Do. =8 s,
=1 3 ol
Ef,4i ¢ Event Es,zi of semi-curtailed MTCAP,
Ef,Si ! Event Es,Bi of semi-curtailed MTCAP,
Bpogs * Event Es,4i of semi-curtailed MTCAZP,

where n =0 by convention. The decision rule is to accept
the 1ot if one of the 3k events Ef,ti (t=1,2,%3,3 i=1,2,...,k)
occurs and to reject the lot if one of the %k events

Er 44 (t=4,5,6; i=1,2,...,k) occurs.

f,

6.4 TDouble Three Class Attributes Sampling Plan (DTCAP)

In this section we discuss, in detail, the double three

class attributes sampling plan (DTCAP) which i1s & particular
case of MTCAP for k=2. Yhe description of DTCAP is given.
Furthermore, we give the probability functions and the
expressions for the ASN for &all the cases-uncurtailed,
semi~curtailed, and tully-curteiled. The maximum likelihood
estimators of the proportion of bads and that of marginals
and the asymptotic variances of the maximum likel ihood

estimators are obtained under semi~curtailed DTCAP.



6.4 .1 Description of DTCAP and its Particular Case @

It follows from the definition of MTCAP together with
the conditions (6.3.7) and (6.3.8) that one requires the

following six numbers of acceptance and rejection :

a r a

11 11 12 (

a r a

01 Toq 22 (= 155-1)

to carry out the usual DTCAP. However, in case of double
sampling plan for two class attributes, the practice is to
have the common rejection number for both the samples. Then,

following this practice in this case too, we take

T4 T T2 T T4

r = r = r say, eo o (6.4.1)

21 22 2

Furthermore, for the convenience, we take
8y, = a,, = 2, say, ceo(6.4.2)

Due to the condition (6.4.2), the event Eu,61 and Eu’r,.1

explained in Section 6.%.1, will not occur, but the event

- il - . .
Eu’51 will ocecur. +he occurrence of hu’51 indicates when
one has to draw a second sample. Thus, the DTCAP considered
here needs the following three numbers only as acceptance

and rejection numbers :



a a a cee(644..3)

1 21 22
where a, = r,~1 and 8po = r2—1. In this case DTCAP have
oniy three numbers given by (6.4.3) in addition to iy Ny,
and N. The subsections followed here onwards teke this fact

into consideration.

6.4.2 Probability Punctions :

We determine now the probapility functions of DTCAP @

For k=2, one can list down 8 events E ,; (t=1,2,3,43
b

i=1,2) of the uncurtailed, 8 events E (t=1,2,%,4; i=1,2)

s, ti

of the semi-curtailed DTCAP and 12 events E ($=1,2, ¢04,63

f,ti
i=1,2) of the fully-curtailed DTCAP.The sets of the possible

values attained by the random varisables Y and va (v=0,1,23

j=1,2) are listed in Table 6.1. The sets denoted by By 41
¥

(t=1,2,%,4; i=1,2), B (t=1,2,%,4; i=1,2), and B

f,ti

By, 41 204 Ep gy

respectively. Sowe events of one plen being identical with

s, t1

(t=1,2,.~-,6; i=1,2) correspond to Eu,ti

some events of the other plan, one would find actually 20

rows instead of 28 rows in Table 6.1.

Let (Y=y, D q=d,q, Dyq=d;4s Dyy=dyq,s Dyp=d o,

D,,=d ) be denoted by a vector representation

Dyp=d4 55 22
X = x . Then considering the appropriate trinomisl and



inverse trinomial distributions, the probability functions
for the uncurtailed, semi~curtailed and fully-curtailed

DTCAP are given below @

Uncurtailed :

P (X=x, %=3) =
§1(0y5 Qs Qg Gpp3 Boby) X EB gy
1=1,2,%,4; z=t
81(nys dogy dyqy Gpqs P15Py) 84{ng, dyny dyps dpos Bys By)

s t=1,2,3,45 z=t+4
eee(6e4.4)

X eBu, t2

Semi~-curtailed :
P(X=x, Z=z) =
c 61(8y dogy gy dpq3 Py, By) x € By g5 2=t

82(37', dO?’ d119 I'2; P-],pz) EGBS,21; Z=e

55001 Qgqs Tydpys 8pq5 PpuBy)  ZEBy 545 273

<

54(37’ 6‘019 1'1—1“2, 1'2; p1,132) 22638,41 3 z=4.

89(nys doqs dyqs Ay PqaDy) §4{ny, d 5, dypy dy050,,0,)
L XeBS’12; z=5

Convts-
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c5(Rys @1y Gyqr Gpq5 Pps Pp) 65 (T-Nde digr Tom0p1 5011 Pp)
‘ EEBS,QZ; z=6
§1(nyy oqs Gqqs dpqs PyaPp) S5ly-ng, 6o, wy=(dyq+dy,)
=855 dppi Pys Py) X€By 53 251
§1(nyy dg1, 44, dg93 Pyyp) 8, (ymyy dgps 7Ty,

ry=doq3 Dy Bp) X €8 4o3 278

LI (604. 5 )
Pully-curtailed :

P (X=x, Z=2) =

§5 (710010 81970010 Qo153 PyaPp) EEBp qq3 271

86\ Boqr yqs dpq3 Bys Bp)  ZE€Bp 5q5 22

5709, 3017 81178011 Gpq3 PpiPp) EEBp 5p5 273

$, (7,441,477 Tp3 DqyPy) XeBp 43 27

551057, T1=0pq08p95 PpoBy) X eBp 545 275

54( Y18 49Ty "Tps T3 p1,p2) _}_(_&Bf’“; z=6

51(Ryy851,87950515 D5Pp)  §5(ynq,dgy,eyp=(dg 4y )
-doz’d22; Pq,Pz) -}SGBf,TZ; z=7

61 (n95d04,81958513P;,05) 66{y-ny,8,5-0 9,d44,85,3P;,P,)

X € By pp5 278

Cont-- -



(84 (05000 18;908503D,05) §,(y=ny5 € 5=0 418157855784 1,0505
P1QP2) i §;er,32§ z=9

61 (0380158150515 PyiPy) 85(y=ny, d 5y, Tp=050 5P 50p)

g;_éBf’42; z=10

{ 89 (09,8481 9,859381,0p) 65(y-ny,8,,,74=(dgq+d5,)

~Qyp98553Py Py Z 6By 5p5 2511

51 (n15859184428p45 PysPp) 8y (ynq,d o, ry-Ty=dy 5

L 7p=0y13 P11 0;) X€Bp gp3 2512

ees(6.4.6)
where

$1(Fs¥=%y=Xys Xq»Xp3 DysP,) =

V&, ~X X X
vt o, 17%2 1011 5, 2
- ; .oo(6'4“7)
eI SN
< .
82 = .};...«S" , --u<6'4-08)
X, + X
- 1 2
8z = 7 5 4 ...(6.4.9)
%2
84 =t .—.3; %1 362 i ...(604—.10)
Y”XZ
55 - y 5? o:o(6o4-n11)
=X 7%,

5 = —5— 54 c(6.4.12)



Jy—x
= 2 =
67 y 51 %5 0‘0(6.4;13)
6.4.3 The average Sampléms Number :

Summing the probability functions (6.4.4), (6.4.5) and
(6.4.6) over dvj (v=0,1,2; j=1,2? one gets the joint proba-
bility functions of (Y,%). Let these probability functions
be denoted by B (y,z; p1,p2), ﬁs(y,z; pT,pZ) and
Ef(y,z; 91’p2) respectively. Then the expressions of the

ASN for these sampling plans are given belowd

It
™

z .
ASN(ﬁIlcu) y y - }?1 (y’z’ p1 ’p2)
ASN(semi) = %; vy 'Z;: PS (y,23 p1,p2)

asN(fully) = L P (y,2; py,p,)

With 1ittle hard algebra the expressions for the ASN

.

are obtained as follows ¢

r,~1
2
ASN(wen) = n, [1- Lz B(d,q 30y, Py)B(ry-1-d5y3
dqs=a, .+
21 721
ool
nfﬂm,%)]+(nﬁﬁy Z” Mdm;sz@)Bh%q—%n;
dqs=a,4+]
21 721 |
n, —d !
r -1 1 721"
_ P2 b(d., 30, ,0s) Blr,=1=d,.,; n,=d,.,p’
=y b g 21 R 1717017 W=dpsP )

ve o (6.4.14)



a
21

Il.l dz b(d21;ﬂ,§,P2) B(l’1"1*d21; n»l—dg-!!p‘i)
21=0

r n1H

2
+ =2y B(r,; y'=1,0,)-B(r,;y',9,)5
B, y,zrz+1§ o 1Py 23Y " Py

Ll

ASN(seni)

.B(r1~r2;y'-r2-T,P%)

+

r
1
T, {1-B(r;3n+1, 1-p) % B(r,=T57,08)
r2—1 r1—1—d
+(n1+n2? 7 b(d21;n1,p2) L

d21=a21+1 d11=o

21

'[ E; . b(dypsny,Py) Blry=1-(d; +dyq)
r2—1
22iBy=dyp,0j) |+ T

Gpq=ayq+]

-d b(d213n1’p2)

ry=l-dsy n,+1

11=°

ro=doy
by

Mo

'_' —
y —r2+1 d21

.ngrg—d21; y'-1,p2) —B(r2—d21;y’,92>1
B(ry-ry=dyq3 ¥'=(ry+1-dy1),01)
h 4}
: g
+ oy ?; { B(r2~3~d21;y'-1,p2) —B(r2—1—d21;y',p2}
y'=ro=doyy

$Blryrymdy s ¥ =(ry=dyy),pi)
cont. ..
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r1—(d11+d

i+, +
1—p0

)
21 . -
{1-B(r,=(d,,+d,yq )5 ny+1,1-p )3

-Blr,=1-d3, 3 rQ—(d11+621), p§) ] .o (6.4.15)

11
ASN(fully) = = {1-Blgy 45 ny+1, 1-p,)111-Blg 4-15 &,4,0})3
g,1 n, +1 ’ ' )}
o 2:5- §Begq137'=110,) = Blegg5y' o,
,Y ‘“‘g1 1+1
B0y =g 157" =(81+1),0)) ~BlE,-8,157"'~(go4*1), D} 1)}
n,+1
r 1
2 Y {B(rz,y -1,p,) =B(r,;7" ,pz)%
Py ' =r,+1
i
B(ry-r,5 y'-r,-1,p4)

r
1 1
+ =5, 31-B(r1; ny+1, 1~po? %B(r2—1; r1,p2)

r2—1 r1~1—d21
+ dz:;a 1 b(d,q350y90,) AZ:= b(dyq30y=dyy,01)
21" 801t 11

_[g12“<do1+d11>

5, {1-B(gy pm(a,1+d, )5 ny+i,1-p,)Y

{1-Bg pm0y1-1; g12‘(d01+d13>’pé)%

o1

#11y 1-Blgg 5= (dgy+dy 4 )=152p,1-0,) |

{1-Blggpmdgq =13 g12‘(doa+d11)'96)}
contess
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n.+1
€z St ¥ {Ble ,~d_53'=1,p_)
0 0 £ - 3 Y T,
02 ol L 02" %1 o
P ¥ '=8qpm(d 14y )+

~B(gyp=d,157" 1P,)
{B(ny= (g, 5=0 4 )37 ~(g,5-d 4+1),0})

~B(g32~g02-d11; y'—<g02-do1+?)’p¥>}
oo
+n, 2 §B(g -4 _.=1;3"-1,p_)
1 - o2 ot '’ ’Fo
Y' =810+ )
—B(g02~d01—1; y',po)}
1B(ny=g p+d,q 57" = (€505, 2))

B 580p70115 7' ~(Egpmdgq )T |

r2—1 r1—1-d21
* d§;=a » b(dyy 31y ,0,) (i§:=o b(d;q35ny-dyq,05)
215801 11
1
r.-d no+
Jd72 T2 ™ - e 1=
[ Py y'=r +1-d {B(?2 42137 =1,05)

21
-B(ry=a,35"0p)]

{ - - » LI —
‘B(ry-ry=d, 5 y'=(ry+1-d,, 7, D)

n
+ n1 ?1 % B(r2—1 "d21 ;}7"1 9p2)”B(r2_1 —d21 ;Y’ ’pz)-}
y'=ry=doy

B(ry-ro-0y45 y'~(ry=dyy),p) )

r,~(d,,+d, . )
1 11 21 - - o . —
+ =5, { 1 B(r1 (d11+d21), n,t+1,1 po)}

contess
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-l o . ! "

[oh

+n1 {1"‘3(1’1"1-(&11"'&21); n2’1.-p0)}

These exXpressions can be calculated with the help of usual

binomial tables such as [34] , [43] etec. The relation
B(r;n,p) = 1-B{n-r-1;n,1~p) may be found useful while using

the binomial table [43].

6.4 .4 The Maximum Likelihood Estimators and the

Asymptotic Variances of the Maximum Likelihood

Estimators Under Semi~Curtaeiled DTCAP :

The inspection of units of a lot according t a semi-
curtailed DTCAP implies the occurrence of the events

(t=1,2,3,43 i=1,2). Let the events B

occur m,.
E c +i

s, tl s,t1

times when m lots have undergone the inspection such that
ot
m, .
t=1 =1 oI
with the random variable Y, va&v= 0,1,2,3 j=1,2) and Z be

= m. Then the m 8-tuple observations associated

displayed in 8 groups for convenience. The observations of

the zth group (2=1,2,...,8) will have the following display:

\Yy50 Do1z50 D11237 Dotzjr Do2zi Pr2zyr Dozayr 2

In the above display j=1,2,..., o where Mg take the values
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Myqs Mgy m31, m41, Tyos Mony m32, m42 as z takestbedes the

values 1, 2, 3, 4, 5, 6, 7, and 8 respectively.

The logarithm of the likelihood function for the above

sample with 1little algebra can be written as

Logh = (7¢)log po+(TM) log p,+(TB) log D, e (6.4.17)

™9 vy
where (16) = z, (ny=dyqq57pq95)* . Yo5T2md4125)
I B
+ y + Y, =T
M2
+ 35 (ng+ny-dpy55 = 41455~ dyp55 = doog;)
22 32 ) 42
* 37:1 (765-01165"T2"31 263 )+ . (g y7r 0 ;ﬁ;(yss )
M) = Ay syt Qs r, -4
e AR AT S AN G N i E
B2 22
+ myq (ry-1y) + JE (dyqgst Syt X = (d1163 d1065)
ﬂl32 (
* }21 (r1"d217' oo+ Wy lry=rp)
My 4 M 4
(1B) = 521 d2113 oy, T, ot 3;1 d2133 m T,

conte..
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By Y.
4 jz% (d2153+d2253) + My, Tt 321 (d217j+d227j)+m42 T, .

Differentiating logh w.r. to 12 and P, and equating 1o

zero we get the MLE's as

s (M) (
p,i = (m ...\6.4.18)
r o (1B)

and p2 = W ...(6.4—»19)

We note the following results about the expectations
of (TB), (M), and (TG) which are useful in finding the.

asymptotic varismces and covariance of the %1 and 32.

E(TB) = p, E(1U) = p,(m)(ASN)
E(TM) = p, E(TU) = p, (m)(ASN)
E(T6¢) = p, E(TU) ='p (m)(ASK)

where in.this case ASN = ASN(semi) given by the expression
(6.4.15) of Section 6.4.3. Yhen we find that
2 2
»210gL P E(TM) + py E(7G)
B (“"'"3T"“‘ ) = 2 2

’ 'bp1 pO p’l

- m(asN)(1-p,)

D, P,

= P14




[N
op
AN

- E( ‘521085,) pg E(TB) + pg E(16)
.2z 1 - oD
22 By Po
m(ASN)(1—p1)
D,
= By,
- ;EEEQQQQ) - E(16)
3,2 P, b2
_ m(ASN)
pO
=8, = Py
g, # n? (ASN)°
‘..A = 11 12 = r-er-erTw -.-(604-20)
P,P1 5,
Boy Py

A
Then the asywptotic variance - Covariance matrix of D, and
A - -
P, given by [ﬂij] T leads to the following asymptotic

Variances and Covariance.

N g _ P -py) 6.0.21)
v(p1) - 22 - m .co( .4-02
# p,(1-p,)
A _ 11 2 2
A A g D,«P

6.5 Extension of the Results to the Other Sampling Plens :

The results of Section 6.4.4 can easily be extended to

the other sampling plans. Whether it is uncurtailed DTCAP or
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fully-curtailed DTCAP, the loglh has the similar nature as

that of (6.4.17). Hence the expressions for the MLE and for
the asymptotic Qariances and covariance are given by (6.4.18),
(6.4.19), (6.4.21), (6.4.22), amd (6.4.23). It may be noted
that, though, the physical K meaning of (7G¢), (TB), and (TM)

in the expression (6.4.17) remains same, the exact expressions
for these quantities will differ as one passes from one form
§f the sampling plan to other. Also ASN in the expressions
(6.4.21), (6.4.22), (6.4.23) should be replaced by the
expression of the ASN for a sampling which is under

consideration.This remark also holds for any form of MTCAF.
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