
Chapter 2

Some Mathematical Aspects of 
Spectral Averaging Theory

2.1 Preview

In spectral averaging theory, as briefly described in Chapter 1, one derives and 

applies smoothed forms for state, expectation value and strength densities. In 

Sect. 2.2 some important properties of univariate (that characterize for exam

ple state and expectation value densities) and bivariate (that characterize for 

example strength densities) distributions, well known to statisticians [Ke-69], 

are given. The definitions, in terms of a given hamiltonian H and m-particle 

spectroscopic spaces, of state, expectation value and strength densities, their 

moments and the corresponding CLT results are given in Sect. 2.3. Spheri

cal and unitary configurations partitioning of m-particle scalar spaces and the 

corresponding decompositions of various densities into partial densities, which 

play a special role in SAT-LSS are introduced in Sect. 2.4. An important 

ingredient of spectral theory which plays a vital role in the result presented 

in Chapters 3-6 and also which is essential for deriving trace propagation
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formulas that enable one to calculate moments is the unitary group (tensorial) 

decomposition of operators and this is briefly described with examples in Sect. 

2.5. Finally the basic elements of trace propagation and some important trace 

propagation formulas are given in Sect. 2.6. The results given in Sects. 2.3 

- 2.6 are limited to those that are essential for following Chapters 3-6 and 

it should be mentioned that all the results in this chapter are borrowed from 

available literature.

2.2 Statistical distributions

2.2.1 Univariate distributions

Given a univariate probability density function (or simply density) p(xr), at 

the outset it is assumed that, it is positive definite and normalized to unity,

p(x) > 0; —oo < x < +oo (2.1)

The characteristic function <j>(t) which is the Fourier transform of p(x), define 

the moments Mr of p(x),

/+°o _
exp(itx) p(x)dx — 2J

-OO

Mr

-OO

f+oo

(it)’
r!

Mr

/
+oo

p(x)
-oo

xTdx. (2.2)

The centroid e that defines the location is given by e = M\. Then the central 

moments yVfr are given by

/
+oo

(x — e)Tp(x)da
-OO

E
P=o p

(~l)T~pMp er~p (2.3)
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The second equality in the above equation gives the relationship between cen

tral and non-central moments. The width a, of p(x), that defines the scale 

is given by a = MXJ2 and the variance a2 = M2- Just as Afr’s derive from

the cumulants Kr derive from £n<f>(t) and they are related to the central
(it)r

moments M.T\ In <f>(t) — —r~Kr- Similarly, the reduced central moments

Mr

(Tr

r>0

Hr= j P(X)dx (2-4)

define the reduced cumulants kT = Kr/crT. It is useful to point out that the 

cumulants Kr add under convolution. Before giving the relationship between 

Kr’s and Mr's and other details, let us define the Gaussian density pg{x) and 

the standard Gaussian f]g{x) which involves standardized variable x,

Pg{x)

rjg(x)

1

1

exp •
(x — e)2 

.... 2cr2..

2,
(x - M,)/(Afj - Mlf1 = (x- t)ja, 

pg{x)dx = T}g(x)dx.

x

(2.5)

One very important property is that all the cumulants Kr (r > 2) are zero 

for a Gaussian. This follows from the results that p.r = 0 for r odd and 

p,r = (r — 1)!! for r even for a Gaussian density. Therefore Kr(r > 2) are called 

shape parameters and in particular, k3 = 71 is called skewness and k4 = 72 is 

the excess. The relationships between the cumulants (Kr, kT) and the reduced 

central moments pT are (for r < 6),

e, CT , k3 — — p4 3

h = A*s - 10^3, k6 = p6~ 15p4 - 10/z| + 30 (2.6)
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In general, one can seek an expansion of a given distribution p in terms of the 

cumulants kT, by starting with the Gaussian density pg,

p{x)dx = rj(x)dx,

v(i) = ,XP ]Y,—;k'Di } ie(®)(-1)'

L r>3 r!
(2.7)

The Edgeworth (Ed) expansion which is asymptotically convergent assumes 

that the cumulants kr oc 1 /pr-2 for r > 3 where p is a parameter of the 

system under consideration. Collecting terms upto order 1/p in (2.7) (thus 

incorporating 71,72 corrections) gives the Edgeworth corrected Gaussian which 

is denoted by TfEd,

rjEd(x) ~ pg(x) < 1 + 7j
L6 He3(x) +

He0(x) = 1, Hei(2) = x, i7e2($) = x2 — 1, 

He3(x) = x3 — 3$, He4(x) = x4 — 6x2 + 3, 

He5(x) = x5 — 10$3 + 15$,

(2.8)Hes(x) = x6 — 15$4 + 45$2 — 15

In (2.8) Her(x) are Hermite polynomials. In applying (2.7) and (2.8) it should 

be kept in mind that the centroid and the width of p(x) and pg(x) should 

be kept identical. Finally, it is useful to mention that corresponding to a 

given p(x), one can define a set of orthonormal polynomials P^(x) such that
/+CO

Pfl(x)Pu(x)p(x)dx = 8^. Explicit form of the polynomials Pfl(x) in terms
-OO

of the moments of p(x) is

Pf(x) =

1 Mi - ------ Mm
Mi M2 -

- - 1

1 Mft - — — M2/i_ 1
1 X X2

- - x"
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D,

1 Mi - — — M,,.
Mi M2 - - - Mm+1

Mfi Mfi^-i M^ft

(2.9)

For example Pi(x) and P2(s) for a given density p(x) are Pi(x) = x, P2(x) = 

(x2—7i£—l)/(72+2—7j)1^2. The Hermitepolynomials Heti(x) — (—1 Yi]gl{x)
d11 ^ .

are in fact orthogonal polynomials with respect to the standard 

Gaussian f}g(x).

2.2.2 Bivariate distributions

Many of the properties of bivariate distributions are similar to that of univari

ate distributions and therefore much of the discussion in this subsection is in 

the same lines as in the previous subsection. Given a bivariate joint probabil

ity density (or simply a bivariate density) p(xi,x2), at the outset it is assumed 

that it is positive definite and normalized to unity,

-f-00
J J p(xux2)dxidx2 1,

—00

p(xt, x2) > 0; —00 < 27 < -f 00, —00 < x2 < +00. (2.10)

The Fourier transform of p(xi,x2) gives the bivariate characteristic function 

<f>{ti,t2) whose expansion in powers of tt and t2 defines the bivariate moments 

Mts and a simple expression for Mrs is,

+00

Mrs = J j x\xs2p{xi,x2)dxidx2. (2.11)

—00
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/
+oo

p(xx,x2)dx2 and in con-
-DO

nection with p(xx,x2), it is referred to as the marginal density (similarly P2{x2) 

is defined). The centroids ex(e2) of the marginal densities p\{p2) are related 

to the moments MTS by the relations ex — MXq and c2 = Mox. The bivariate 

central moments Mrs are given by,

+oo

Mrs= j j (*x - Mxo)r(x2 - Mox)sp(xx,x2)dxxdx2 (2.12) 
—oo

and it is easy to write Mrs in terms of the non-central moments Mrs. The 

crx = M12q and a2 = M^22 are the widths of the marginal densities px(xx) and 

p2(a;2) respectively. The central moments Mrs define the bivariate cumulants 

Krs; KTb derive from in <f>(tX: t2) just as Mrs derive from (/>(tx,t2). Similarly 

the bivariate reduced central moments pTS = M.rs/(Ti°rl)

+oo

Pr* ~ J J .p(xx,x2)dxxdx2, (2.13)
—oo

define the reduced cumulants krs = Krala\<j\. The kn cumulant defines the 

bivariate correlation coefficient £,

Too

C = = Pu = J J i^2a..62) p{xi,x2)dxxdx2 . (2.14)
—oo

Before going further let us first introduce the bivariate Gaussian density psiv-g 

which is defined in terms of the five variables (cj, e2, crt, a2, (),

exp < 2(1 - C2)
(2.15)
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One very important property is that kT3 for r + s > 3 are all zero for a 

bivariate Gaussian. In Chapters 3 - 6 the suffix BIV is dropped whenever 

there is no confusion. The standard bivariate Gaussian rjg(xi,x2) and the 

relationship between t\q and pg, involving the standardized variables (ah, x2)\ 

h = (*i ~ «i)M» *2 = (*2 “ ea)/^, are

pg(xux2)dxidx2 — t]g(x1,x2)dx^dx2,
1 f x\ — 2(xtx2 + x

r)g(xux2) 2jt^/(1 ~(2)eXP l 2(! - C2)

Following (2.16), p(xi,x2) is expressible in terms of if(Si,x2) where,

(2.16)

n(xi,x2)dxidx2 = p(x1,x2)dx1dx2 (2.17)

For a general bivariate density p(xi,x2) the higher order cumulants (shape 

parameters) kr3 for r + s > 3 are non-zero and it is easy to write down krs 

in terms of prs (or AATS). The relationships for r -f s < 4 are (see [Ke-69] for 

more details),

K\o = Mio = ei, Kq\ — Moi — c2j

K20 = Ad 2o — G\ K02 = AA 02 = G 2 

kn = P li — C

&30 = ^30) k2i = p2 x, kn — Pi2, k.Q 3 = Poz

&40 = mo — 3, kai = poi — 3(, k22 = p22 — 1 — 2(2

ki3 = ^13 — 3C, k04 = Pm — 3 (2.18)

Once again it should be pointed out that the bivariate cumulants I(rs add 

under bivariate convolution. Starting from a bivariate Gaussian density pg, 

one can seek an expansion of a general distribution p in terms of the cumulants 

kTa using (2.18) and

ri(xllx2) = expl ^2 ^ ^ \ r}g(xltx2) (2.19)

[r+s>3 r'S■ )
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The bivariate Ed expansion, which is asymptotically convergent, starts with 

the assumption that the cumulants kTS oc 1 /pr+s-2 for r + s > 3 where p is 

a parameter of the system described by p(x\,x2), i.e. the existence of p is 

assumed. Expanding the exponential in (2.19) and collecting terms to orders 

p-1^2, p-1, p~3^2, p-2 etc. give the Ed expansion in powers of p_1^2. Using the 

bivariate Hermite polynomials Hemimi(x1,x2),
n rj

Hemim2{xi,x2)rjg{xux2) = (-l)mi+m2 rjg(x ux2), (2.20)

the Ed expansion to order 1/p (here one needs krs with r + s < 4) is explicitly 

given by (hereafter denoted as Pbiv-ea or Pbiv-ea),

fjBIV-Ed(xi,X 2)

+

+

+

+

+

+

+

+

1 + (~He3 o(xi,x2) + ^Hc2i(xux2)

~t-Hen(x 1}x2) + ~Heo3(xi,x2) 
L o

He40(xux2) + ~-He3i(x ux2)

-p-ffe 22(xi,x2) + ^rHeyS(xi,x2) + ~~-He04(xi,x2) 
4 0 M
k2o tt - \ , ^30^21 rr \ '

j^Hem{xi,x 2) + ~J^--He5i(xi,x2)

kl ^ k3ak
12

&30&03 . &12&21 
+36 4

He42(xi,x2) 

IIe33{xux2)

^12 , &21 &03 
8 + 12

^12^03
He24(xi,x2) + 12 He15(xux2)

~~Hem{xu x2) ^ pg(xi, x2) (2.21)

The expression (2.21) together with (2.16, 2.17) is referred to in the text 

as Edgeworth corrected bivatiate Gaussian i]Biv-Ed or pbiv-ea■ Finally the
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Hermite polynomials Hemiim2(x1,x2) are calculated easily using the following 

relations,

(1 C (®1) ®2) — (®1
-miH emi _x,m2(®i, x2) + m2(H emi ,m2_i(®i ,x2);

HeQ0(xux2) = 

Htw(x i,S2) =

He<n{xux2) -

Hen(xux2) =

1
x\ - (x2
1-C2

^2 ~ C^l
i-C2

(£t - (x2)(x2 - (£i) C

(l-c2)2 1-C2
(2.22)

The probability densities pn(x\\x2) and p2i(x2\xi) that are referred to as the 

conditional densities are given by,

Pii{x\\x2) = p(xux2)/p2(x2)

P2i{x2\x\) - p(xi,x2)/pi(xt). (2.23)

The conditional moments Mp(x2) of pu (and similarly Mp{xi) of p21) are

/
+oo

XtPuixilx^dx!
-oo

/
-fco / f+OO

Xip(xi,x2)dxi / / /»(«i,«2)^*i- (2.24)
-oo / —OO

It is important to note that given tjbiv-p, the corresponding conditional den

sities will be Gaussians,

>7l2i0(*l|*2)
1 __ f (*1 ~ Cx2?/i.d-c2)^! ^-c2) (2.25)
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Therefore, for a bivariate Gaussian, conditional centroids are linear in the 

fixed variable with the slope given by correlation coefficient. Similarly the 

conditional width is a constant and it is a simple function of the bivariate 

correlation coefficient.

2.3 State, expectation value and strength den
sities: CLT results

2.3.1 State densities

Given a hamiltonian II acting in a m-particle space, the state density Im(E) 

and the corresponding normalized density pm(E) are defined by

Im(E) = Y29AE-Er) = {{6(H-E)))m
r

= ^(ma\5(H-E)\ma) = d(m)(6(H-E)}m
a<~m

= d(m)pm(E) (2.26)

In the above equation gr is the degeneracy of rlh eigenvalue Er, d(m) is m- 

particle space dimensionality, {{ )}m denotes m-particle trace and ( )m is m- 

particle average. Using the definition of pm(E) in (2.26), the moments Mr 

(2.2) and the corresponding central moments MT (2.3) for pm(E) are

Mr(m) = (Hr)m] Mr(m) = ((II - (H)m)T)m (2.27)

As stated in Chapter 1, due to CLT action in strongly interacting m-particle 

spaces, pm(E) takes a Gaussian form defined by the centroid e//(m) = e(m) = 

(H)m and variance cr2H(m) = <r2(m) = ((H — e(m))2)m,

CLT t (rW ^ ^ = 75J^{-L^L} (2-28)
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By using Edgeworth corrected Gaussian given by (2.8), the departures from 

CLT result as represented by non-zero skewness 71 and excess 72 values can 

be taken into account. From now onwards the suffix m appearing in (2.26 - 

2.28) is dropped when there is no confusion.

2.3.2 Expectation values and expectation value densi
ties

Formally the expectation value (K)E of an operator K is defined by

(*)E 1(E) = Ik(E)/I(E) (2.29)

where the expectation value denstity Ik(E) is,

Ik(E) = (K)eI(E) = {{KS(H - E)))m. (2.30)

Definition of (K)E as given by (2.29) takes into account properly the degen

eracies in the spectrum and because of this one is led to consider expectation 

value densities. Observables like spherical-orbit occupancies, spin-cutoff fac

tors, static moments etc. are expressible as expectation values. Using the 

property S(H — E) = p(E) jP#1(//)Pm(£;), of the orthogonal polynomials 

Pp(E) defined by (2.9) with respect to p(E), an expansion of (K)E in terms 

of traces can be written down

00 CLT
(I<)E = 2(KP*(H))mP*{E) — %M + {KH)m*K(m)8 (2.31)

/i = 0, 1

In (2.31) K and H are standard operators and following (2.5), K = (K — 

£k(™))I&k(™) and H = (H—tf{(m))/<Tff(m). Similarly.# = (E—eff(m))/afj(m). 

Note that (KH) is nothing but the correlation coefficient Ch'-if- The CLT re

sult which shows linear behavior of (K)E with respect to E (see Fig. 1.3a
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for an example) follows immediately by considering the deformation H —* 

H + aK =4> p —» pa and assuming that CLT applies for p as well as pa densi

ties. An alternative to the polynomial expansion method (2.31) which is more 

appropriate for the operators of the form O^O is to directly construct the 

expectation value densities Ik{E) defined in (2.30) in terms of its moments. 
With K = 0^0 being positive definite operator, Ik{E) can be treated as a 

probability distribution function and this gives the following important result,

CLT
(K)e = Ik(E)/I(E) — IK:G(E)/Ig(E) (2.32)

The origin of the CLT result given in (2.32) lies in the bivariate Gaussian form 

for strength densities given by (2.39) ahead. The normalized density pr<(E) 

and the corresponding moments MT(K) are defined by

Pk(E) = IK(E)/{{!<))

Mr(K) = (KHr)

Mr(K) = Mr{K)/M0(I<) = (KHr)l(K) (2.33)

The moments Mr(I(), defined in (2.33), of Ifc(E) can be derived by parametric 

differentiation of the moments Mr(a) of pa produced by Ha — H -f aK,

Mr(K) = (r + I)"1 lim— [Mr+l(a)\ (2.34)
of—oa

For an operator of the type K — T2 with the commutator [T, //] = 0, one can 

write (KHr) — (T2Hr) traces, by double parametric differentiation, in terms 

of the moments of pa produced by H —* II + aT,

(rJ/T) = [(r + l)(r + 2)]-> lim (2.35)
I

Results given by (2.26) - (2.35) are used in Chapter 3.
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2.3.3 Strength densities

The strength Ro(E}E') for a transition operator O, is the square of the ma

trix element connecting the eigenstates with energies E and E' (assuming no 

degeneracies for the eigenvalues E and E')

Ro(E,E') = \{E'm'\0\Em}\2 (2.36)

The corresponding strength density Io{E, E1), which properly takes care of 

degeneracies, is defined by,

I%*n'm'(E,E') = Im'(E') \{E'm'\0\Em)f Im(E)

= ((0U{H - E')06(H - E)))m ;

pSlmv = (0U(H~E')0S(H-E))m/(0^0)m (2.37)

In (2.37) p is normalized bivariate strength density (for non-zero {O^O)). As 

Io(E, E') is positive definite, it can be represented by a bivariate probability 

distribution function and therefore the results of Sect. 2.2.2 will apply. The 

trace expressions for the centroids and variances of the marginal densities I\ (E) 

and hiE'), the bivariate correlation coefficient ( and for the reduced central 

moments ppq are given below:

d - (0^0H)m/(0^0)m

e2 - {0^H0)m/(0^0)m

cr\ = (O^OH2)m/{O^G)m -4

a\ = {0Uj20}m/{0^0)m -el

c = (°,(^)°(^r1)) 7(oto>”

= (0,(£?),°(^r1)T/<oto>” (2'38)
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The CLT result (smoothed form) for lo(E, E') under some plausible arguments 

is that p(E, E') takes a bivariate Gaussian form

CLT
p(E,E') —> pBIV_g(E,E') (2.3!))

Explicit form of pBiv~g(E,E') is given by (2.15). It has very important con

sequences for non-energy weighted sum rule or sum strength (NEWSR), for 

the strength centroid, strength width etc. The strength moments Mp(E) orig

inating from energy E are defined by (assuming that the states |E) and |E') 

are non- degenerate)

MP{E) = Y,(E')P\{E'\0\E)? (2.40)
E'

In continuous version (2.40) becomes

MP(E) = [1(E)]-1 jl0{E,E'){E')pdE'

= ^2® j Plh0(E'\E){E'fdE' (2.41)

In (2.41), 1(E) is state density, h,o(E) = ((O^ Q6(H-E))) = ((C>f 0))Pl,o(E) 

is one of the marginal densities (similarly I2]o(E') is defined) corresponding 

to lo(E, E') and p2\-,o(E'\E) is one of the conditional densities correspond

ing to p0,mv(E,E')-, Sect. 2.2.2 gives definitions and properties for marginal 

and conditional densities. With (ec , <xc), (ei , cr*) and (e2 , <t2), the cen

troid and width of 1(E), If,o(E) and h-,o(E') the bivariate Gaussian form of 

Io(E, E‘) and the Gaussian form of 1(E) give simple expressions for NEWSR 

which equals to Mo(E), the strength centroid e(E) = Mx(E)/M0(E) and 

strength width a(E) = {M2(E)/MQ(E) - [M1(E)/M0(E)]2}1/2 (follow eas

ily from (2.15, 2.25, 2.5)),
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CLT
e(E) —> e2 4. (—(E — et)

<?i

CLT
a(E) —* a2( 1-C2)1/2- (2-42)

Results given by (2.42) are well verified in Fig. 1.4 and they are used in 

Chapter 6.

2.4 Partitioning : spherical and unitary con
figurations

As stated in Chapter 1, in order to extend the applicability of CLT results given 

in Sect. 2.3 to large spaces, to improve the accuracy of the predictions based 

on CLT results (including Edgeworth corrections) and to bring in more infor

mation it is essential to partition the m-particle spaces to subspaces. Simple 

partitioning of m-particle spaces is according to spherical and unitary config

urations and in order to define them, we begin with m-particles distributed 

over spherical shell model j-orbits (single particle s.p. orbits) denoted by a, 

/? etc. (ja being the angular momentum and Na = 2ja -J- 1 is the degeneracy 

of the orbit a). The m-particle spectroscopic space can be decomposed into 

spherical configurations m = (ma, nip...) where ma is the number of particles 

in the orbit a and m = ]>)ama;m = X]m- Note that the dimensionality

d(m) of the configuration m is d(m) = fj ( j. For example, for identi-
a \ ma J

cal particles, denoting ld5/2, 2s!/2 and ld3/2 orbits as #1, #2 and $3 orbits,
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(ds)4 spherical configurations are m = (m1,m2,m3) = (4,0,0) © (3,1,0) ©

(3,0,1) © (2,2,0) © (2,1,1) © (2,0,2) © (1,2,1) © (1,1,2) © (1,0,3) © (0,2,2)

© (0,1,3) © (0,0,4). A unitary orbit a is defined as a set of spherical orbits.

With this, decomposition of m-particle space into unitary configurations [m] is

possible; m —> X)[m]. As above, a unitary configuration [m] = (ma, ...);

m = J2 rn<x- Using the convention that the spherical orbits a belong to unitary

orbit a and similarly the orbits /3 belong to f3 etc., the number of s.p. states in

a unitary orbit a is Net = YZaeoc Ar„. The dimensionality of the configuration

[m] is d([m]) = TT j j. For example in the above d<s-shell case one can 
oc \ /choose (lds/2, 2sx/2) and (ld3/2) to be two unitary orbits (#1, #2 orbits) and 

then (ds)4 —» [m] = (m,, m2) = (4,0) © (3,1) © (2,2) © (1,3) ® (0,4). It 

is important to recognize that [m] —> YZ m and the set of spherical configu

rations m that belong to a given unitary configuration is easy to enumerate. 

For example in the above case, (4,0) —> (4,0,0) © (3,1,0) © (2,2,0); (3,1) —> 

(3,0,1) © (2,1,1) © (1,2,1) etc. With spherical or unitary configurations, the 

decomposition of m-particle space is,

m —* )T)[m]; [m] —► ]T) m. (2.43)

It is worth remarking that the decomposition given by (2.43) automatically 

produces fixed-parity subspaces by choosing the unitary orbits a to be set of 

spherical orbits with all of them having same parity. One remarkable result is 

that under the above partitioning of the shell model space the state density 

Im(E) decomposes exactly into sum of partial Im(E) and I^(E) densities,

[m] [m] (me[m]

j«,[m}(£) = f

(E)

IH’m(E) = {{6(H - E)))m (2.44)
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It is important to recognize that corresponding to m, m and [m] there are 

group structures associated with them as given in Sect. 2.5 ahead. The mo

ments Mp{m) of ) and Mp([m]) of IH^m\E) are easily defined as traces

of Hp over the corresponding subspaces,

Mp{ m) = (iP)m

Jl/„([m]) = mW = Win,]))-' Y. ((«r)rm€[m]

= £&-(■”> M

m€[m] '<■

It should be recognized that unlike the scalar moments, Mr(m) defined in 

(2.27), the fixed-m (similarly [m]) moments involve intermediate configura

tions as the hamiltonian does not preserve these symmetries. For example the 

second moment M2(m) decomposes into partial moments M2(m —* m'),

M2(m) = Km)]-1^))”

= [d(m)]"1^ J2 |(ma|i/|m7?}|2 
m> ec G m 

P € m'

= YjMa(ni-nn');
III'

M2(m —► m') = [d(m)]_1 |(ma|/ir|m'/?)|2 (2.46)

a G m
0 € m'

With the centroids denoted by e(m) and the variances denoted by <r2(m), the 

decomposition of <r2(m) into partial variances cr2(m -+ m') (cr2(m —► m) is 

called internal variance and cr2(m —» m'); m ^ m' is called external variance) 

is given by,
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(j2(m) = J>2(m —> in') ,
in'

<r2(m —> m) = M2(m —> m) — (e(m))2 ,

<j2(m —* m') = M2(m —> m') (2.47)

Just as the state densities decompose into partial densities, the expectation 

value densities also decompose into partial densities exactly in the same way. 

On the other hand decomposition of strength densities into partial densities 

still remains an unsolved problem. However there are ways to circumvent this 

problem; see Chapter 6.

Partitioning of the shell model space can be carried out in many different 

ways and the partitioning defined by irreducible representations (irreps) of 

groups that can be realized in shell model spaces (for example Wigner 5£/(4), 

Elliot SU(3), pairing Sp(n) etc.) are in fact the most significant ones. The 

significance derives from the fact (as will be seen in Sects. 2.5 - 2.6) that 

the moments defined over the irreps in fact propagate from the few particle 

spaces to the many particle spaces and this is elaborated in Sect. 2.6. As 

mentioned earlier there are group structures associated with spherical and 

unitary configurations and before turning to this, it is useful to introduce the 

following symbols.

With m particles in N s.p. states, the number of holes mx = N — m. 

Similarly for ma particles in Na states, m* = Na — rna (note that nx = 

Na — na) and for ma particles in N<x states, — Net ~ mot (note that 

na = Net ~ na)', spherical orbits and unitary orbits, spherical configurations 

and unitary configurations are already defined. Finally, the symbols [A'],.,
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XaP...., X (x p , Xa0 and Xap are defined as

in - X(X ~ 1)(Y - 2).... (X -r +1);

= Xa(Xp - 8pa)(Xy - 6^ -" tip)...... ;

= XalXp - 6pa)(Xy - t’7« “ .....

xaP = Xa(Xp-5ap)/(l + Sap)

^afi = Xa(X(3-Sal})l(l + Sa/3)

X = m, N, tox, n, nx (2.48)

2.5 Unitary decomposition of operators

2.5.1 U(N)' group

With m identical- fermions distributed over N single particle states, one can 

recognize the appearence of U(N) group which is generated by the N2 oper
ators a|Qm„aj>TO^ j ai 0 — 1,2Then the ^ ^ ^ antisymmetric states 

form an irrep of the group U(N), usually denoted by Young shape {lm}. With 
this the single particle creation operators ajamQ belong to {1} and the destruc

tion operators ajpm0 belong to jl^-1 j. The only scalar operator in m-particle 

space is number operator n as it remains invariant under the transformation 

produced by the generators of U(N) group. One can in general seek a decom

position of a given operator into tensor operators (belonging to a definite irrep 

of U(N)) with respect to U(N) group similar to what one does with respect to 

0(3) in angular momentum algebra. The tensor decomposition is illustrated 

below with examples that are relevant for the results given in Chapters 3 - 6.

Let us begin with a NIP hamiltonian h = f-Qna] are single particle
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energies (SPE) and as stated before na is number operator for the spherical 

a. From the above discussions it should be clear that the scalar part h° of h 

with respect to U(N) should be a first order polynomial in number operator 

n. Then one-body nature of h gives h° — do + ain. Now taking trace on both 

sides over 0 and 1-particle spaces immediately gives the result that h° = {h) 1n. 

The remaining piece hl = h — h° is the unitary one-body part of h and it has 

a definite group theoretical meaning in trems of the U(N) group. Thus the

unitary decompositon of h is,
h = €ana = h° + h1

Of

= 1 = N~~l J2eo>Na , n = En«

h1 = h-h° = E<4n« = E?«™a ; = ea = e„ - e (2.49)
or

Note that in the remainder of the thesis ea and fla are used interchangeably 

when there is no confusion; some time e* (1) is used to emphasize that the SPE 

are derived from a one-body hamiltonian. Unitary decomposition of a two- 

body interaction V defined by the two-body matrix elements (TBME) V^p s 

is easy to work out in terms of the average two-particle matrix elements Vap,

v., = {EMKJw} = Wo}'1 [u-nv^l + «*) j . (2.50)

In (2.50), [J] = (2J + 1). Recognizing that the scalar part V° of V with 

respect to U(N) group should be a second order polynomial in n gives the 

result V° = a0 + ai« + a2n2. Once again taking the traces over 0, 1 and 

2-particle spaces on both sides of the above equation leads to the following 

simple formula for V°,

V° n
2

(V)2 = V = [nUN] -l

2 E x°0v°0
a>0

a,p

(2.51)
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Just as h has hl part, F should have a one-body part with respect to U(N)

group. This part which is denoted as V1, should vanish in 0 and 1-particle

spaces. Therefore the form of F1 is Fl = (n-l)F1 = (n — 1) 2 e„(2)na. Then,

F - F° = F1 + F2; it should be obvious that the V2 part cannot be reduced

to a piece that behaves as neither F° nor F1. The explicit forms of F1 and

V2 are derived by using the particle-hole (p-h) symmetries of these operators, 
p — h p — h

F1 —> — Fl and V2 —> V2. This gives the results

For m
V1 = (»-l)X<£(2)»« X) £("*)"« ,

particles a
F2 = V - F° - F1 ;

C(m) = Ini — l)ti(2)

4(2) = )(V„,-{Vf) (2.52)

Eqs. (2.49) - (2.52) give the unitary decomposition of F = X! Vv o(V with
1/=0,1,2

respect to U(N) group. It is obvious that F° is scalar with respect to U(N) 

(hence denoted as u = 0 part) , F1 is effective one-body operator with respect 

to U(N) as n behaves as a constant when acted on a U(N) irrep |lra} (hence 

denoted as v = 1 part) and the remaining piece must be an irreducible two- 

body part (hence denoted as v — 2 part); for details regarding Young columnar 

shapes associated with each v, see [Ch-71]. Combining the decompositions 

given by (2.49) - (2.52) one has the following pictorial representation for U(N) 

decomposition of a one plus two-body hamiltonian II = h(l) + V(2),

42



H = h(l) + V(2)
/\

h° + h} V° + V1 + V2

+ V (2.53)

In m-particle space, H° = me+ ^ ^ j ^ while Hl is defined by m - dependent 
s.p. energies £*(m),

H1 = X){4(l) + C«(m)}n« = £4(mK;
a

C(m) = 4(1) + <"»- 1)4(2) (2.54)

In (2.54), 4(2) are the (defined by (2.52)) induced (by V) s.p. energies and 

i\{m) are the renormalized (by V) s.p. energies.

2.5.2 Spherical configuration group U(Na) ©U(Np) 0....

The unitary group U(Na) acting in each spherical orbit a generates ma of 

spherical configurations m; i.e. m behaves as {lm“} <g> {lm^} <g>..... with re

spect to the direct sum group U(Na) © U(Np) ©...... Thus in the spherical

configurations space, the scalar operators are na’s. Therefore it should be 

obvious that the NIP hamiltonian h is a scalar with respect to the spherical 

configuration group,

h = eana = (2.55)

In (2.55) /it°l = /d0'0’*1! denotes that it is a scalar with respect to each spherical 

orbit. In order to extract out the scalar part of V with respect to spher

ical configurations, it should be recognized that must be a second order
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polynomial in ?;.a’s. Therefore = «o + So + Y2n>p Cnpn„p and then 

taking traces on both sides in 0, 1 and 2-particle spaces, one has the result

V101 = £ VaPhap = | £ Vapna0 (2.56)

As a one-body hamiltonian will be a scalar with respect to spherical configura

tion group (see [Ch-71] for exceptions), there cannot be an effective one-body 

part of V with respect to spherical configuration group. Thus V = V — Vd°l 

should be like the v — 2 part V1,7=2 introduced in the U(N) case. Just as 

0°1 is scalar with respect to each of the U(Na) groups (therefore the notation 

[0] = [0,0,...]), V behaves as [2] = (i/a, vp,...); — 2. The exact defini

tions of i^’s and the methods for enumerating and constructing the various 

y(va,vp,J2t/a = 2, are given by Chang et al [Ch-71]. It suffices for the results 

presented in Chapters 3 - 6 to mention that V behaves as [2];

V = V[2] = V- F[0] (2.57)

It is important to point out that the tensorial nature of V with respect to 

U(N) is exactly v — 2, i.e. V —» Vv=a and V^0 = 0 and V*^1 = 0.

2.5.3 Unitary configuration group U(N00 © U(Np) 0....

The unitary group U(Na) acting in each unitary orbit oc generates ma of

a unitary configuration [m]; i.e. [m] behaves as {lm«} ® |l j ®.....with

respect to the direct sum group U(Na) © U{N^) ©...... Thus in the unitary

configurations space, the scalar operators are mot's. One can carry out decom

position of H = h( 1) + V(2) with respect to the group U(Not) © U(Np) © .... 

However the only decomposition is of relevance for present thesis is the decom

position of bP1 -|- yl°l. They will have [0] © [1] © [2] tensor parts with respect
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to the above direct sum group and these various tensor parts are obtained as 

follows.

Given a general one plus two-body operator A = B( 1) + C(2) 1 defined 

by the SPE Sa and TBME CJa(}l6, B = £ Eana and the two-body operator 

C relevant for the present discussion is described by the average two-particle 

matrix elements Gap, 0 & Cap = N~@ . It should be noted that

B = BW + BW, C = CM + CM + CW and A = A^ + A™ + A™\ A^ = 

BPI + CM, A^ = -f and A^ = C7‘2l The explicit expressions for 

B^u\ and A^ are derived using the results [Fr-89a]: (i) v — [va, vp, ■■■■}, 

Y^voi — v and va are integers; (ii) the part that behaves as, [0] = [0,0,...] 

should be a polynomial in ma (first order for B^ and second order for CM); 

(iii) subtraction of B^ from B gives i?W; (iv) the part of Cap term with 

a and /? belonging to the same ex, follows directly from (2.52) and in the case 

where a and /? belong to different unitary orbits, one has to change the (m — 1) 

factor in (2.52) to ma and mp appropriately. The final results are,

B(01 = ;
a

bw=afW(/i)K

£a(A) = I Y2 £.W„) Na
\a€Ot )

sm(A) = ea-[£a(A) ]

CM C.afl{A) ) ] N a p Gq p
a&CX,p£0 Kp] -l

1 General notations are used here for one plus two-body operator. This is because, the
unitary decomposition results of this section are used in Chapter 5 ahead where the one 
plus two-body operator does not come from a hamiltonian but it derives for example from 
a transition operator. Unitary decomposition being a group decomposition, it applies for 
any one plus two-body operator. In terms of these general notations different parts of the 
hamiltonian H are H = A, h(l) = B( 1) and U(2) = C(2).
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C'I'l «• eI',:',(/1)

£ - MG* (JV/3 - W>C«j8

CPI «■ Cgj(A) = C,* - [Ca/J(A)] - { S^(A) + [4‘,!“(A)

x - *SapY

Am E^*^)] n« + E
a>/3a

A[i]

for a [m]

4(M: A)

CL1](M : A)

A« *

[41](a)]+E(^

P
6af3) 4];/3M)l

’ n„

E4(M : A)na ;
O’

E(mfl “ 4c«/3);?l:,;,(/1i
t

cfj(A) _ (2.58)

Just as the case with (2.54), C([m]) are the induced SPE and £W([mj) are 

the renormalized SPE (for a fixed unitary configuration [m]). In the case of 

j/l°l = /J°] -j. y[°l decomposition A = H^°\ B — and C = in (2.58). It 

is useful to point out that V given in (2.57) is type with respect to the 

unitary configurations, i.e. = 0, = 0 and it should be recognized that

the voc of [2] in need not be integers (they can be half integers) [Ch-71].

2.6 Trace propagation

2.6.1 U(N) group averages

Given a m-particle space generated by distributing the particles in JV s.p. 

states the U(N) (or scalar) trace (X]aem{m%|0|m(x)) of an operator O over the
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entire ra-particle space propagates from the corresponding traces in few par

ticle spaces, i.e. the trace will be a polynomial in particle number m with the 

expansion coefficients determined by the basic few particle (or input) traces. 

The general principles of U(N) or scalar trace (the word trace and average are 

used synonymously) propagation are described below with examples that are 

relevant for the thesis.

i) The trace (F(K))m of a AT-body operator F(K) over the m-particle space 

is nothing but the trace over the space defined by {lm} of U(N). As 

traces are invariant under unitary transformations, the trace equivalent 

operator in the U(N) case of interest should be a function of the invariant 

operators of U(N). In the scalar case the only invariant operator is the 

number operator n and therefore one has the elementary result

[F(K)r = ( K ) {P(K))K (2.89)

which shows that the m-particle average propagates from the defining

. A simple application of 

(2.59) is writing down the m-particle average of h defined by the SPE 

ea’s and V defined by the TBME Va^.s,

{h)m = rn(h)1 = ^ eaNa = me
* ’ rv

= W.W E WKX/ (2-60)
J,a>0

The e and V in (2.60) are defined by (2.49 - 2.51).

ii) Extending (2.59), it is very easy to recognize that the scalar average of 

a0 + l + 2 + ... + /if-body operator F( 0 — K) is a Kth degree polynomial

AT-particle average via the binomial
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m m,
K

{F{o - /or = e aTmr. (2.61)
r—O

The (K + 1) - inputs ar’s can be written in terms of the averages of 

F(0 — K) for any (K + 1) values of m. For example let us consider 

(If2)”1 = ((H - (H)mf)m = ((h - (h)m + V- (F)m)2)m. Now r = 4 in 

(2.61). Solving for ar’s in terms of (H2)m with m = 0,1,2, N — 1, N and 

recognizing that the averages for m = 0, N are zero, gives the result,

(H2)m = [mUN-m]2[N-- 2]? x

(N 3)(m 2).-~t2 t
(N — l)(m — 1)+

(m — 2)
(N — 1)(N — m — 1)

(in:2\7V—1

(2.62)

Alternatively (H2)m can be written in terms of averages over m = 0, 1, 

2, 3, 4 which then would have involved calculation of the input traces 

over 3 and 4-particle spaces. However as (2.62) shows, by exploiting 

the properties of the operator under question it is possible to reduce the 

input traces to a minimal set of easily calculable traces.

iii) There are further simplifications in the choice of the input traces if op

erators with definite unitary rank are used (unitary decomposition of 

operators with respect to U(N) is already discussed in Sect. 2.5.1); the 

simplicity arises from the p-h symmetries of these operators. For exam

ple using the unitary decomposition of h = h° -f h1 as given by (2.49), it 

is easy to see that the trace of h is completely given by h° and for calcu

lating the trace of (h1)2 a good choice of inputs is the points at m = 0 

and 1. These immediately give the following propagation equations,

(h)m = {h°)m = me
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m2Y mm' 1\2\1 E(^a)2Na
N

(2.63)
Wh

Using the p-h symmetry {(ft1)3)"1 = — ((ft1)3)^-”1 and choosing the in

puts to be the values of ((hl)3)m for m = 0, N, 1, N — 1, yield the 

following propagation equation for ((ft1)3)”1,

((ft1)3)"1

{(ft1)3)1

ramx(mx ~m)/,,i\3,i
Ms

E(4)3iVa
N

■((*));

(2.64)

Similarly the propagation equation for ((Vu:=2)2)m is derived by using the 

p-h symmetry ((vu~2)2)m — [{Vv~2yjN~m^ Choosing the input points 

for m = 0,1,2, N, N — 1 and the property ((Vv~2)2)m = 0 for m = 0, 1, 

N, N — 1, the final result in terms of the TBME V^s(i/ — 2) of Vv~2 is

/rtrij=2\2\m _ [m]2[mx]2w
((K }) -■■■ [N}4....

E M(0 = 2))2. (2.65)
a>/3,7>6, J

Using the unitary decomposition of ft and V as given by (2.49) - (2.52) 

and using the propagation equations of (ft1)2 and (Vv~2)2 given by (2.63) 

and (2.65), an explicit expression (unlike what is given by (2.65)) for 

(H2)m is,

(.H2)m =

+

mmx
w E(4 + (m - l)ei(2))2^«

. O'
[m]2[mx]2 E M(K^ = 2))2.

o>/J,7>S, J
(2.66)

(iv) In general it is possible to combine the principles involved in (i) - (iii) to 

derive simple propagation equations in some complicated examples. For 

example, in evaluating {{hl)p)m for P = 4 and 5 one needs to extract
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only the one and two-body parts of {hy)p denoted as Xp(i), i = 1, 2. 

The unitary tensor nature of h1 and p-h symmetry will allow us to write 

{(hl)p)m as p!(m)Xp(l) + p2(m)Xp(2) and the polynomials pi and p2 

are easily determined using (i) and (ii). Then the propagation equation 

for {(/i1)4)m is

m4r N(N + 1) — 6mm>mm*N

"FIT
+3(m - l)(mx - 1)JV

n-' E(OX

n-' E(4)W„ (2.67)

Similarly for {(/d)6)m one needs to extract out X&{i), t = 1, 2, 3. An 

equally simple case is the propagation equation for (hl(Vl,~2)2)m and 

one needs here the input trace over 2-particle space and the final result 

is
lhi(v^2\m _ Wa[mx]a(mx - m)
' 1 U [N]s x

EM4(Ki> = 2))’0 + W(i + K,)- (2.68)
TtUV

(v) The elementary traces of basic one to three-body operators in 1 — 3
t ft- particle spaces are: ((a^og)}1 — Sab', {{o-AaBacaD))2 = SBcSad ~ 

SacSbd; ((«i«Bac°cajBa/:r})3 = SFASDCSEB — SfaSdbSec — SeaSdcSfb

+ SeaSdbSfc + SdaSecSfb ~ SdaSebSfc, where A, £?, C etc. are single 

particle state indices. Extracting out the definite body rank parts of an 

operator which is a product of several (say v = 2) operators is tedious but 

straight forward. To do this, one has to put the operator in normal order 

form which follows by applying the anticommutation properties of single 
fermion state operators; [a|a£j+ = 0, iaA «-b}+ = 0, [aA ag}+ = Sab- 

Applying this together with (i), (ii), (iii) for the (UVW)m trace (U, 

V and W are three different two-body interactions; note that as stated
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below (2.57) U, V and W are automatically v = 2 with reject,to U(N)) 

gives (we carried out this exercise although the final result 

in [Ay-74a, Wo-86]) the formula,

(UVW)m =
[m]3[mx]3

[N}e A +
[m]4[mx]2 H2[mx]4

[We
B

A= E (^l)'_,_a[A]_1/V»«(U)tf„.,(V)4Allt,(W) 
A

rstuxy

B = i E
8 j

J
4>$CL0 t

af3-y8<fnp

=E(-i)"h+-'+<1[aii/V]
j

r s J i =rj 
u t A ‘ rHu

X;?s(u — ^/(l + 6r5)(l + 8tu)'X.rl)tu ; X — U, VorW (2.69)

2.6.2 Spherical configuration averages

The principles used in deriving scalar trace propagation equations apply equally 

well for configuration traces (F)^ of an operator F. This was done in detail 

in [Fr-71a, Ch-71, Ay-74a, He-75, Po-75, Pa-78, Wo-86]. However there is a 

simple method to produce fixed configuration traces [Fr-89a, Fr-89b, Fr-94] of 

operator products with the operators having fixed unitary rank with respect 

to the spherical configuration group. To derive the propagation equation for 

the trace (A^f?^....)111 one has to start with the scalar trace propagation 

formula for {AVIBU7...)m. Then one has to attach appropriate spherical orbit 

indices to particle number m and degeneracy N. in the corresponding scalar 

propagation formulas and carry out the summation over all the spherical orbit 

indices after multiplying the propagator with the input with spherical orbit
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indices. The input matrix elements of AUi, B1'2,... etc, are to be replaced 

by the matrix elements of respectively. The right correspon

dence between the indices of inputs and those of propagators is to be decided 

and this can easily be done with a computer program. Simple examples are 

(h)m = 53 Cq,mQ and (V)m = J2a<p Vap™a0 and they follow from (2.60) as 

{h)m = (h^)m and (V)m = (l/[°l)m. Propagation equation for (V2)m is eas

ily obtained by starting with (2.65), changing [m]2 = m(m — 1) by mQp and 

[m*]2 by and noting that V = VW. Thus for the traces (UV)m or (V2)m, 

(U, V are of v — [2] type with respect to spherical configuration group) it is 

easy to recognize the right combination of the indices in the propagators and 

the inputs,

(UV)“= Y. + +
a,/? 1 3 1

7, <5
(2.70)

The trace (AWy2)m is zero because /iW is zero. Using the method described 

above, it is possible to write down the formula for (UVW)m using (2.69). 

The explicit formula is given in [Wo-86].

2.6.3 Unitary configuration averages

For unitary configuration traces (F)^ the same procedure as above can be 

adopted (after carrying out tensorial decomposition of the operators involved 

with respect to the unitary configuration group). In this case unitary orbit in

dices are to be attached with m, N etc. of the propagators of the corresponding 

scalar trace propagation formulas and the summation is now over all unitary 

orbit indices. For the inputs, the indices are spherical orbit indices that belong
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to particular unitary orbits and then the summation over those spherical orbit 

indices are to be carried out. Like in the spherical configurations case, the 

right combination of indices in the propagators and the inputs can be found 
out using a computer program. The formulas for (UV)l1^, {^W(V)2)lml and 

(UVW)tml are given below.

The derivation* of trace propagation formula for (UV)lml is straight for

ward as U and V both have unitary rank [2] as stated below (2.58). Using the 

scalar result (2.65) (and also (2.70)) the formula for (UV)^ can be written 

down,

(UV)[m] = E [mrsm*uj (A^tur1 X 
r,s,t,u

\ E [J]M,J1 + «(1 + J„) (2.71)J
r £ r, s £ s 
t £ t, u £ u

The formula for ((/i1)V2)^ml (required to calculate spin-cutoff density vari

ance) is derived using the scalar result (2.68) and then looking for the correct 

combination of indices with the help of a computer program [Ha-92, Fr-94],

((^)[11(V)2)[ml = E [-^irtuvrmrtmuvr — ^uvrrtmuVrmtr] x 

r,t,u,v

l E M4?'v;Lv;Lt(i+ + «..)J (2.72)
r 6 r,t £ t

u £ u,t)Gv
The trace propagation formula for (UVW)^l where all U, V, W are of 

tensorial rank [2] with respect to unitary configuration group, follows from 

(2.69) and the expression for (UVW)m given in [Wo-86]. The final result is
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[Ha-92, Fr-94],

(UVW)M = Y,
r,s,t,u

x,y
+ [I[mr8mtuxy ^Yrstuxy + mxytumrs x ^xyturs} Br,s,t,u,x,y]

= E (-l)'“'“aIA]-I/!^,»(U)^„(V)^lr(W)
A

r G r, s G s 
t € t ,u G u 
x e x,y e y

8 j

r G r,s G s 
<et,«eu 
x G x,y G y

(2.73)

The definition of the multipole coefficient $fstu appearing in (2.73) is given in 

(2.69) and it follows from [Fr-66], The formulas given in (2.71) - (2.73) are 

used in Chapters 3, 4 and 6. For example the variance (V2)tml of the density 

pj’^(x) = (<5(V — x))lml follows from (2.71). Similarly the centroids and vari

ances of the spin-cutoff density p^[ra] = (Jf<5(V - x))W/(J2)fml follow from 

(2.71 - 2.73). The centroid of the Jf - density derives from the trace (

= <(Jl)f23V)tmJ (since (V)lml = 0 and {(Ji)[1]V)[ml = 0) and ((Jl)[2] V)Imi 

follows from Eq. (2.71). The spin-cutoff density variance derives from the 

trace (J|V2)W = {(Jl)l0]V2)M + ((JfjMv2)!™] + <(j|)[2]V2)[mJ and the 

three averages on R.H.S. follow from (2.71), (2.72) and (2.73) respectively.
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2.7 Summary

Extension and application of the CLT results given in Sect. 2.3 to indefinitely 

large shell model spaces is the aim of SAT-LSS. This is achieved by using the 

unitary decompositions of operators described in Sect. 2.5 together with the 

S - decomposition, introduced ahead in Chapter 3, via spherical and unitary 

configuration partitioning (Sect. 2.4) and it is made practical by the trace 

propagation formulas given in Sect. 2.6. It is useful to mention that programs 

are available [Ko-84b, Ha-92] for carrying out unitary decompositions given 

in Sect. 2.5 and for the trace propagation formulas given in Sect. 2.6. In 

the next chapter the basic convolution result for state densities in SAT-LSS is 

described briefly before turning to a study (and tests) of two important aspects 

of SAT-LSS. The trace propagation methods described in Sect. 2.6 are used 

extensively in Chapter 5 to derive large number of trace propagation formulas 

relevant for the construction of non-interacting particle strength densities.
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