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~ MULIIVAEIATE POWER-SERIES DISTRIBUTIONS 

5%!* ’IttbrnfluatjLon-and. -summaryt

^ ,, ■ Noack (55) has defined a univariate power-series
.distribution as
C5^1.1); : Pr(f=x) * Zx/f(Z) , x=0,l,2,...

Co CC'i • ,where a^ Z ^ 0, ax is a function of x or constant and
c-v- »; . '■
,-5 : VOO xf(Z) a_ Z is convergent for some value of \Z\ * r.
\" ; Q* ■*" *

f__ZZ3HTin w® (41) extend this definition to Multivariate
power-Series as
(5*1.2) Pr( J1=x1,...,^jc=xk)=aXa>##- Zi1...zJ£/f(Z1,.,. ,Zk),

0jl|2j*** (i**l)2)»«« jk) where ax_^ ^ x^ Z^,t§2^ 5^0,

a* ... x- is a ftlnction of xi»***»xk or constant and
1» * * ** fk:

*kf(Z1,.i.,zO= a_ Z11...zJ£ is convergent*
alTk^ l»*##xk ■
Recurrence relations for the cumulants and frkc

* n r ~factorial-cumulants in multivariants as well as univariate
v„ jcases are -established and the problem of obtaining the distri-

* ;f ■_r- ■*“"”1 ^

bution^from its first two moments (or means, variances and 
covariances) has been solved. As illustrations and applications
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of these results, multivariate Poisson, negative multi-
r, - *■*- ‘lnomial, multinomial, multivariate logarithmic power-series, 

generalised Poisson and some other distributions are obtained 
and their properties derived.

All the above results are extended to truncated 
power-series distributions for multivariate and univariate
cases. ' IruL’T’-ldl

5.2: delations between cumulants and factorial-eumulants:- 
3>th factorial-moment is defined by-

E^(t-h) ..,(|~rh+h) i.e. the coefficient ;of %?/t\ in the
- f/h r"”'“expansion of E(i+oh)J if h^O. ( S. (j~)

Hence if F(9) =factorial-moment generating 
function, then

f/h , >-
(5.2.1) F(9) = B(l+0h) i !

Nov/ if 0(9)1* moment generating function=E(e *),
then
(5.2.2) F($)=$|iog(l+eh) }and 0(s)=F{(e -l)/h}.

Hence the relation between;the factorial-cumulants
and cufcuXants can be easily seen to be the same as that 
bet-ween factorial-moments and moments.-Me note that
(5.2.3) as h*Q, F(«)=£?(©) and Kr where
K^is the r-th factorial-cumulant and Kr is the r-th cumulant* 

The relationsbetween factorial-moment generating 
function and the moment generating function for multivafciate

ffcase is easily given by L”;rrti
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, , 3/h, 1/fa.
(5.2.4) F(01}»,* ,0k)=0|&g(l+©;Ih1) ,..^',^06(1+0^11^) |

t A-hi. l
slid 0Co^> * * * (© ,• * * jCo ~ " •,l)/Jbt^j

l/h*

U "V.
. for all hi t 0. c_:>

5.3: Properties of Powers series distributions:-* ~v-;<r

We shall first establish the following 

theorem: <"

Ih3flr.en1._l:- If Krr „ _is the factorial-euraulant

- yl j t
of the distribution given in (5.1.2), then

ri 

QlC

k 2*4h4 -hi+l Q -1
Ul TO5 io*f(zi.........v

£rl’***,rk'I
^ KLr1>- •.!?!_ 1>r1+i,r1+li.., ,rk-]=Zi ‘/2i

f ■{' ! V.
ri^i ^tri»• *rkQ* w^ere ^) (2; J^).,» ^ times.

PEfiofi- It can be proved by induction that ;
f . Tint Til -&+ln 2* -r, ,"'l/h
(l+©h)r^t i|z(l+0h) }=2 (Z ^|) f{z(li-0h): ]

< . ' J * « ^
X >[ ' \ * /

and so we can easily establish

(5.3.1) ^ log £{z (i*eh; ^=< jWVfyz"*2jj!) riog$[z( 1+ah)

Now by the use of (5.2.1), it.: can be ^easily 

shown that the factorial-moment generating function for 
(5.1.2) is ,

r t



if \\| C_! ■(5.3* 2) F^, »•»
■u 1/hi Vhk1^Pl( ^"®1^1^ j • » • 1+Ojjhjj) j
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^^1? *•• 
k_ nte

?Therefore Kr, n=l JL$••• >%)/
' . ri****>rkj L&iMt KJ eache^O .

(5.3.3) ±.e. K£*!>•••>*kj

l/ti-.
I jj* l+^]_h-j_) t • * • j2^( l+Q^hjj) •

each 9j=G
I/ ! After using the relation (5.3.1), we can'

>' ; CM J(5*3»3) sts
k Tiil^ -JX**L~n 3?i

(S.3.4) ;*plf...^ £ V <h - ft) fo«f(Zl....Zk>
.:>ui ■ .
■ Differentiating (5.3.4) with respect to 2^, 

we can easily obtain the recurrence relation in factorial- 
curaulants as stated in the above theorem.

Corollary 1:- If each h^O, we have the relations for 
cumulants as.
(5.3*5) ....rk= TL^fz) ^OgfCZ!....^)

^Krl,~ • • 'rfc

: c;. ■ ^

Corollary.2:- If each h^l, we have the relations for
factorial;rcuraulants as
(5*3-«> K[rx..^ j~ h1 Qz)H A).
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91*®* *&19... • • • >*k]“*"r^)K£r1,..• ,rkJ •

Corollary 3:- For the univariate power-series distribution 
(5.1,1), the relations for factorial-cumulants and cumulants 

are as.
rh -h+1 / r , j ,(5.3.7) K^Z (2 logf(Z)=|jzj|-h(r-l)} and

V (Z^) log f(Z) . z —; . , J

She power series distribution is uniquely 
determined from its means, variances and covariances*
Pj&ali- Let us assume that means^ i=l,2,.i.,k, 
variances and covariances M=l,2,..i,k of random vari- 
ables i=l,2,..e,k be given in terms of ylf72f»97k which 
are functions of some unknown parameters. zi»2g,,,.,Zk .

(5.3.8) Let ft =^.log f(Z1,...,Zk) where f(Zls..,,Zk) is 
a power-series to be determined from means, variances & 
covariances, n^^', "“if & *u= . Let w

define the matrices ft. ~ (/%):kxl ,r=(5jj):kxk, X=(fjL):kxl, 
N=(n^) Jlwck^ M=(m^) skxk & G=():kxk. Then it is evident 
that G® M or M ® G*1 * :

t ■ '

From the set of equations (5.3*5), we have 
/lt1=Z1^lo5 f(Zx....2k) = IT mlt ft l.e. % = MJ , and
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, • rMi:' k2: *,*00,, I=MNa13 t^i it " tj ,

i f~™,ts

Hence we have

(5.3.9) Hf1 and £ = = G U.

SinceZ is known & N can he obtained from
-1i=l,2,...,k, G can he calculated from G=N2T and then 

integrating g,, with respect'to^/y,, we havex3 .x- t j \ A'V'H

lo8 Zf /gi j d?i * c j ^1 * * * * >yi- l,yi+1 > * * * ^k5
> rl>"

where c^Cy.^,..® is a constant of integra
tion, not depending on y^.; This equation must he true for all 
i and so Z"-.~ * .•■ \(5.3.10) log z3ag^7i>*^»yk> tc^ or Z^p^ exp^g^y.^... ,yk)}

where c^ is a pure constant not .depending on any y^‘ s, 
p.^expCc.) is a pure constant kid; g^y-^,...^) is a function

of y1,... ,yk such that itj contains all Jg^.. dy^ i=l,2,...,k®
■ x

Similarly from the relation X-G/lk , we arrive at
(5.3.11) log f(Z1,e..,Zk)=g(yi,.!..,yk)+e or f(Zlf... ,Zk)=

p exp | g(y1,...,yk)| where c is a pure constant, 
p=exp(c) and g(y1,..®,yk) is a function of y1,..»,yk such 
that it contains alljj: %t dy* i=l,2,... ,k.

n j*, 11



95

Let us define a„ ..as the coefficient of

_ k xL
l£ (Z^/p^) J in the expansion of fCZ-^,... ,Zk)/p where

Zj'sand fOZ^,,.,,Zk) are derived in (5.3,10) and (5*3.11), 

Then*;'' P Jt .!P, ** v will he the coefficient of
fcrr -x,
JL :P^ r sur „ w

k ijUT;:2^ jin'the expansion of f(Zls. .. jZ^). Hence by the
3-1
deffnitionCof the power-series distribution in (5.3.1), we 

eanwithout any loss of generality take p*=n=l for all j
; t > < . ; 1 J ~ v

and wfite .th'e solutions as
, • i ' . - — g(yn,...,ylr)
(5.3.12) \ Z^?exp(ylf... ,yfc)J & f (Z^, • • • fZk) =e • K

S- ' ■' ' '
/V;:Now suppose that two power-series distributions 

have means",’’variances and covariances equal to each other. 
Then from the expressions derived in (5.3.9), (5.3.10) & 
(5.3.11), or (5.3.12). We see that the two power-series are 

identical. Hence the theorem is proved.
Corollary 4:~ The univariate power-series distribution is 
uniquely determined from its first two cumulants (or moments) 
and write'the solution as

(5.3.13) <-log Z=
V\.

dy and log f(Z)
=/(Kl^/K2)

dy.
We h®Te not©4that two successive cumulants of

a power-series distribution other than the first two cumulants



do not determine the power-series distribution uniquely. 
This is also true for the multivariate power-series distri-
^ . i a, ' v /

v , ',__

but ions. :•
5.4s 'Illustrative examples:

We shall deal in this section first multivariate 
power-series distributions and then give certain univariate 
distributions also.

Ci) Hegative-Multinomial distribution (41):-
We shall extend the known negative-binomial

n j ■

distribution to obtain the general negative-multinomial distri- 
bution,which is generated by the power-series.
<X5«4«1) f = (1—Zj—Zg—«»* *—Z^) ” where

-'if * icZ^r'P^/qq=l+ £ P* j 0 ^Z, 41, p J 0 & 0£ £Z* 61, n >0.
:'ar. •Lnr~r: i=l i ‘ x i=l • „
^ p V' Then by the definition of (5.1.2), we have

k k x k -1i(5.4.2)^Pr (^x-^ * * • ^iPi ^£^LXi* ^

^Cn)i
k1.MI ■■■'■*-n-n 1=1 1 fo *•*£ each

p;,;l By the use of the cumulant relations in (5.3.5), 
it is/easy to show that
(5.4.3)”5:E(^i)-/^=np^Jy(^i)=^i=snpi(l+pi)& Cov(fi,^)=^j =

np^^ for i/4, i, j=l,2,... ,k.
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Conversely, i.e. given the moments-(5,4,3),

fbL,we shall obtain the power-series as defined in (5,4,1),
Let sods; ns write (5.4,3) in a matrix notation as

£=np,I=n(Dp+pp') where Dp=dig.(p1,p2,...,pl5;),|>,=(p1,,,,pk).

Also let J,=(l,l,...,l):pxl and N,G are the same types of 
matrices as defined in (5,3.8), Hence • f

N=nl and £“1 = (D**1-! 2'/q)/n by using (A.1,19 d),
. Ir

- -- ~ ^

(5.4.4) G=N if1 =D Vl 2'/q and £-& fc-n.j/• l " ■

’ -' i f M
Therefore the equations (5.4.4) gives, -' 

log Z^=log p^-log q i.e. Z^p^q and ,log f (Z^,... ,Zk) =

n log q i.e. f(Z1,...,Zk)=qn . ((*)f $•

This is the same as (5,4,1) if we substitute the 
value of q~^=s»i-^p* Zj in KZ^,,. ,Zfe)=qn • y

(ii) Mnl tA nrart-t n.1. Pi stbattom.- ; . ;
Instead of the means, variances and covariances 

given in (5.4.3), we take them as jjjf.
(5.4.5) ^=np and I=n(Dp-p p') , (0 £ £ 1) *

k
Let ^ = 1- XT p< . Then 1 i=l 1

(5.4.6) N=nl, +2 2'/q-jVn and so G=Dp +2 2,/q1,

and £ ~ Gfe « n 2 /q^ • :5
Therefore, the equations (5.4.6)” give, :
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. . n(5.4.17) ,-f(Z^,... ,Zjc)=(l+Z1+...+'Z^) where 2i=P;L/q1 »

k
XTi=l

& XT p 4.1, n is an integer and so

x. k x. /k+lq^1 X P± y X

J Li.
xj!

for each x^-O,!,... ,n, and x^^-n- 2T x^

This is the known multinomial distribution which 

is derived here as a power-series distribution®
(iii) Truncated negative-multinomial distribution truncated at*

:X1=X2=< xk=0

1 In this case we have the power-series,
! * <■ ? "v

(5.4.8) "f(Z1>...,Zk)=(i-Z1-.®,-Zk) n-l where Zi 1 s are the

’i ; ‘

same as defined in (5.4*1)® Then

(5.4.9) J?r( f-^x^»• • >fk=xk)=^(rri'tel’** S?!*" ^ff^i* * 

fr(n)| (qn-l) q f*1 for each x^O,!,....

such that the point x1=..«=xJj,=0 is omitted®

, The means, variances and covariances of (5.4.9) 

are derived(by the use of the' relations (5.3.5) as
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• (5.4.,10) /Ui=npiq.n/(qn-1) , tfj^np-^q /( q11-1) +

j and (T^^=npip^q11 jl-n/(q11-1)} /(q -1)

( i ' _ '■' for i^j, i,3=1,2,... ,k.

Conversely, i.e. to obtain the power-series
'*V - •' , /
.^distribution from the means, variances and covariances, we 
note that (notation same as (5.3.8)),

L, ^.=nqnp/(qri“l), r=aq^p>p+{l-n/(qI^-l)} ppp/(qn-l),

r>H=nqn{:I-n 1 p,/q(qn-l)}/(q11-l) and using (A. 1.19 d),

£~ 1=( cpr 1) [dZ1- ( q11- 1-n) 1 1* /( ^ a-nq+n)} /nqn ® Hence
rjly •• •

. - < -i,-i ,/ n i(5.4.11) G=ir =(Dp -a l’/q) and f=G/i=nq ^(q -1).

i.e. from the above equations of G and .£, we have 
log f(Z1,Z2,... ,Zk) = log (q15-!) and Zi=pi/q .

.• j; This is the same as defined in (5.4.8).
r -

(iv) Multivariate logarithmic-power-series distribution:- 

* , .i In (iii), let us suppose that n->0» Then we have
? V s

“the means and variances & covariances in matrix notations as
\ j \ t {(5.4.12) /h=p/log q and I=^Dp+(log q-l)p p'/log qj/log q.

To obtain the power-series from (5.4.12), we
f ' .

note, that II=(I-2p’/log q)/log q &



, I , i

Z = log Dp-(log q-1) 2 1*/(q log q-q+l) \ . Therefore
-1 -1 -w. ‘(5.4,13) G=h£ =Dp -ll'/q and 1=1/q log q.

. : . .. 100

(5.4.14) f(Z 
1=1

Pr(1l“xl>*.«>

Hence we get the power-series as
, \ 5 

, *

3_>«* • log(l—Zj- .. *—Zjj.) where Z^=p^/q
, ' ~ i ^

• 2 * • • * 5k. 3Ild sork> k x. k lx*|k=xk)=( £:,%-!)* XPi V( J£ x,}) q~ log q 
1=1 x 1=1 .1=1

for each xi=0,l,2,... such that x1=x2=.«.=xk=0 is omitted.
The vabove distrihution will he called as the 

multivariate logarithmic power-series distrihution.
(v) M^i.^Jiate p.ojLg

In this case the power-series is

(5*4.15) f (Z^j..«jZjpsexpCEa^ZjT* JP a^^Z^Z^+ al . *.)
■ .. i . -i^ 3 .1^ 3 ...

where a^f* ...tare constants snch that

X, AZ1 i0, whore ^ is the coefficient
X-, X. • ’;

of zi in the expansion'of f (Z^,,.. tZ^) .
The means, variances and covariances are

^i^ii^iCa^r^z^X* and

<5^j=Z^Z^ (X *' * ««*« ) where X' means summation

over j such that j / i, X* is summation over j & t such that
. 3>t

; t-
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0^1, 3>t ^i, and £” is summation over t such that

t
1 ?) ■,{!t?*(i,. * The converse, i.e. to obtain the distribution

^ '-ssr * y *

from means and variances & covariances, is immediate & easy*
: ^ We may note here that in order to define the

multivaris;ite Joisson distribution in the sense of Aitken (4)
VJand Marita- (50), we consider in the series (5*4.15), the 
parameters;Z-^Zg,... as pseudo-parameters, and after deviation 
of the distribution we put Z^=i.

* 7
~ ^_v-(vi) A-"class of univariate discrete distributions;-

" l ' t , .

qo. i
- . • ( .. Let a1,a2,.» .. be constants such that z. a^Z is

' i-1
aj.conver,gent series.. Then the power- series defined by

- {- . i x(5.4.16) ; f(Z)=exp ( £a.Z ) should be such that b Z 0
- i. i 1 . x ,
V J . * ' ,Xwhere bx is the coefficient of Z in the expansion of f (Z), and 

x -in
b0=l, bx= T, 2Z M- (ai / fn I ) where JH indicates the 

3=1 Tf s i=l . Tp s
. 00

summation over the permutations 77,, X,,....- such that 27i 7L-i=l AQSTn'Sx and JP 77X = j . Then we find that 
i-l -

;>-• Pr (|= x) = by, ZX exp (-^a^Z ) .
-~-f In particular,'ii • 00 iJr(j=0) = exp (-X &±Z ), Pr(j=l)=Za1 Pr(j=0),
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2 Pr(*=2)=2 Z2a2 Pr($=0) + Za^PprCJsl),

3 Pr(|*=3) = 3Z3a3 Pr(f=0)+ 2Z2a2 Br(/=a) +Z&1 Pr(J=2), &

4 Pr(J=4)=4Z4a4 Pr($=0)*3Z3a3 Pr(^=D*^2Z2a8Pr(f=2)+Za1Pr(J=3)..

Hence In general, we can write«s->. ju,
The mean andr'the variance of the variate are

ft- Z ia^Z1; & (S'2- Z i2a. Z .

We can easily establish the distribution from the 
mean and the variance#

We note also that In order to define a class of
\ L -1 \

discrete distributions in the sense of Maritz (50), we have to 
consider in (5*4.16), Z as a pseudo-parameter i.e6 If we put 
Z=i in (5*4.17) and the moments obtained from (5.4.17), we 
shall get all the distributions defined by Maritz and t*hei4 
moments.

(vii) Louis Gold*s Poisson generalization as a power series (26) 
Consider the: power-series

U Zyi "t J ri /"I — (l«-Z)ut(5.4.18) f(Z)=(e -e )/'(_l-Z)=ue.' f e , , dt where

* ' JZ ^ 1 and Z>0 and u is;a positive constant® Then
(5.4.19) ' Pr(£=x)=(l-Z)Z*: ( JT\ 0/(e^eZu) for x=0,l,2,...
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; nr"i < , '' * •

* - ^ i
c-=- ..*

f*- ~A—* «•" —s, - ,

Hence by using!(5*3V?), we have 
E ( ^ )s=Z ^1/ (i-Z)-ue /(eu-e^u)/^ Xnd

V(|) =Z/(i-Z)2-ZueZu[(e11-eZu)(Z+i)-ZueZu}/(eu»eZu)2 .

We can easily, obtain;; the power-series from these 

moments. fVrV? / ; U 'f ^ -/ ' ' | ij 1 ! | „ '* ^ $(a) We can note that as Z-^l in (5.4.19), we have the distri
bution which is known as the joisson-binomial-exponential-

00 — -
Pr(f =sx)=eu 5~“ u . /% I for x=0,l,2,«.•,00. 

i 3=x*i ■');
V l-

(b) We can also note that Goodman* s Poisson generalization 

(27) is
Pr(J=x)=Pr(xd£,>|£ xd+d-1) where d is a positive 

integer and11] is a random variable having poisson variate 
with parameter Z. i.ey Pr(|=x)=e~ Zx V(xd+i) J

~>“%j

for x-0,1,2,..• 0 - j
j,{ 'This distribution cannot be derived from the power-

series nor can it be derived by introducing pseudo-parameter
XX --1 .

as the case of (vi), . '
r j/ 1 ! 1 i

iA.Vfc.<Jh> i|| d*

■ ^ ‘


