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CHAPTER - I

INTRODUCTION

Tbe theory of orthogonal series is not always a classical

section of the analysis. It has its origin since last 200 years,

which originated during the discussion of the problem of

vibrating string considered by Euler in 1753 in connection

with the work by Daniel Bernoulli. During their discussion

they had advanced the theory of vibrating strings to the stage
2where the partial differential equation y^=a yXx was known 

and the solution of the boundary value problem had been found 

from the general solution of that equation. Thus, they have 

led to the possibility of representing an aroitrary function 

by a trigonometrical series. The problem of what functions ’ 

cm be represented by trigonometric series arose again later 

during the researches by Drench mathematical physicist J.B. 

Fourier.

The last several years have been a period of intensive 

development in the theory of Fourier series.Advances have also 

been made in the theory of Fourier series w.r.t. general 

orthogonal systems, during the last thirty years. But the less 

attention has been paid to the theory of orthogonal series 

and so the present work is based on the orthogonal series.
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The researches of some of the mathematicians like Pej&r,

Hardy, Hilbert, Hobson, Lebesgue, P. Riesz, M. Riesz, Weyl, 

Alexits, Kaczmarz, Steinhaus, Menchoff, Zygmund, Lorentz,

Meder and Tandori are mainly in the subject of convergence 

and summability problems of orthogonal series. In India 
Prof. O.M. Patel^ A.R. Sapre1 2 3̂ S.0. Bhatnagar^ and R.K. Patel^ 

also have worked in this direction. We would like to discuss 

some of the problems connected with the convergence and 

summability of orthogonal series.We begin with number of 

definitions and concepts relevant to tne body work of our 

thesis.

1.2 Throughout the thesis we shall make use of either

Stieltjes-Lebesgue integral or the Lebesgue integral. The

notion of the orthogonality is introduced by means of the

Stieltjes Lebesgue integral. Let yu(x) be a positive bounded

and monotone increasing function in the closed interval [a,bj .
5)Such a function is called the distribution function.

A real function f(x) is called I^-integrable, if it is

pa-measurable and 
b

(1.2.1) J'[f(x)| dyu(x)<».

a

If pi (x) is absolutely continuous and §(x)=yu'(x)-,, then

1) Patel {59] 4) Patel [62j
2) Sapre [72 5) Preud [22]
3) Bhatnagar [l4l
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for any I -integrable function f(x) the relation
fu

(1.2.2) f(x) f^(x)dx

is valid. In this case we shall say that f(x) is an I f \- 

integrable function and §(x) a covering function or weight 

function. If in particular g(x)=1, then we shall say in 

accordance with the usual terminology that f(x) is 1-integrable.

is I.
fx

2
S(x

or l^x^-integraole respectively and if, furthermore,

A function f(x) is called If or I

|f2(x)dp.(x) <oo or j" f2(x) ^(x)dx< cd 

a a
holds. We shall talk about an I2-integrable function, 

if §(x) = 1.

ORIHQG-QMALITT i A finite or denumerably infinite system 
2^n(x)j of I -integrable function is said to be orthogonal 

/with respect to the distribution dju(x) in the interval ja,¥], if 

b
(1.2.3) J" $m(x) ^n(x)dp(x)=o, n^n.

a '

holds and none of the functions $n(x) vanishes almost every1 

where.

A system [^n(x)| is said to be orthogormal, (OKS) if in 

addition to the condition (1.2.3) the condition



is also satisfied. Every orthogonal system 

converted into an 01S by means of multiplying every one of its 

members by a suitably chosen constant factor, for, since none 

of the functions ^(x) can vanish almost every where, the 

functions

^(x)j can be

^(x)

[ j"^(x)d/u(x) ]• 
L a - ~ J

exist and it is immediately evident that they constitute an 

OES with respect to $u(x). If, in particular/u(x)=x i.e. 

r*'(xM(x) s 1, then [0n(x)| is simply an GIS in the ordinary 

sense.

ORIHOGOMAIIZATIOl s A system of functions |fn(x)| is called 

linearly independent in fa, b] , if the validity of the relation 

of the form
n

al£fk(x)=o 
k=o '

for ja-almost every xe fa,b] necessarily implies the relation

ao~a1 = a =o. n

Every orthogonal system is linearly independent. 1)

1) A1 exits. ( C4^p.4)



Conversely any linearly independent system of functions can 

be converted into an ONS

combinations of the functions fQ(x), f.j(x), .................. fn(x).

’The'process of constructing an GNS of functions from a given 

sequence of linearly independent functions is known as 

Gram-Schmidt process of ortbogonalization. J

n(x)j such that 0 (x) are linear

ORTHOGONAL SERIES AND ORTHOGONAL EXPANSION.

Any series

(1.2.4)

n=o

constructed from the functions of an orthogonal system and

an arbitrary set of real numbers C0, C^, .................. is called

an orthogonal series. However, if the coefficients Cn in the 

series (1.2.4) are representable in the form

b
Cn= ------------- j f(x) ^(x)^u(x), n=d, 1,2.

^ ^(x)d/u(x) a 

a

according to Fourier’s manner, then we shall say that the 

series

n=o

1) Schmidt [75j



G

is the orthogonal expansion of the function f(x) and we shall 

express this relation by

_2£_
f(x) 2__ °n

n=o

In this case we shall call the numbers GQ, G-j.............. the

expansion coefficients of the function f(x).

Ihe orthogonal expansion and orthogonal series differ

from each other due to the following minimum property established 
11by Gram. '

"i plet f(x' denote an L^-integrable function and^j3n(x)j 

an arbitrary ONS, Among all the expressions of the form

n
Sn(x) x)

0

the integral
b

KSn)= j" [ f(x)-Sn(x) j2 c)u(x) 

a

attains for Sn(z)= sn(z) the least value, where

sn(x) \ Vfe(x),

k=o

b
Ck*= j" f(t)$k(t)clp(t) 

a

Ihe above result of Gram gives rise to the important 

property of expansion coefficients known as Bessel's inequality

1) Gram [2Q
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OO
0^ J f^x)dp(x).

n=o a

Bessel’s inequality implies that the expansion coefficients 
2Cn of an 3^-integrable function converge to zero as n is 

ind e fin it ely incr eas ed.

The most fundamental theorem in the theory of orthogonal

series is the Riesz Fischer theorem proved nearly simultaneously
-1) 2)

and independently hy Riesz and Fischer . The above theorem was
35later on generalized hy Fomin as follows.

let be an OIS on the interval [a, bj , l53- [a, tj,

' ' 1 1k=o, 1,2...., \< q^.po and let — + — = 1 if q<ooand p=1 if 

q=*> . If there exists an increasing sequence ^ ----Hsosuch that

with ^ real, then there exists a function fSlp [a,DJ such

that ^
a^= J f(x)j^jc(x)dx for k=o,1,2................

a

yu (n) - 1ACIOTARY ORTHOGOlAl SERIES

let yu(x)^.x denote a positive function concave from 

below, defined for x^1 and increasing monotonely to infinity. 

We shall call the orthogonal series

1) Riesz [7QJ
2) Fischer [201
3) Fomin £21j
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00

En=o

Gx^n(x)

^(n) - laeunary, if the number of non-vanishing coefficients 

C-^. with n<k^2n does not exceed yu(n). Furthermore, we shall 

say that the coefficients have the positive number sequence 

as a majorant, if the relation

VOtv)
holds.

A little divergence at this point will be made from 

our main theme so as to define the various summability methods 

which are to be used in the body work of our thesis.

cesMo sifflMABiiify

let oo

En=o
u„n

be a given series and A^ = ( be given by
n

tl
n=o

A^xn = .... ...-m -1,-2,
n (1 -x)1+oC

We write
6° = -°- S = S = U +U-+...............+un n n o 1 n

and

3°i
n

n
s = n-k k

n

k=o

,cAA , u, . n-k k
k=o



Then the quotient

is called the n Cesaro mean of the sequence {sn| or simply 

(O,o<0-mean. She series

(Tvck
n A.

n
cx
n

00

un
n=o

1 ^ Ocis staid to be (0,o<,)-summahle to s 'if <j^ •

as n—xxi. 

The series oo

n=o
un

1

s'
with partial sums sn is said to be strongly (0, ot)-summable 

with index k to the sum s, if

1 n

hr yn b=0 ci i*>-s ->o as n —>0o .

„]?orcx=1, this gives the definition of strong summability (H,kj

RIESZ SUMMAB HITY

let [Anj a positive, strictly increasing sequence of 

numbers with ^=0 and —xpo. She series

£X>

n=o
u.n

1) Cesaro 06] , Chapman 0t3 , Kuopp 023 , [53j )

2) Zygmund ( [983 ,p.1S0), Bary ( 02j, p.2), Moricz [53j
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1 \is said to be (l, v )-summable ,/(o<>o) to the sum s, if
n

n >
0- ^ j-v

k=o

->• s as n —..»• Oo .
+ 1

"fc h

Here <r^( X ) is called the n (R,^*05 )-mean of the

senes

In particular for oc=1

*£<* )- ^ )= d

fc=o

K n
)u. 1

V*-1- k *n+1 k+1
k=o

dwrAK

thdefines the n- (R,Xn>l)- mean of the series

u . n

Obviously, the (Rf/\mjl) summation introduced by M.Riesz 

is a generalization of the (C, 1 )-summation process for ^ =n. 

For x^logtn+l)> the Riesz summabili-ty is known es Riesz 

logarithmic summability.

EULER SUIMABILITT,

n=o
be an infinite series with the sequence of partial sums .

A sequence to sequence transformation given by the equation

1) Das Ill8j , Lorentz '0-5] •
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n
T,n (1+q.)n

/ n\ n-k „( k)q sk’ n—o,1,2........
k=o

defines the sequence ?T5 f of (E, q.)-means (q>o) known as
. u Xj. *

1)Euler means. *

In place of • —^(1) we simply write ~Tn .

She series

kn

00

n=o
is said to he (E,q)-summahle to the sum s, if

lim =s.

The series
oo

%
n=o

is said to he strong summahle (E,q) to the sum s(z), if 

n
1

(i+q)n
/ n\ n-k/ „s2 ( k)q (st-s) o as n —i»cw.

k=o

mSrLIJHD SUMMABIIITY

let jp^j he a‘sequence of non-negative real numbers. She 

series

n=o
2)with partial sums s^ is said to he (E,pn)-summahle to s, if

1) Hardy ( £24] > p.180)
2) Hardy ( l24? , p*64 )
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n

*n = T~ T~ Vt sk------« as' n —*•«>
“ fes

where ?n = P0+P-]+ ..............+Pn, P0>o, Pn^ P» then write

(l,Pn) lim sn=s or (N,Pn)' V” un=s*

The transforms t are called the Ndrlund means of the sequence 

,^snj or of the series
Oo

n=o

It is wellknown that the method (N,p ) is regular, if and

only if p
lim _JL = o .

• 0 P
n—+ob n

The sequence £p ^ will he saad to belong to the class M0*', 

for a certain real ot^o, if

(i) o<pn<pn+1 for n= o,1,2, 

/ (-e*' o <Pn+1 <Pn for a=®>1»2,.

(ii). P0+P-]+..............+Pn = pnt°°

np ^
(iii) _lim = <x .

n —*-co ^n

Obviously, if |pQ| eM0** , then the method (N,Pn) is regular. 

Let
n

Sn ~ p.
n

k
k+1

k=o

1) Meder f[8j
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The sequence ^p^ will he said to belong to the class BYM , 

if <e. M0^ and if {&n} is a sequence of hounded variation i.e.

00

YL I Wl I <n=l

If for some sequence ^pn| , conditions (i) and (ii) are 

satisfied and moreover, if
u & Pj^_ i

lim
n—>oo ■n

= 1-oc , where cfi-%,0, 4Pn.fPn.fP#,

then we shall say that the sequence |pn] belongs to the class 

A sequence |pn| is said to belong to the classjHj if

(a) pn> o

(b) ^pn| is convex or concave

lim TT£ np.(c) o<-
n—*-0o Pn **oo Pn ^

A series
oo

n=o
is said to be strongly (U,pn)-summable to s, with

n-OC, OC> O (pnt ), if

-1
n+

nT Y (Tt's):
-o as n ---- **+oo

k=o

where
k

T-* Pk
-o=o

1) Meder M
2) Meder B-9]
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and p_^=o.^

GENERALIZED EORLUND MEM

Let p= £pn| and non-negative sequences of real

numbers. We write
n

"n
V=o

and assume that rQ is non zero for all values of n.

The n generalized lorlund mean of the sequence of partial 

sums {s? of the series
c il-J

Oo

Y1 ^n=o

is given by
T(p,q)
n

n
pn-kq-kskJ n=o,1,2.

k=o

The method (H»p, q) reduces to the Nbrlund method when 

^ = 1 and to the method (F, q) when p =1.
. 71 **j_ *

An increasing sequence of natural numbers

n1< n2<,....<iyc*............

is said to satisfy the condition (L) if the series

1) Meder g-9]
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satisfies the condition (l), i.e.

1 4 LEBESGBE EOTCTIONS

She concept of Lebesgue function was introduced by
2Lebesgue. He investigated the influence of these functions 

on the divergence of Courier series. In the case of trigono

metric system the lebesgue functions I^(x) are constants and 

are therefore called the lebesgue constants.

CESMO KERNEL MV LEBESGUE EUNOIIONS.

I be sums

n n , oc
Kn(t,x)= Y~ ^k(t)^k(x) and K^t,x)= Y~ —~ $k(t)$k(x) 

‘ Wo ' ' • " fco An

(oc>-1) are called then -Kernel and n (C, oc)-kernel

respectively of the ONS |$n(x)j » whereas

b

lQ(x)= J |Kn(t,x)| dp(t) and l^tx)= J| K^\t,x) J d/u(t)^ a ' ' a
"tih

are called the n lebesgue function and n lebesgue (C,oc)* 

function of the ONS ^0 (x)j respectively.

RIESZ EERNEIi AND LEBESGUE HJNOIIOI

She sum n *n°\t,x)=- ^ '< Afc 'w
n * ‘ (1” n*:(t)Pk(x)

1) Bary Oil
2) lebesgue [3tJ
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and the integral

V*(x) = 0<>!

a
*bhare respectively called the n (R,^,oc)- kernel and n 

Lebesgue (R, oC) function of the GNS -^n(x)j .

th

EULER KEBSEL AMD LEBESGUE MOTION

I he n^b (E, q.)- kernel E^^t,*:), (q>o) and n^*1 Lebesgue 

(E, q.)-function E^^x), (q>o) of the ONS ^$n(x)j are defined by

n
4^(t,x)=

(1+q.)n
( 3 k11"* Kj(t,x)

-o=o

and

n n
n% n-r
p /U

b
(x) =

a

(t,x) dp(t).

NORLUIP KERNEL AML LEBESGUE FUNCTION
”fc h *b ll

¥e define the n (l,pn)-kernel and n Lebesgue (N?Pn)- 

function for the CIS p$n(x)j by

, a p
Gn(t,x) = \ "F^

feo n ' '

and b
Hn(x)= ] |&n(t,x)|dp(t)

respectively.



17

POLYHOMIAL-LIKE AMD CONS TAMP - PRESERVING 

QRTHQNQRMAL SYS TEKS.

The concept of the polynomial-like orthogonal system was

Dintroduced by Alexits,

to OKS ^n( x)j is called polynomial-like, if its n 

kernel Kn(t,x) has the following structure s

th

Kn(t,x) =
P ,(n)

k=1 i, D=“P

where p and r are natural numbers independent of n and the

constants 1 have a common hound independent of n,
! i,3»W

while the measurable functions Pfe(t,x) satisfy the condition

i'k(‘t,x)= 0(-.pEZi]-’ )

for every xe[a,b] . Here the function - (x) with negative
11+ X

index is considered to be identically equal to zero.

It is clear that the system of orthonormal polynomials 

£pn(x)| and the trigonometrical systems are polynomial-like.

The OHS ^n(x)| is said to be constant-preserving if

$,/(x)= constant. In this case beside C0 all the expansion

coefficients of the constant function f(x)=G vanish and there-

"th ^fore, we have for the n partial sum s (x) of its expansion
b , -

sn(x) =C j 0o<t)0o(x)^u<t) = 0.
a ' " '

i.e. a representation preserving constancy.

1) Alexits [3j



SISGULAR INTEGRALS

The concept of singular integral is due to Lebesgue , 

cwniL'i-b posses ses imp or t ant convergence properties.

The partial sums s^x) of the expansion of an 

integrable function in. the functions of an (MS {$Q(x)}ai‘e of 

the form
b

(1.4.1) In(f,x)= | f(t) -£(t,x) §(t)dt

a
where ^(t,x) denotes the sum

n

k=o

+h
The n sums

ns y—..n— mu

Vx) = > °iiA(x)
' " k=o ‘ '

of an expmsion summed by a linear summation process are also 

representaole by the integral (1.4.1), where "7^(t,x) denotes 

the sum

k=o -

The Integral In(f,x) is said ,to be singular (with singular 

point x) if, for an arbitrary number cT> o and for an arbitrary 

subinterval B*,£l °f Ca,bj

1) Lebesgue []57]
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(1.4-2) lim r*nCtfx)8(t)at*1 and lim t,x)§(t)dt=o,
-n—>w j - - - n ■■■■—>co

where 1= {a, b} n Cx~<5» x+&3 , J=fo<,|5] -&-i$, x+4J.

(1.4*3) ess lub |'tn('t>x)|^?-pC(5)
' ter [a, b] - |x~<S, x+<£|

where ^(6) is a number depending on £and x but independent 

of n.

If ^(t,x) satisfies uniformly the conditions (1.4.2) 

and (1.4.3) id an x-set B, then the integral I^(£, x) is said 

to be uniformly singular on E.

let the functior^f(x) be defined in the interval Ja, 15] . 3D hen, 

the continuity modulus ' of the function f(x) in the interval 

[a, bj is defined as

a(f,<5,a,b)= sup |f(t)-f(x)|

/ it-x|^<£

t, tj .

We denote by «(<£) a majorant function of co(f,<$,a,b), i.e. a 

function satisfying the condition

<**( <5 ) ^ w( f, <S , b ) •

1.5 Some of the important and general results of real 

analysis which are to be used quite frequently in the course 

of the proofs of our theorems shall be referred in this 

section.

1) Bary ( D 1] ,p.37) •
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theorem1): If V^U)J is a monotone increasing

sequence of 3i -integrable functions and furthermore 
_F

b
J fn(x)dja(x) 

a

£Gf (n=o,1,2,.....)

then the limiting function

f(x)= lim fn(x)
1 n—MX)

is also L -integrable and the relation 
r ,b b

lim
n

holds.

Jfn(x)<^u(x)= | f(x)dp(x)

a ' ' ' ' a

If, in particular ut^Cx), tLj(x), are

L -integrable functions such that /u

Co b

E \ 1 ^(x) < 00

•n=o a

then the series
IPO

n=o
is (absolutely) convergent almost everywhere.

Kronecker* s lemma : If is positive, monotone increasing

and tending to infinity, then the convergence of the series

Co

En=o

un \1

1) A1 exits (0],P.11)
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implies the estimate
n

sn=°(An), where sn=
k

k=1

1.6 Convergence aid summability of orthogonal series.

The problem of convergence of orthogonal series was
1)originally started by Jerosch and Weyl 'who pointed out that 

the condition
Cn= (n"^“€)3€>o

is sufficient for the convergence of the series
Oo

(1.6.1)

n=o
2)Further, Weyl 'has improved this condition by showing that 

the condition

W

Yi °A(x).

PC

< cc
n=1

is sufficient for the convergence of the series (1.6.1). Later 

on Hobson^ has modified the above condition to

Oo
-,2 €Cn n < po , e > o

n=1
,4)and Plancherel ' has tackled the same problem with' the 

condition
. po

unn^I
Cn log^n<c».

1) Jerosch and Weyl [260
2) Weyl [92]

3) Hobson E253
4) Plancherel [65jf



The chain of ideas in this direction continued and finally a 

masterpiece work regarding the convergence of the orthogonal’

series (1.6.1) was carried out nearly simultaneously and
1) 2)independently of one another by Eademacher J and Menehoff. J 

They have shown that the series (1.6.1) is convergent almost 

everywhere in the interval of orthogonality if the condition

02log2n < oo

n=1

is satisfied. Further generalizations of this theoran were 
given by Salenr^ Talalyayu1.^ Walfisz"^ and Kantorovitch^ who’ 

proved the following result s 

b nSrC
k=2 k=o

The theorem of Eademacher and Menehoff is the best of its

kind is obvious from the following fundamental theorem of
2convergence theory given by Menehoff.

If w(n) is an arbitrary positive monotone increasing 

sequence of numbers with w(n)=o(logn), then there exists an 

everywhere divergent orthogonal series

Oo

n=o

5) Waif is z [91]
6) Kantorovitch£31]

1) Eademacher [673
2) Menehoff
3) Salem Jjl]
4) Talalyan [81]
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whose coefficients satisfy the condition

do
C^w2(n)<oo ,

n=1

Another theorem which needs to be mentioned in this direqtion 

is due to Sandori , who proved that if is a positive

monotone decreasing sequence of numbers for which

00
,,2,2 _0^ log n= 00 
n

holds, then there exists in |a,b] an OHS ^(x)J dependent on 

{0 j such that the orthogonal series

CO

n=o
is divergent everywhere in [a, bj .

The question of convergence of orthogonal expansion is

also smoothed by means of Lebesgue functions introduced by
2)

Lebesgue , who investigated the influence of these functions

on the divergence of Fourier series. The effect of Lebesgue

functions on the convergence of Fourier series was investigated
by Kolmogoroff-Seliverstoff^ and Plessner^who showed that

under the condition 

po(1.6.2) Y2 (an+bn)losn<a> ’
fer

the Fourier series

1) Tandori [83]
2) Lebesgue [37]

3)Kolmogoroff A. ard Seliverstoff
G. &5J

4) ;
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is convergent almost everywhere.

Forth a*, it was proved fey Plessner that the condition 

(1.6.2) is equivalent to

where f(x) is the function whose Fourier series is (1.6.3)*

Over an above the question of convergence, Menchoff aid 

Kaczmarz have discussed the Ceskro summability of orthogonal 

series (1.6.1). The fundamental theorem concerning the Ces&ro 

summabili-ty of orthogonal series was at first proved by 
Iftencno ff^and independently also by Kaczmanz^. fhey have 

shown that if^w(n)j denotes a positive monotone increasing 

sequence of numbers whose terms are of order of magnitude 

w(n)=o (loglogn), then there exists an orthogonal series

which is nowhere A-summable, although its coefficients 

satisfy the condition

o 0

1) Menchoff ( fcl] , [52) )

2) Kaczmarz £27]
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The concept of LePesgue functions in the convergence 

and summaPilily theory of orthogonal series was generalized 
Py Kaczmarz1^, Tandori2^ Meder^, Ziaovev^, Alexits"^ and 

Osilenker6^ Kaczmarz^ has shown that if

Vx)=0(V
A(n)^X(n+1)

po '
Y~ C2 A2(n)<+£>o ,
V

then the series (1.6.1) converges almost eveiywhere. The 

analogous result for (C,o(> o)~summaPility was also established 

Py him.

The order of iePesgue functions which plays an important

role in the convergence theory of orthogonal series was
7) {?j g\ -j q\estimated Py Moricz , Olevskii , Ratajski and Alexits. ^

This chain of ideas was extended in the field of functional
1D 12) it)series also Py Alexits and Sharma , Tandori w and Moricz .

A1 exits and Sharma have proved that, if

00
L

2
«*< oo

k=o
and the IePesgue functions

1) ICaczmarz [28] 7) Moricz C53J '
2) Tandori' CC823 , C851 , C883 ) 8) 01 evskii ([56J , [57] )
3) Meder- :C47Jr ,$> Rata] ski ( C68J , [69J )

4) Zinovev E943 1$ Alexits CU4J, P. M% 206)

5) Alexits f4j I'D Alexits and Sharma 00]

6}Qsilenke* L583 12) Tandori (TS7J , [893 )

• - 13) Moricz [55J

where

and
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in(x)=
E

nK^(t,x) [ dp(t) where K^(t,x)=y (1“ g^f)fk(t)jEk(x)

k=o

of the sequence of ^u-rintegrable functions |fn(x)| on yu-measu-

rable set ECX, which is measurable with a positive measure yu,

satisfy the condition En(x)=Q(/Xn) uniformly on the measurable

set E of finite measure, then the sums
n

k
= (1- svHfk(x)

k=o

have the order of magnitude Ox( /\ns) on E almost everywhere.
Moreover, they have proved that, if the Lebesgue functions 

1l^(x) are uniformly bounded on the measuraole set E of 

finite measure and

a2.
na- < £>0 ,

then the series

Y1 Vn(x)
is (C, 1 )-summable almost everywhere.

Moricz has generalized these theorems of A1 exits and 

Sharma by estimating the order of lebesgue function corres

ponding to general summation process.

1 .7 Sunouehi 1) has discussed the convergence of

1) Sunouehi [76]
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00

(1.7.1) y-
n=1

k

n
, k >1

■under the restriction of boundedness of the functions $ (x). 

In chapter II we discuss the convergence of 

~ (sn(x)-tri(x)f
n

n
n=1

and also generalize this result as follows :

If P0> o, Pn^.o, npn=0(pn) and |^n(x)|^K,

then
b po s„(x)-t (x)

n n
1 po

n
dx =Q(1)

a n=1
n

n^"1 2 3, q^2

n=1

The convergence of the series of the type (1.7.1) with Euler
1)and Hiesz means was carried out by Patel .

Moreover, we have proved in this chapter the analogous

result for Horlund summability of yx (n)-lacunary orthogonal
2)series proved by Alexits ' and also generalized the result 

for generalized No’rlund summability proved by Patel R.K. and 
Patel C.M.5^

The approximation of summability means to their generating 

function for the orthogonal series

1) Patel [62]
2) Alexits ([4J , p.130)
3) Patel and Patel [63]
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ot>

n=o
1) 2)has been studied by Alexits and ICralik , Leindler 'and Bolgov 

3) 2)and Efimov .Beindler ' has proved the following theorem.

THEOREM A : If

(1-7-3)
oo

Y2 °n°<?<1 2 3n=1

then
6^(x)-f(x) = ox(n”P)

holds almost everywhere in (a,h).

In Chapter III we generalize the above result to Norlund 

means as follows s

If ^Pnj e M**, oO§- , then under the condition (1-7-3), 

the relation
tn(x)-f(x) = ox(n“?) 

holds almost everywhere in (a, b).

A similar result for Euler means is also proved m this 

eh apter.

Chapter IT is devoted in estimating the order of certajn 

summability means where we extend the following theorem of 
Alexits^ to Riesz and Horlund summability.

1) A1 exits and Kralik [5] - '
2) Ldndler [4tl 4} A1 exits (ft], P-185)
3) Bolgov and Efimov 053
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THEOREM B t If the lebesgue functions
- b 2n

(1-7.4) L Jx) = f Y~ 0MfL(:

V(x) = J / 4(t)4(x) dt

of an OTS ^n(x)|are uniformly hounded, on the set E'c [a,b] , 

then the condition

implies the (0,o<.> o)-summability of the orthogonal series 

(1.7-2) almost everywhere on E.

We mention here one of the result proved by us ;

If the lebesgue functions (1-7*4) of an 03SS ^Q(x)j are 

uniformly bounded on the set E{c: [a, bf , then the relation 

(1.7-5) implies that the estimate

holds almost everywhere on E.

Chapter Y deals with the order of lebesgue functions

for polynomial-like OIS, corresponding to Euler and Riesz

summation, process^sjloreover, we have also discussed in this

chapter the Euler and Riesz summability of orthogonal series.

These results are the extensions of the following results
1)proved by A1exits.

(1.7.5)

n=o

6^( >,,x)= ox(n)

1) A1 exits (£43> p.206,267)
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THEOREM G : If the GNS (x)j is polynomial-like and the

condition
n

j^(x) =Ox(n)

k=o

is fulfilled in the set E, then the relation

3^(x)=Ox(l)

holds almost everywhere in E.

THEOREM 3) : let ^0n(x)j be a complete constant-preserving

polynomial-like OHS with respect to the weight function g(x). 

Suppose that the functions Ek(t,x) are continuous in the square 

a<!t^b, a$x$l) with eventual exception of the diagonal t=x 

and that the two conditions

0^(x)»O(n)

k=o
and

(1*7.5) o<g(x) const.

are also satisfied in the, subinterval jc, dj of ja, li] . If the 
"^(x)”* ^n^eSxable function f(x) is continuous in jc, dj , then 

its expansion

(1.7.7)
DO

fCx)^ On^n(x)

n=o
is uniformly (0,1 )-summable in every inner subinterval of 

jc,dj, the sum being f(x).
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We are stating below two of the theorems proved by us.

(i) If the OB'S ^n(x)j is polynomial-like and the condition

is fulfilled in the set E, then the relation

F^(x) =Ox(1)

holds almost everywhere in E.

(ii) Let {0n(x)j be a complete constant-preserving polyno

mial-like QBS with respect to the weight function §(x). 

Suppose that the functions E^(t,x) are continuous in the 

square a^ts&b, a^xs^b with eventual exception of the 

diagonal t=x and that the two conditions

0nU)=O(D

and (1.7*6) are also satisfied in ,the subinterval tc,dJ of 

!Ta,b] . If the i^^-integrable function f(x) is continuous in 

jc,d] , then its expansion (1*7*7) is uniformly (E, q)-summable 

(q >o) in every inner subinterval of jg,dj, the sum being fix)

1.8 Strong approximation of orthogonal series

In this section we discuss tie strong summability 

of orthogonal series. She strong (C, 1 )-suTnm ability of Fourier 

series, conjugate Fourier series and orthogonal series has 

been investigated by several authors such as



1) 2) 33A1 exits , Bernstein , Alexits and Kralik , Alexits and
leinidlerH fine"H Sun long Sheng^ and Sunouchi^.

8)Alexits' J has proved the following theorem :

THEOREM A i Let f^n(x)| be a constant-preserving polynomial- 

-like ONS with respect to the weight function §(x) satisfying 

the conditions

(1.S.D y~ j^(x) =

k=o

and o<£ g(x) ^ const. 
i-M the SMb-i'Mtet'Vol CcadJ of ,

let s (x) denote the n^h partial sum of the expansion of an 

21 -integrable and on fc,dl continuous function f(x) with the 

continuity modulus co(f,£, c,d). If co(f, £, c,d) possesswa 

majorantr function £o( £) such that w( 6 )/§¥” with some fixed 

Y>o increases monotonely to infinity as £—>o, then the 

relation
STT^ |f(x)-Bj(x)| = o C«( 1 fl 

■9=0

holds uniformly on every interval £c+g,d-€] cz (c, d).

In Chapter YI we generalize this theorem of Alexits
to

transferring (the strong (C,ot->o)-summability as follows s

0(a)

1) Alexits(133 , R] , p.295) 5) Pine [19]
2y Bernstein 1133 ' 6) Sun Yong Sheng 030
3) Alexits and Kralik ( E63 , C8If) 7} Sunouchi {jsj
4) Alexits and Bdndler OQ] 8) Alexits ( C4} , p.295)
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Let ^0a(x)| ■be a constant-preserving polynomial-like

OHS satisfying the condition (1.8.1) uniformly in the
"fch

sub interval [c, dj of [a, b] . let s^x) denote the n -partial 

sum of the expansion of an 1 -integrable and on[c, d] continuous
a.function f(x) with the continuily modulus co(f,<£,c,d). If

with some fixed IT> o increases monotonely to infinity as S—» o,

then the relation
n

yr -0[<a
%. 9=o

holds uniformly on every interval (c+e, d-ejc:(c,d) . In this 

chapter, we have shown that the analogous result for strong

Euler summability is also valid. Moreover, we have also
1}

extended in this last chapter the results of Sunouchi and 
Maddox^to strong (H,Pn)“summability.

1) Sunouchi fjB]
2) Maddox |44[


