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CHAPTER - Y

OH THE LE8ESGUE MJHCTIOHS AMD SUMMABILITY OP SERIES 

UST POLYHOMIAL-LIKE 0RTH0H0R1AL SYSTEMS

5*1 Let \0n(^ (n=o,1,2.......... } be an orthonormal

2system (OHS) of Lg(x}~ integrable functions defined in the 

closed interval §t,b]', with respect to a positive, bounded and 

summable weight function %(x) * We consider the orthogonal series

oo
(5.1.1) Vn(x)

n=o

with real coefficients C^s.

The n 'Euler mean of order q?»o (or the n (E,q)-mean) 

of the sequence of partial sums jsn(x)j of the orthogonal series 

(5.1.1) is given by

n(x)= —-—n y~ n=C), 1,2,. ...(q>o),

(1+q) *---- Nk=o

wh er e

n

n
(x)= oA(x)

k=o

The series (5*1.1) is said to, be Euler summable-by means

of order q or more precisely (E,q)-summable in s(x), if

lim T^(x) = s(x). 

n—>> cd -
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The nth "fc h

■Riesz mean of order ck>o (or the n (R,

mean)of the orthogonal series (5.1.1) is given by

n \«£(a,x)= Y_ <1' r-

k=o

where is a positive, strictly increasing numerical sequence 

with ^0=o and An—^ oo as n —>»oo .

The series (5-1*1) is said to he (R,^, o<,)-summable to 

s(x), if

lim 6^t(>s,x)= s(x). 
n*—xx>

in ©NS [Pn(x)j is called polynomial-like if i-fcs n^ kernel

n
Kn(t,x)=

k=o

has the following structure :

r p(5.1.2) Kn(t,x)= ^ i(t)*Wx)’

k=1 i/--P

where p and r are natural numbers independent of n and the 
constants |Y^n] , I have a common bound independent of n, 

while the measurable functions ^(tjx) satisfy the condition

^(t.x) =ofrft=3n>

for every xe:[a,h| .We assume that with negative index is

considered to be identically equal to zero.



The CMS fjtf (x)jf is called const ant-preserving, if 

$0(x) = constant.

Define
n

k=o
4

and ,
D

l|(x)= J ] K?(t,x) | &(t)dt , £>-1.

a
Then K^(t,x) and IiP(x) are respectively called the n^G,^)- 

"t h.
kernel and n -Lehesgue (C,^)-function of the OSS ^n(x)j* 

further define for q> o

.(a) n

n
(t,x)=

(1+4)n
(3)tn"^ K|t,x)

pU)
n

(*)
3

|E^^(t,x)| ?(t)dt 

a

aid for«x>o

n
U-(t,x)= (1-

A

k=o

_k_
Sa+1

A (t)^v(x)

and ^
v«(x)= f SO;) at.

a
Then E^^Ctjx) and U^(t,x) are respectively called the ntl:1(E,q.)- 

kernel and the n"^ (R, )-kernel of the OSS whereas

F^(x) and V^(x) are respectively called the n^-Lehesgue (E, qj-



function and the n -Lebesgue (R,^}i<x)-function of the OH'S

yn(x8 •

The partial sums sn(x) of -toe expansion of an 

integrahle function f(x) in the functions of an ONS ^0n(x)j 

can he represented by

b
In(f,x) = f f(t) tn(t,x) $(t)dt 

a

where -^(^x) denotes the sum 

nr 5£(t)fVx) ■
feo ' '

•4- h
The n sum

Vx> = Z_ °Wsk(x)

of an expansion summed by a linear summation process has also 

the same integral form, where "^(tjx) denotes the sum 

n

JZ °wyt)fSk(x)k=o

The integral I (f,x) is said to be singular (with 

singular point x), if for an arbitrary positive numbers and for 

an arbitraiy subinterval of £a,bj , the following condi

tions hold i

(5.1*3) lim I rfc (t,x) §(t)dt=1 
n —*■ 00 j •

and lim i ^( t,x) §(t )dt=o 
n —^ 00 j -
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with 1= [a, Iplx-S, x+s] , J = (jx, p] - Jx-S , xt£] .

(5.1.4). ess lu.b 11/n(t»x)[^. 'ftS )

te [a, til - [x-£, x-»S]

where 'f(S) is a number depending on $ and x but independent of n.

If ? (t,x) satisfies uniformly the conditions (5.1.3) and 

(5.1.4) in an x-set E, then the integral I^f^x) is said to be 

uniformly singular on E.

The convergence of orthogonal series depends upon the

Lebesgue functions. This dependence was first investigated by
1) 2)Kolmogoroff-Seliverstoff / and Plessner ' for the case of

Pourier trigonometric series.Later .on it was extended to the

convergence and Oesaro summability and summability by first
3) 4) 5)logarithmic means by Kaczmarz, ' Tandori , Meder and Patel 

and Sapre^. The convergence and summability of non-orthogonal . 

functions series is also studied by Alexits and ^harma^ and 

Tandori^ .

The behaviour of the Lebesgue functions for polynomial-like
9) 10')ONS is investigated by Eatajski ' and Alexits . The convergence 

and summability of orthogonal expansions for polynomial-like
I 1 1 ) 12)

system has been studied by Zinovev ' and Alexits .

1) Kolmogoroff-Seliverstoff ( B51 , BQ ) 7) Alexits and Sharma [10J
2) Plessner 0563
3) Kaczmarz [281
4) Tandori( [823,1851, £881 )
5) Meder [47l •
6) Patel and Sapre E61]

9) Rataj ski( [68J , [690 )
10) Alexits(f43, p.206)
11) Zinovev [94J
12' Alexits([4J, p.267)

8) Tandori( [863 , [87] , [893 )



A1 exits D has proved the following theorems

THEOREM A i If the OIS 10n(x)j is polynomial-like and the 

condition

n__^ J^(x)= C^(n)

k=o ' '

is fulfilled in the set E, then the relation

^(x) = Ox(1)

holds almost everywhere in E.

THEOREM B j let |0n(x)jbe a complete, constant-preserving poly

nomial-like OHS with respect to the weight function «>(x). 

Suppose that the functions E-^tjZ:) are continuous in the- square 

a^.t*&b, a*£Xs£.b with eventual exception! of the diagonal t=x

and that the two conditions
n ' ^

<X.ncL k=o

j^(x) =0(n)

^ o<^(x) const.

are also satisfied in the subinterval Jc,d] of Ja,^. If the 

Ii^x^-integrable function f(xi is continuous in {c,dj, then
I

its expansion t

(5.1.6) f (x)‘ En=o
°A<x)

is uniformly (C, 1 )-summable in every inner subintervaL of jp, dj , 

the sum being f(x).

1) Alexits (T4J ,p206,267)
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4- H
We extend in this chapter the above results to n

-j* jij
lebesgue (E, q.)-funct ion and n lebesgue (R, ^oc)-function for 

polynomial-like ON'S and to the (E, q.)-s umm ability and 

summahility of orthogonal expansion for the constant-preserving 

polynomial-like ONS. Our results are as follows :

THEOREM 1 : If the ONS l^n(x)j is polynomial-like and the 

condition

(5.1.7) 0n(x) =0X(1)

is fulfilled in the set E, then the relation

i^Cx) =0X(1)

holds almost everywhere in E.

THEOREM 2 : let ^^(x^be a complete constant-preserving 

polynomial-like ONS with respect to the weight function § (x). 

Suppose that the functions E^Ctjx) are continuous in the 

square at ;~b, a&x^b with eventual exception of the 

diagonal t=x and that the two conditions

(5.1.8) $n(x) =£)(1)

and (5*1*5) are also satisfied in the subinterval |c,d? of ' 

fa,!] . If the l^(x)-integrable function f(x) is continuous in 

[c,d], then its expansion (5*1*6) is uniformly (E,q.)~summable 

(q>°) in every inner sub-interval of jp,d], the sum being f(x).
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THEOREM 3 s If the OHS ^n(x)| is polynomial-like and the 

condition (5*1*7) is fulfilled in tbe set E, tben tbe relation

v^x)=Ox(1)

bolds almost everywhere in E*

THEOREM 4 : let ^0n(x)| He a complete constant -preserving

polynomial-like OHS with respect to tbe freight function §(x).

Suppose that the functions E^(t,x) are cont inuous in tbe square

a^t jg.b, a^x-s^b with eventual exception of the diagonal t=x

and that the two conditions (5*1*5) and (5*1*8) are also satisfied
2'in the suh-infceryal £p,dj of [a,b] . If the 1^,,^-integrable 

function f(x) is continuous in ^,d] , then its expansion (5*1*6) 

is uniformly (R, p^oc. )-summable (oc>o) in every inner sub- 

in teryal of {p, d] , tbe sum being f(x) *

5*2 The following lemmas will be required for the proofs of 

the theorems.

a ) 2LEMMA. 1 ' : The expansion coefficients C„ of an 1 ,-integrable 
............... . n kx.
function converge to aero as n is indefinitely increased.

LEMMA 21 2^ : '.i»e order that an OHS ^n(x)J should be complete? 

the validity of Parseval's equation

a n=o

1) A1 exits (L4J,P-7)
2) Alexits ([4 J, P*15)
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2for all fci, is necessary and sufficient.

.r1 )LEMMA 5 ; : If the function f(t)e L§^ is uniformly continuous 

in a subset E of &,bj and the conditions (5.1-5), (5*1.4) and 

b

\ |^(t,x)| §(t)dt = 0(1) a '

are uniformly satisfied for. xeE, then the relation

In(f,x) ---- ?*f(x)

holds uniformly in E.

2)
LEMMA 4 J A monotone sequence of continuous functions, whose 

limit function is continuous, converges uniformly.

LEMMA 5y/ s Por any value of q>o, the following evaluation is 

valid.
mas A inill , n=1,2,3..............

o^kis-n 4 /f^

where the constant A does not depend on n.
'A

5.3 PROOF OF THEOREM 1 s We have

E^(t,x) = —-—„ 
n ' - (l+q)n ]T

Let Pn(t,x) and ¥n(t,x) be the characteristic functions

of the sets in which

1) A1 exits (M, P*260)
2) Alexits ([4.3, P-266)
3) Ziza [953
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]) ( Kv(t,x)^. o and <o ,

v=o
*th \respectively. Prom the definition of n lebesgue (E,q)- function

«(0
i^U) = l \s^(t,x)| § (t)dtsi -

(1+q) n

n

Pn(t,x) Y^_ (5)q.n"VK9(t,x)§(t)dt -
v=o

n

i_ r Ha(t,x) y (5)

(1+q)n l fco

i • © «

(5-3.1) E^CxH(4)

^"“^^(tjx) S (t) dt ,

1

•0=0 
n b

a *.
) ( 2)q3a_'i> \ pn('b,x) K^(t,x) $(t)dt-

0 + q)n

-—_ r ( 5)q.n~'p f N (t,x)K (t,x)s(t)dt. +a)n . v J n -(1+q.)
j)=0

Our aim is to show that each of the sum ojit the B.H.S. of (5• 3• 1) 

have the order of magnitude^ (1+q) ) for every xeEfUa+e, b-e) 

with arbitrary € > o and therefore (x) =C^1) holds for

almost every xeE. We divide the integral

b
J Pn(t,x)E^(t,x) $(t)dt

a
‘ 1for njsn€>-g into two parts :

-3/2
x+n
J /t?

x-n^'

We first estimate jl^

-3/2

x-n " h^•iZ~ \ *

I.M

a. x+w

■3/2 .



Using Schwarz’s inequality

x+n
J.

x-n

-3/2
x+n

-3/2

-3/2 £(t,x) $(t)dt f K2 /t,x)S(t)dt.n - J -3/2 v
x-n

Now the conditions (5*1*7) and 3?^(t,x)jO implies that

x+n ___
JIis I -3/2s(t)dt > =

-3/2

k=o

= Ox&n~3/2).

Hence by Cauchy’s inequality and lemna 5

t1■512 «
9=n i)-nr

<C max
6^,-j)<. n

(5)an-^ 4 ]

~v) —0 v=el

a-= 0^(1) j (1+q)2n n~^ n“3//2 V"\> £ 

' i ' £>=n,. Ji

O^CO+q.)11!!-1 )n

X • ©«

(5.3.2) ( 5 )qn_^|iJ1J =-Ox(0+q.)tt)•
^ ■

low, we proceed to estimate



let us put
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n

t M

ni=n

gk(t,x) =

Pn(t,x)lk(t,x) for te |a,x-n~^2JU ]x+n”'’/2,b| .

otherwise.

Now

t_ < w* ^t (5)^ i (r 5/2+1. )p„(*.x)i)=r^ ' 'a-i>=n
x+n -V2;

K^(t,x)§(t)dt

Since, the system ^/n(x)j is polynomial-like and therefore using 

the definition (5.1.2) of the kernel Kn(t,x), we have

II <
n x-n

(3kn-^'
-3/2

-i)=n

( 1 + l ,,JPn(t»x) ) fk(t’x)

a x+n
-3/2 Z__ i»d»£

3=-P

^+i(t) ^U3(x)s(t)dt

r p n
x-n-^2 h

k=1 i,j=-p-»>=n a x+n ^ '

Pn(t,x)Pk(t,x)j3^+i(t) $(t)dt

Using, the definition of the function gk(t,x), we obtain

n
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r p n

0^1} ZZ ZZ ZZ ^ | gk(t,x)^+i(t) §(t)dtk=1 i, j=-p T^=n a

r p nOxo) ^ ^ (3kn-*)j gn(t>x) ^+1^) ?W«

k=1 i=-p b=o

x • 0 •
r_ fr a b

n-ts(5.3.3) J~ (5)<in"'DlIv2|=Q:(l) Z”5T~( 2k]
k=li»4*soi5=n

J sk^t,x^

a

^+i(t) i(t)dt

Now

i. e«

x* e«

k^(t,x) = a It-xl"1) and. jt-xj^n""'^ imply that

|gk(l,x)|^ Pn(t,x) ri’k(t,x)|=o^3/2)- 

gk(t,x) is hounded for a fixed n.

gk(t,x) is integrable, . wh ich means that the integrals

on the R.H.S. of the above relation are the expansion coefficients 
2of -integrable function (with fixed i) which tends to zero

as co due to Lemma 1.

Now, let us choose n large enough and fix it. 

Since
b
J gk(t,x)j2Sii)+i(t)§(t)dt

o as oo
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s(t)dt
a '

<e

let

M = max [ |j ^+l(t)S (t)dt , where v=o, 1,2.

Then n b

y (S)^ f gk(t,x)jZ^+i(t) S (t)dt 
-j)=o ' ' a

.n.

$ M Y2
•J=o

= M(1+q.)n.

Consequently, from (5*3*3) we get 

n(5.3.4) y~ ( Sjq.^Ugg) =Q.(tj+<l)n) .

o=n£

Hence, it follows from (5.3*2) and (5.3*4) that 

n b

y__ (Sh*1"'* j Pn(t,z) K^(t,x)s(t)dt » Q.((1+q)n)
i)=o a

is true for almost every xeE 0[a+6, b-£~[and in similar way 

We obtain that the estimate 

n b
V"" f In(t,x)K^(t,x)§(t)dt = Qai+q)11)

•O^o a
holds for almost every xcEO [a+e, b-tjwhence due to (5.3*1)

we obtain th at th e estimat e
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44)(x) = Ox( 1)

holds almost everywhere in E.

This completes the proof of our theorem.

5*4 PROOF 0E THEOBEM 2 t For xe {p+S , d-$]

(X^ pf(t)^)(t,x)S(t)dt 

a x+s

x-£ Id

l> !*Sa x+£

x-£ b

(1+l)n

)f(t). —! y (5)q.n_li> t,x)§(t}dt
(1+q)

•0=0

(
~S b n r

i+1)f(t) na x+i ’ -o=o ' k=1

{(*J *

i,3=~p

(i+a)11 H .£ H (">kn *Wx)( 1+ $k=1 i, j=-p -0=o a x+S

' ^+i(t) § (t)dt
Uow, let us put

bfe(t,x):
-f(t)Fk(t,x), t e[a, x-gj ]]} [x+s ,tf]

o otherwise.

Then we have 
x-S b

( J )f(t)iy^(t,x)§(t)dt

a x+£



r p n 101
(1+1)n e.e e wrSM i^+3wi ik=1 i, j=-p b=o

r p

a

n b

o(i)EEk=1 i=-p U+q-^ b=0 a

^+i(t)s(t)dt

J bk(t,x)^+i(t) $(t)at

Further by Cauchy's inequality

x-£ b
x,(a)

a x+5

a ^( J + Ij )f(t) (t,x) S (t)dt

r p r n n b

0'1>E Ek=1 i=-p i1+<1' b)=o . ->1=0 " La

‘^v+i(t) § (t)dt

1 * S«

(5-4.1)

= 0(D

x-£ b

( f + ^ )f(t)E^(t,x}?(t)dt|
a H+S

r p n

k=1 i=-p
(1+q.) n l_ (3)lJ

S>=o

nN„n-S). hk(t,x)^)+i(t) s (t)dt|

a

The integrals on the right hand side of the aoove relation are 
the (-s+i)^*1 expansion coefficients C,, . (x) of the function

*V-r 1
h^(t,x). Also, the system ^n(x)j is complete and hence (with 

fixed i) according to lemma 2.

oo b
Ci(x)

a

(5-4.2)
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How, we proceed to prove that the function

b
&k(x) = ^ h^(t,x)§(t)dt 

, a

is continuous on [cH-g, d-gj.

It is given that f(t) is continuous on fp,dj .

Define ■

f(t)=o, t^.|c, dj.

Since Pk(t,x) is continuous in the square a^ts?b, a^x^b 

except for tne diagonal points t=x, for each t and every 

x g: [a,lf| , x^t, P^.(t,x) is continuous as a function of x only. . 

Hence given e >o,3 S1X > o, such that o <\h l<^1x <<S<^ implies

lk(t, x+h)- l£<t,x> <
2

*7-
(d-c)

where M-j denotes the bound for f. (Since the g chosen above is 

arbitrary, we may take &< ^ , where K>o denote the bound 

for the functions f^(t)fk(t,x) and f2(t)fk( t,x+h) in the 

intervals[x-&-,x-sth] and £x+,g, x-^th] respectively. This is 

possible as the function f(t) is continuous in jc,d) and I?k(t,x) 

are continuous in the intervals jx-S1, x-S+b] add [x+<£, x+s+tfj 

as the functions of t.

How, for xe [fate» d-g] and o<|h|<X1x<S < €
4K

[ak(x+h>&k(x)|
b b
^ hk(t,x+h) S(t)dt- ^ hk(t,x) S (t)dt 

a a
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X+ h-£ ' b x*-S b

( 1 + \ )f2(t)Ek(t,x+h) 3(t)dt-( f+ f )f2(t)F2(t,x) $(t)dt
x+h+s a x+5

Let us put

E= [a,x-£+g \J: jxtg, bintcdj

Then, the continuiiy of Ek(t,x) is true for any |eE and all x 

and therefore

]Gk(x+h)-Gk(x)|

x+s+h
= 1 (J f2(t)E2(t,x+h)S(t)dt- ( f2(t)l2(t,x+h)§(t)dt)

IE - , ~ ,x+S 

x-s+h
( l f2(t)E2(t,x)§(t)dt~ [ f2(t)Ek(t,x)g(t)dt)

1 ' ' ' x-g,

f f2(t)fk( t, x+h)£(t)dt - j" f2(t)Ek(t,x) g(t)dt

•sai . - Hi - ,
+

E

+

x-§+h x+S+h
f2(t)f2(t,x)s(t)dt- J f2(t)E2(t,x+h)§(t)dt

1

x-£ x+S

x-g+h
. » —i'ii  >• + -V-1 I a ( 4* ^ + .1

kv u’kv 

x+i+b
f2(t)Ek(t,x+b)s(t)dt

f2(t) |l2(t,x+h)-E2( t,x)| <=(t)dt + | f2(t)Ek(t,x)S(t)dt+

x-S

+
x+S

1 212(d-c)

<T J£ 4. pxr JL = £ 2 ^ 4K

i E 1 + 2Kl h |

Hence, it follows that Gk(x) is uniformly continuous.
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low, we proceed to prove that C (x) is also uniformly conti

nuous in £c+s,d-g]. As noted above, since for each t and every 

xer{a,b] , Fk(t,x) is continuous as a function of x only

for given €>0,3 &2x> °’ 0 < ^x< <5 9

Pv(t,x+h)-P, (t,x)I<
IE •4*2

Now, for xe [c+s,d-sj and ) hj <<522-9 by Cauchy* s inequality

b b
|Cn(x+h)-Cn(x)l = ! f hk(t,x+h)j3n(t) § (t)dt- f hk(t,x)0n(t) §(t)dt

a a

b
r ^ ^bk( t,x+h)-hk(t,x)j s(t)dt f 0^(t)g(t)dt 

a ' *a
1 •, j

f2(t)(lk(t,x+h)-Ek(t,x))25(t)dt

E

1
%

< r„2 g£
1 M2 JE| (El

Hence, it follows that Cn(x) is also uniformly continuous on 

[c+-,$, d-£j . Consequently, it follows from (5*4*2) and lemma 4 

that the series
00

Converges uniformly and therefore, it follows that the
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2sequence ^C^+^(x)| converges uniformly to zero as a—?- oo and
"bki 2tnis implies that the n (E,q)~mean of ^^(x)] also converge 

uniformly to zero, i.e.

Thus, it follows from (5.4-1) that for xe: Cc+&, d-§] 

x-5 b
( ^ ^ )f(t)Ej^C1^ (t,x) s(t)dt=o(1).

a ■ x+5

2Since, this relation is true for any 1 ^-integrable function 

f, continuous in [c,d] , in particular taking f(t)=1, te[a, iff, 

we have

x-s ■
(5.4.5) (J*+ j )E^(t,x) <|(t)dt=o(1).

a x+g

Now
E^ (t»x)= —"—h 

n (l+q)n
■0=0

n
T^n)
(1+q)

m=o

n n1 K m /J.XM X /nx n-V
(1+q)

n / ^m(t)^m(x) >

m=o -0=m

Hence, it follows from the constant-preserving property of 

the system |^n(x)^ t bat
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b
| E^q)(t,x)s(t)dt=

a u m=o 

n b

■b =m

sll
(i+4r £&' £(?)H *».<*>#*>*«*^•/ m=o v ->>=m a

n

(1+q)n L(§k
ns n-^

•o =o

= 1

Consequently, it follows from (5.4*5) that 

x+S
(5.4.4) f E^cl)(t,x)s(t)dt=1+o(l).

Thus, it follows from (5.4*5) and (5.4.4) that the relation
(5.1.5) is uniformly satisfied in [c+,5,d-s] with ^(t,x)=E^^ (t,x) 

Further, for x<s g+s , d~sj and te|a,x-s)ltf £x+g,bj

n
\E^(t,x)J

(1+q)

(1+q)

n
K£t,x)|

•u-o 

n
n

•s> =0 (5^-* Yi ^k=1 i,i=~p
i, J,k

1,3=-p

■W^+jW

(1+q)

=0(D

n
k=1 i,3=-p -d—O

1
r p

(1+q) r~T ■L-r-
' k=1 x,3=~p

|Fk(t,x)| (1+q)n



llo

-cx -bJset )

= 0( 3* )
Thus

|E^4^(t,x)| •

i.e. ®he relation (5*1*4) is uniformly satisfied in [c+$,d-§] 
with ^(tjX^S^^tjx). In otherwords, we have proved that 

the means of the expansion (5*1*6) are uniformly

singular in the interval {c+S,d-s] . Also from Theorem 1, the 

validity of the relation

44>(^)=oo)

follows in every subinterval [c+s,d-4]of (c,d). Consequently, 

it follows from lemma 5 that

n

1
(l+q)n

n n

r v>kw y~ (5)4n-^ IT—^

1
(1+q)n

f(t)0k(t)§(t)dt)i2f]j;(x) n x „a-i>(>J



m

1 Lk=o 

n

V=k'

1 £(t)i7rh>Ha ^ \!=o ' ' k=o

n
f(t)-

via
(S)^-^ ,(■&»*) S (t)dt.

, (1+q.)a s M-/ m=o

= J f(-fc)E^a)(t,x)4(t)dt 

a
converges to f(x) uniformly in £c+$,d-s]. 

With this the theorem is proved.

5.5 PROOF OF THEOREM 5 s We bave

)0k(t)0k(x),
,, -Ex. AX.

k=o “* 1

Effecting Abel's transformation, we obtain

let Pn(t,x) and Hn(t,x) denote the characteristic functions 

of the sets in which

respectively.
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+ hErom the definition of n Lebesgue (R, )^, ot )-function, we 

have

b
(5.5.1) V*(x) = J jU^t,x)| S(t)dt

a

Ai+1- Ai+1

b
^ Pn(t,x)Ks)(t,x)§(t)dt- 

a

n

-0=0

1- Nn(t,x)Ks?(t,x)^(t)dt ^

Our aim is to show that each of the sum on the R.H.S. of 

(5*5.1) have the order of magnitude 0.(1) for eveiy
A

xeSf] (a+gy b-g ) with arbitrary €> 0. We divide the integral 

b
J Pn(t,x)K^(t,x)§(t)dt 

a ~

for n$; n into two parts ;
-2 -2 . x+n x-n b

T^1 = f _2 ' ^ l + l „2x-n a x+n

We first estimate

Effecting Schwarz's inequality we have
, -2 x+n"*^

x+nA+ ll q CO
T2 f P„(t,x)§(t)dt \ El (t,x)§(t)dt.^rxJn.2 n - xin-2

We infer from the condition (5.1*7) and 3?n(t,x)^.-j that



ns

i

x-n

-2

4

-2 -

x+n’
^ §(t)dt

te=o

Consequently,!^ Caucus inequaLily we hare 

^ \ \ *

4--- *- /Vi+1 n+1 +

n+1

.Q0)|
n

w=0 

n

1- )<* (1.^±l)6<i

na+1 - 'n+1.

ll

= 0,(1)
(1- *a_)« <1- £>±1 )°0

Ol+1 J

Thus

^=0

n

n+1

(5.5.2)
^=*v

How, we proceed to estimate

^1)^,1 =0,(1)2s_

\tf-1

n

v=n£

1- |;
'n+l An+1 ~ J -i>2
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let us put J Pn(t,x)I‘k(t,x) for te [a,jean2] U[x+n“2,bJ 

gk(t,x)=
otherwise.

Now

£ i(i- vi
-v»=n

n

V+1 )"] M -

= y ^(1- Al_)°L(i_ ( [ + f )Pn(t,x)K^(t,x)§(t)dt

n+1

A
-2 , x-n 1

a x+n

Since, the system \$n(x)j xs polynomial-like and therefore, by 

definition (5* 1 -2) of the feernel Kn(t,x) oWe haye

n

,b=n.

(1. 'l’3+1
*n+1.

\>+i sot;

W i

\>=n -2
a x+n )Pn(t,x) y gk(t, x)-fcr

^idVjA+i(t)Wx) s(t)dt

!■» 3=-P

r p n

k=1 i,j=-p -u=n
-2 ^ x-n b

a x+n”

Using the definition of the function gk(t,x) anS. the condition 

(5.1.7), we obtain
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n

->>=n.
1- |iJ2| -Xi+1. An+1. 3 ' 1

0d)
X

(1-tTr-u- te)Kj!!

a.

•3(t)dtj

Applying Cauchy’s inequality, we get

n _
’ '(1- X

-?=n
Xi+1 X1+1

'] l^2|

1- X
*tt+1

X

xn+1

a

X.
n+1 Xi+1

b

(1- ’^1]
>n+1 J '

\>H \OC 

Y......>
n+1 - 3k

(t,x)^i(t) $(t)dt}
x2 -*2

x. e.
n

(5.5.3)
X,

b=n

1- T^-)ut-(i_
Xi+1-

^>+1

Xn+1 -

r p , n
\ Vi \^"""" C / ^ fX

^+1

>1 H
X°*(1)LL L 1(1-&“C1“x•j+1

k+=1 i=-p-V=n n+1
)“j •

12
•\[ gv(t»x)^+i^t)s('fc)dt
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low, Ffc(t,x)= 0( |t-x {-1) and |t-x| ^n 2 imply that 

|gk(‘fc>2c)| PQ(t,x) jPk(t,x)| =0(n2).

i.e. g^(t,x) is hounded for a fixed n and hence it is inte- 

grahle. Therefore, it means that the integrals on the R.H.S. 

of the above relation are the expansion coefficients of 

1^^-integrable function (with fixed i) each of which tends 

to zero as -0---- ^00 due to lemma 1.

Mow, let us choose n large enough and fix it.

Since
b
| gk(t,x)0^+i(t) 5 (t)dt —>*0 as-o---- ► CD

a '-

for given €>o ,5 nQ> 0 such that •v’^. n0 implies

J gk(t,x)jZ^+i(t)^(t)d-t< 6

a

let Mg= max

Then 
n

b
\ \ \ gk('t»2c)j^+i(t)s(t)dt 

a

, where i>=b, 1,2....

...n -1 £ 0 >

£1(1- w)K-(1- fen<*>*(*?« j
v>=n„ 1 a

4 M? ^ {(1- -^2_

^ L— l A1+1 
v =0

>*- (1- X‘-c+1

h+1

24



Hence, it follows from (5.5*3) that

n -

->>=n e
Hence, it follows from (5.5.2) and (5*5.4) that

X x b
J Pn(t,x)K^(t,x)§(t)dt= 0(1)
cl

is true for almost eveiy x€ E f! [a+6, b-(Q and in similar way, 

we obtain that the estimate

■^>2!

holds for almost every x€E fl [a+G ,b-6], whence (5-5.1) 

implies that the estimate

#*>= Qd)

is valid almost everywhere in E.

This completes the proof of the theorem.

5.6 PROP? OF THEORM 4 s- Eo r xe|c+£,a-£] 

x~s b
(J + J )f(t)U^(t,x)$(t)dt 

a x+<£ 

x-S 'b

l(J+
n

a x+£

)f(t) > Ui
x

\> XCK. \> + 1 ^
MVW -O’
; s>=oc n+1

x-^ h n \ r

n+1 )J Ks>(t,x)^(t)dt

(f + f)f(t) V~~ 5^1- J4*-^
i x% ■ Vl ■

LV=o '

/Vi

xn+1 -
Pk(t,x).

k=1
P

, > T'C*) 0 . (t)0 . (x) §(t)dt
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p n

k=1 i, 3=-p -P=o
l Vi Wl '

b
.( j-f J)f(t)Pk(t,x)^+.(tH(t)dt 

'a x+|

Now, applying Cauchy's inequality we obtain 

x-<S b
( ^ J )f (t)U^t,x)$(t)dt

a x+S

00)
r

fc=1 i=-p 

n

A.

L— L A ' j ^n+1
"P—o n+1

where
rf(t)Fk(t,x), t c [o,x-g] 0 {x+£,bj 

hk(t,x)=j
(_ o otherwise.

i. e.
x-S b

(5.6.1) [( |+ J )f(t)U*(t,x)5(t)dt

a x+£ 

r

omr- vT A—— ^ Aa+1- /An+1 Ck=1 i=-p p=o
b

L a

) 2

She integrals on the R.H.S. of toe above relation are the 
*th(-b+i) expansion'coefficients C^+^(x) of the function hk(t,x).
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Also, the system |$n(x)^ is complete and hence (with fixed i)
*■ /

according to lemma 2

oa b

(5*6.2) E =1

She continuity of the functions 
b

Gk(x)= J h^(t,x)§(t)dt 

a

and 0n(x) in the interval {c+£,d-sj follows on the same line 

as proved In Theorem 2. Consequently, it follows Iron (5*6.2) 

and lemma 4 that the series

___ <s>nw
•£=-i

converges uniformly and therefore, it follows that the sequence
p|C^+^(x)| converges uniformly to zero asi>—^ oo and this

j.n eyimplies that the n a(R, A^oc )-mean of also converge

uniformly to zero, i.e.,

n

-j3=0

(1- )(X (1 \°<?

.+ 1 A,n+1
bfc(t,x)^i(t) §(t)dt r =o(1)

Thus, it follows from (5*6.1) that for xe [c+,5, d-S^ 
x-S b

( J + 5 )f(t)U^(t,x)f(t)dt=o(l).

a X+&'

Since, this relation is true for any L ^^-integrable function 
f continuous in jc,dj, in particular taking f(t)=1, tefa,b]>' 

we have

(5.6.3) (

x-s bi • t>

a x+«£
)UQ(t,x)s(t)dt=o(l)
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Now / S—-/' ^k(tWk(x)
fc=o

and therefore, it follows from tne constant-preserving 

property of the system ^0 (x)j that

b h n v

Vm

j u?t,x)5(t)dt= j Y^_ (1~

a a 3c=o 

n (1- JX-fSlfcW j jrfk(t)s(t)at

k=o

n X
a
b

-E11-^** W*>v*>*<*>«feo n+1" °, , a

O s 0<>=(1- 3” )
An+1

1

Consequently, it follows from (5.6.3) that 

x+S
(5.6.4) f U^t,x) %(t)dt= 1+0(1). ,

x-6

Thus, it follows from (5*6.3) and (5.6.4) that the relation 

(5.1.3) is uniformly satisfied in Jc+6 ,d-^J with )^(t,x)=U^tt,x). 

Further, for xe Ic+S,d-Sj and te la, x-s] y[x+s,b]

n

v>=o

(1- X.
Xn+1 n+1

+ Uoc

i3=0

_P
lk(t,x)

k=1 i»ap-p

x,3,k |
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a? ^+1
\t+1 . \i+1 ®k(t,x).

(x)^>+i(t)

Ao -A
Ah+1

)'-o-
Apt-1
A'n+1 'IKlkl

r
= 00)

= *A TFry}
-0(1)'

Thus
)U*(t,x)|^(S).

i.e. The relation (5«1.4) is uniformly satisfied in jc+S,d-Sj 

with fn(t,x)=U^c(t ,x). In otherwords, we have proved tnat toe 

means ,x) of toe expansion (5.1.6) are uniformly singular 

in the interval jc+S,d-%l . Also from Theorem 3, the validity 

of the relation

v£w=0(0
follows in eveiy subinterval [c+S ,d-£] of $c,dj. Consequently, 

it follows from lemma 3 that

n v. in(f,x)=s^A,x)= d- >^r)otGA(x)=

k=o



k=o \i+1 -

b

a

(1- §(t)dt

b= J f(t)U^t,x)§(t)dt. 
a

converges to f(xJ uniformly in ]c+6>d-S] . 
With this the theorem is proved.


