
CHAPTER VI

MMBLJtt - JEmemtt m... jqml jaanani
EXPONENTIAL REGRESSION

Tootill {3% ,^9 , 9o , "} has described the computat­
ional procedure for the model

X> (“T*, y$
where 0 ( V ,y> is any non-linear function of y involving a 
single unknown parameter V •

Many situations in biology, epidemiology, economics 
and the physical sciences yield data which can best be descri­
bed by linear combinations# This is particularly true in 
biological radiation, growth and tracer studies#

In this chapter we will discuss the more general 
and complex^ model containing two unknown parameters of the 

type t

Z^<+p>0 ('^7f Yj., yj> and

Z * * + /S x + (ri f yj> •

In particular, we propose the following two new curves?

(i) y * Ai + B-jd* + Bgdg

n x(ii) y « A * Hx + B^d^ + B2dg •

and
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Note that if dg = 0 or Bg = 0, we get the Makeham* s 
modified Comports* s curve, i.e, containing single non­
linearity*

This curves adequately fit the data on force of 
mortality or colog (probability of survivors pj • 
While fitting the curves, Indira Bhanot C ^ ^ has used the 
weighting coefficients proportional to l^Z/U^Cl- 
| or p„l /(1-p , where 1 is the no* of persons exposed

to risk* Perhaps we can approximately use the weights as 
proportional to 1^. We have fitted one of the curves to the 
Makeham* s data C from ages 3 to 27 and observed that 
it fitted well and no other known curve fitted so nicely 
to the same data? KV\o.\-r\ cxx\3- iV\a<W £.16 3,

Recently S*Lipton and C*McGilchrist OQ has descri­
bed the technique for obtaining maximum likelihood estimates 
for the parameters using a combination of Steven* s 
and Richard* s {_ 3° 31 methods applied to the double expo­
nential case. Richard G* Cornell t3 ,^3 has shown how the 
method of partial totals may be used to fit linear combi* 
nations of any number of exponentials to data taken at 
equally spaced intervals* This method has been applied to 
special cases of the general model before, for instance, by 
Stevens C 37 3 6111(1 Croxton and Cowden 5~ 3* This method
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is often useful in computing preliminary estimates for itera­
tive maximum likelihood solution i«e. if computing facilities 
are not available for obtaining maximum likelihood estimates} 
the method provides a systematic} consistent and relatively 
simple estimation procedure*

In this chapter we will describe the method known 
as internal least squares given by H. 0. Hartley t 10 H 
and Indira Bhanot £ ^ !• This method can be extended to any 
number of exponentials* In particular} the internal regre­
ssions of (i) and (li) curves are obtained by direct 
summing the difference equations * „ r

ciuj y^-tdj+dg) y1+1+4iVi = A(1-diJ <>V ani

CiT) yi+2'^dl+d2^ yi+l+Ci1^2yi ” A(l~dj) (l-dj) + 

H(S-d^-dg) + Hi (1-dj) (1-dgK

When the observations are equally spaced} the 
different consequences of internal regressions due to (ill) 
and (ivj) are also considered*

2* Modified method of Internal least squares?
2.1 To fit y = A + BjdJ + Bgdg .
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The difference equation (iii) can he rewritten as

where d-j+dg a (2-r1)/(l-r2>

dld2 * 3/(l-r2> ,

.~ ®i 3 2 being any value, and .

k ■ 2 •- 2a/(r_-r ) •---- . . • 2 1

Case it- Let x takes values 0,1,2,.
Then summing (1) over the values of i from 0 to i-2,

we have,
i-2 i-2 i-2 i-2
21 (®i+2 - ®1+1> -

♦2(i-l>a.

* rg(eQ+e^. . .+0^) -r^( 8^+6^+, • ,+e^+r^Q+r
VO l i

- r2^®o+ei^ + r^i*i^a + 0i*eo •
+r-e.+2a(i-l)+b* • •• (2)
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where r * r2~ri

h* « (l-rg) e1 - (1+r) eQ

and a
*L

l#i 0X®fc

Again summing equation (6.2) over the values of i from 1 to i, 

we have

2r(ei~ei-l? 3 r ^sl.i + ri Xr®i+2a + ib*
\

i.e. e - c... --•i-V*!! si#i+risi.rr1V2a^0^1+2+...+i-D+ib*

i.e* . e^ =r 3f sii+r]?i.i-?oCri--«+al(^«ttt'

or e, « rS0 .+ r.S_ . + ai + bi + C

where S2.1

2.i 1 1.1
L a1.1.

(6.3)

G * e0(l-f ) and

b * b* — a .

fhe equation (6*3) is taown as the internal regression of (1). 

This equation can he solved for r, r^, a, b, and C by ordi­

nary least squares method for fixed values of ± and &2.i* 

This called a regression equation of q± on S1#£, Sg#i, 1 and
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i2* Let the least square estimates he denoted as r, r , a, b
A

and C, then the relationship between the constants are

St

A = 2 - 2a^r",
... (6*4)

y0 =A. + B1 + Bg = Z + C/d-r^-r) and

yl *^+BA + B2^2

= 2 + b+a+(r + 1) G/Cl-r^ r) / (X-r^- r)

A A
The first two equations in (6.4) gives the values of d_ ,dg

_ A _ *\.
and A. Knowing the values of d^dg and A,: we can calculate

•s a ; ■ ' -—the values of and Bg by solving the last two equations. 
Thus all the constants of the curve (i) can be obtained.

Case 2s- Let x s «m, -(m-X), ... -1,0,1,... a. Then we have 

the definitions of and $2mi as

Sl.i for i 0,

®1.-1 = 0

UTl
®l.i * " 5" ®k

l
S,2.i

Lrsl.k

for i 4. -2, 

for i ^ 0,

and
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S2.-l “ S2*-2 * Q* *•* C6,5)

L-h
S2.1 =-2Isi.i f“ ii-3-

'—I

The internal regression and the relationship between the 
constants are the same as equations (6.3) and (6.4) resp­

ectively. Moreover we have

r - y1 * A + Bjd”1 + B2d21 » Z +a - b + C.

Case 3*-. Let xs -m + f, -(m-l)+•

: Then we have the following definitions of S1>z and S2«x as

St ■ 21 e for x >,i
JL#X K '

■ ° -

Sl,x * " V ®fc

s2.x “ Ilsi.k 
»/2_

for x ^-2/2 and

for x.>/i

S2.-i * S2.-^2 *8 0,

q> — *T~ a*2.x "* ~ l*k
"*^3-

for x 4“ ^2*

(Here the summation is from 2 +x or
-it -1 “it •••» x + 2)»
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The internal regression is the same as equation (6*3) and 

the relationship between the constants are given as (d1,d2) 
and A same as equation (6*4), but 

^ &
y^=A+B -jd^ + Bgdg ■ 2 + (C+b/2 + a/4) / (1-r-r.j) and 

■A «.4
y^*A + Bjd^. + Bgdg ss 2 + G - b/2 + a/4 •

2*2 Consequences of regression equation (6*3).
(c.l)s Mhen dg^O in equation (i)t the difference equa­

tion (ill) reduces to

yi+2 - dl yi+l “ A (1-V*

Hence the internal regression of the type (6*3) reduces to

e^ * r^ + bi + C ••• (6*7)

Vy£-
r . b and G can calculated by well known normal equations3, A
obtained by considering as fixed values* The constants 

A, B^ and d^ can be obtained by the following relationship

d1 a 3/d-fj)

i =Z - W*x and •*. (6*8)
A A /s a

Bi * C d1 + b/
A A A

where r^, b and C are the least squares solution of equation
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(6.7), when x % 0,1,2,..#, n or x s -m,-(m-l) ,...0,1.. .m . 
When x s -i&Hr, ..., 4» £,...» m-i-, the constants are

4X - 1/(1-^)
A ' ^

A » Z-b/ r^ and ••• (6.8*)
A Afl i s C •• b/2 •

-1
(c.2) t When = dg In difference equation (111), then 
the solution of (Hi) is yx * JL + (B^ + Bgx) dx and the 
internal regression will he the same as (6#3), hut if in prao- 
tice we have r ■ -r /4, then the above mentioned can he fitted

JL»
and the relationship between the constants are same as in 
section (2.1).

2(c*3) : When in practice, we find r 4-a^ /4, then d1 and d2 
are complex conjugate numbers and we find from the relation 
of the constants that B1 and Bg are also complex conjugate 
numbers. In this case, the regression equation is the same as 
(6.3), but the curve is written as

3 A + £’x (p cos /u_x + q sin ^lx) and

the relations between the constants are 
£2 * w2 + v2 * l/(l-r-r j; ) ,

!
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tan jet = v/w or ccos w, &sin M- = v ,

(d^ dg) » w +

* (l-r^/2 + j xf-M^/Cl-r-r^j^NFx, 

A. = Z - 2a/r .

When x*s are measured like Q,l,2,...,n or ..m, then

p=C cj 2+2a/r and q= ^Cr^/2 + r) C <f2 +b+(r-r1) a/r^/v* 

When x*s are measured like -m + then

P » C<a^-4C) r<T-8a\(<r+D * 2rb£(tT-i)

4

8r <f* cos ft/2

s 1X&+4C) r£-8aV (<T-D +2rb T( <T+1) 

8r 5* Sin ft/2

and

2*3 * To fit y * A + Hx + B-jd* + Bgd* *

The difference equation (iv) can be rewritten as

(<w wc<w ai> = r2ei+2- riei+i+ 6hi + 8a' (6*9)

H * -6h/ (rg - r^)

A. = Z - (2a + Hrg) / (rg - r^ )

where
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A >\ 2 ' ’a1 = a + 3b,
i, -:

a (2-r^/Cl-rg) , : 

d^dg * 3/(l-r2) and 

y^ - 2 » eif 2 being any value.

Then summing (6*9) over the values of i from 0 to i-2, we have

e1-e. = rS. .+r e +3h(i-2) (i-1) + (i-2) 2a* + b* ,
x l-l i*i 1 i

where r and b* are defined in (2*1).

Again summing the above equation over the values of i from
1 to i,we have, the regression equation of e. on S„ ., S.

1 1 1#1
,3 .2 . ,i , 1 , and i as

6i ■ *8.1 rj?l.l + 3 2hi + ai + bi + C • *«■ (6.10)

where r, S_L i, S>2<>i are the Ssme as defined in (2*1) and

the relationship between the constants are (when xs0,l,2,...n)

A, a ,,
H * -6h/ r ,

H + A a 2 -(2a + H f^/ £ , ....

C « 0^ (l - i^g ) and 

b + a ♦ h a (l-rg) - (1 + r ) eQ

(6.13)
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When x s -m, -(m-l), ... 0,

H a -6h / r ,

H + k » Z - (2a + H r^Ar, .** (6,12)

C a e and
A. a A iS.

= -h + a -b + C .

When x s -m + ^, ... -fj ••• &■*•§• »

H a -e£ / r

H + A a 2 - (2a + Hr )/‘ r* ,

e| * (h/8 + a/4 + b/2 + C3 / (1-r-r.j) .«♦ (6.13)

and e . a (-fi/8 +■ ^4 -b/2 * $>.

Note that the constants £ a, b, 8, ti, r and r.^ are the 

solutions of the normal equations obtained by considering 
&l#i, B ^ as fixed Values*

2*4 » Consequences of the regression equation (6,l0)t-

(C*4)s- When dg=0 in equation (ii), the difference equation 
(iv) reduces to yi+g- ^ = A(l-d1)+Hi(l-d1)+H<2-d1).

Hence the internal regression and the relationship between 

the constants are respectively as
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ei * rlSl.i + *** t bi + C
.A , A

(6*14)
and d1 = nAl-r^), H s A=2+( h+HVr^-b/ £ ... (6.15)

*K

e*(i-r ) = C, when x « 0,l,2,...n or x = -m,... ,Q,...m}

When X 25 —IE + '!’,•* «a*|r,'|r,...iu—2$',

A, A . A , a»
h/4 - b/2 + C or (l-r^) - h/4 + b/2 + C, 

.^3/Cl-r^, H=-2h/r^, A= 2 + <h + H - b) /r^ ... I

(C.5). When d^ = dg In the difference equation (iv),
then the solution of (iv) is y * A + Hx +(B,+B x )dx and

x 12
the internal regression will he the same as (6*10), hut 
if in practice, we have r = -r^/4, then the above mentioned 

curve can he fitted and the relationship between the 
constants is the same as (2.2).

(C.6). When r + r^/4 <0, then the same argument applies 

as (C.3). The curve (ii) is then broken up as

yx * A + Hx + ^ .(p cos /six + q sin /vix) and the relation 

-ship between the constants can easily be derived from (2.3).

3. Numerical examplest-

3.1* Here we shall first fit the logistic curve which 
was fitted by H.Q. Hartley DoUto verify our new type of 

formula derived in (C.l).
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X y w=1000/y Oi=»i- Z sl.i Expected

-5.5 5.308 1884 1277.91667 -1182.58335 1864.44
—4.4 7.240 1381 774.91667 -407.66668 1382.94
-3.5 9.368 1038 431.91667 -24*24999 1026.78
-2.5 12.866 ipfrprpr 170.91667 195 .16666 765.49
-1.5 17.069 586 -20.08333 175 .08333 573.81
-0.5 23.192 431 •>•175.08333 0.00000 433.19
Q* 5 31.443 318 •*288.08333 -288.08333 330.03
1*5 38.558 259 -347.08333 -635.16666 254.35
2.5 50.156 199 -407.08333 -1042.24999 198.83
3.5 62.948 159 -447.08333 -1489.33332 158.10
4.5 75.995 132 -474.08333 -1963.41665 128.22
5.5 91.972 109 -497.08333 -2460.49998 106.30

- +0.00004 -9074.49998

Hers Z - 606.08333 and SL = -766.20833.

Corrected sum of squares and products (SaS»P.).

Sl.i x. e
S1#1 8471707.84965 -23779.91619 1760647.32966

x 143 20451.5

Then the internal regression is
ei «* (-0.363123) + (-203.40208) i + (-274.596637)

Hence by the relationship of the constants, the curve is 
w =45.936827 + 331.684567(0.7336095)x, while Hartley has obta-

Xined the curve as w » 50*4 + 323.4 (0.7336) «
The difference between the constants A and B will be due 

to the different ways of obtaining A and B.
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Here 2 = 0*0065248,
X.we s -0,00108075, X^i.i = -0*00099, X-WSgol » -0*04181055,

2>x = 0.18862962, XJ*ra2= 36*58095808.

we lilted corrected 8,S9P,
XT s. e1 2

x 36,54537695 41.90536574 -0.05647117 -0,10596896 -0.00258384

x
S

1662.28565062 -0sQ3l73886 -1.60297659 0.08529805
0.00010670 0,00014647 0.00000110

0.00173022 -0.00007890

Hence the internal regression is (by applying Doolittle technique) 
e s(-0,0393712)Sp +<-0.22281618)8. „ + 0.0000231 x2

+(-0,00055565) x +(-0.00368768),
From this, we have (d , dg) = 0.88054128 + j 0,130086295=w+jv.

By the use of the relationship between the constants (C,3), we 
have the curve (i) as

yx=0.00769825 + <0«89009852)X 0*00409511) cos^AX +

(-0,00163807) sin /H,x where /M.= 8° 24,2*,


