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       ABSTRACT 

 
People today pay close attention to their diet and overall wellness. Consuming foods with a lot 
of calories can be unhealthy and can contribute to major medical disorders like heart disease, 
chronic diseases, and hypertension. Keeping track of food intake is essential for a successful 
dietary assessment system. Accurate food identification and calorie counting techniques can 
aid individuals in their fight against obesity, which is the root of all weight problems. To avoid 
obesity, it is very necessary to control the amount of food taken. For that, the first step is to 
identify the food and the second is to count the calories. 
 
 Accurate Identification of food is very important as based on which calories can be counted 
and that helps to reduce the risk of serious health conditions. This research work is mainly 
concentrated on food identification. 
 
People in Gujarat are very fond of eating different varieties of food. Gujarati food is very vivid in 
taste and texture due to its rich heritage and history. As most Gujarati food is oily and sweet, 
consuming this food daily in larger portions results in obesity. In order to remain healthy, it is 
very necessary to keep track of food intake for which correct food identification is the first step 
to control the diet. A lot of work has been done on other kinds of food but no previous efforts 
have been made to classify Gujarati food. Therefore, being Gujarati, this study focuses on 
classification of Gujarati food images. 
 
This research work created a new dataset called "Traditional Gujarati Food Images Dataset 
(TGFD)". To start with initially dataset has been created with five popular food items in Gujarat 
namely Dhokla, Handvo, Khakhra, Khandvi, and Patra consisting 1764 images. The dataset is 
created by the images collected from the internet, pictures taken using mobile phones, and 
real images captured by visiting different restaurants, it contains a lot of noise. The food image 
quality parameters are primarily resolution and impulse noise. It is very necessary to remove 
the noise and unwanted objects from images so the food can be correctly identified. Image 
pre-processing techniques are helpful to achieve this goal.  
 
 In order to remove noise and improve the quality of the images. An algorithm called ISMF 
(Improved Selective Median Filter) has been developed to pre-process the images from TGFD. 
The output of this algorithm can be used further to process food images in order to classify 
them correctly.  
 
To see the effect of Gujarati food images on existing pre-built models Simulation has been 
done on five models namely VGG16, VGG19, Resnet50, Inceptionv3, and Alexnet. For TGFD the 
highest accuracy of 81.58 % is obtained with Inceptionv3. To further improve the classification 
accuracy, Transfer Learning has been implemented on all five models. For more precision, fine-
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tuning has been applied to all five models. The results of the simulation, Transfer learning, and 
Fine-tuning on all models have been compared in terms of accuracy. 
 
By doing simulation and implementing Transfer learning and Fine tuning it has been observed 
that factors that directly impact the model's accuracy include the number of convolutional 
layers, the number of neurons in fully connected layers, the number of filters, and the size of 
the filters. Taking these parameters into consideration this research developed a model for 
Gujarati food image classification called "Depth Restricted Convolutional Neural Network 
(DRCNN)" in order to increase accuracy and efficiency. The performance of the proposed 
model is compared with existing models in terms of Recall, Precision, and F1-score. With 
DRCNN the classification accuracy has been improved from 81.58% to 95.48%. The proposed 
model size is 48 times smaller than the Inception v3 model and hence takes half the time to 
run compared to other pre-built models with millions of parameters. 
 
The performance of DRCNN has been tested in two ways to check its effectiveness and 
versatility. In the first test case, the DRCNN is tested by increasing Gujarati food image classes. 
TGFD has been expanded from 5 to 10,12,15 and up to 20 Gujarati food classes. The 
performance of DRCNN is improving with a large number of images showing the versatility of 
the model. In the second case, DRCNN is tested against different food datasets. DRCNN gives 
outstanding accuracy for any type of food item. 
 
In order to calculate the computational complexity of the model, computational studies have 
been conducted to determine the factors that affect the CNN model's performance, the time it 
takes for each layer to run, and how this affects the model's overall performance.  
 
To prove it practically the time complexity of eight different models has been discovered, by 
varying the size of the filters, number of convolutional layers, number of filters, number of fully 
connected layers, and kernel size. The results show that factors such as an optimizer, batch 
size, filter, and neurons significantly impact the time required by the model. The model's 
convolutional layers, max pool, and fully connected layers affect the model's performance. It 
has been found that 90% of computational time is taken by convolutional layers and 5-10% of 
the time is taken by fully connected layers. 
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1 INTRODUCTION 

 

 This chapter briefly introduces deep learning and food image classification. It also tells the  

motive    behind this work, the problem statement, and the research contributions of this 

work.  

   Food is an essential element of everyone’s life. Obesity is increasing at a higher rate day by 

day risking the lives of many people. According to World Health Organization in 2020, an 

estimated 39 million children under the age of 5 years were overweight or obese. In 2016, 

39% of adults aged 18 years and over (39% of men and 40% of women) were overweight. 

Most of the world's population lives in countries where overweight and obese kill more 

people than underweight. Obesity can be preventable by controlling the amount of food 

intake. It is possible by first identifying the consumed food and then measuring the calories in 

order to prevent obesity and remain healthy. For the entire process, the first important step 

is food identification. This research work mainly focuses on the correct identification of food. 

1.1 INTRODUCTION TO FOOD IMAGE CLASSIFICATION 
 

  Food image identification plays a very important role in today’s era. The food domain can be 

divided into two parts. The first is to recognize food items, and the second is to estimate the 

calorie. Accurate methods for food identification and calorie estimation can help people to 

fight against obesity which is the cause of being overweight.  

 
 With the use of food image classification, people can identify the food and with calorie 

estimation amount of food consumed. It helps to reduce the risk of serious health conditions 

like hypertension, chronic diseases, and heart disease [1]. Classification of food images is a 

very challenging task as the dataset of food images is not linear. The nature of food is very 

diverse, which makes the food image classification task more challenging [2].  

 

 According to research Deep learning methods for image classification gives more accurate and 

efficient results as compared to traditional methods. Many works have been done to classify 

different types of food like Western food, Japanese food, Fast food items, Chinese food, and 

south Indian food but no work has been done to classify Gujarati food [3][5] [7-9]. There are so 

many varieties of Gujarati food. To evaluate the dietary aptitudes of people from various 

ethnicities, the classification of their traditional foods makes a huge impact. Being Gujarati, it 

steered us to do a detailed study in the field of Gujarati food domain through deep learning.  
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This work uses deep learning as a tool for Gujarati food classification to achieve impressive 

results. 

 

1.2 OVERVIEW OF DEEP LEARNING 

Deep learning is an advanced technology for image processing, speech recognition, object 

detection, and food science and engineering [1]. It works with artificial neural networks, which 

are designed to imitate how humans think and learn. Unlike Machine Learning, in deep 

learning, basic details about the data need to be given, that process through many layers, and 

the computer trains to recognize the patterns on its own. The availability of a large number of 

datasets and high Processing GPU makes deep learning techniques very successful [3]. Many 

recent articles have been surveyed in the food domain including food recognition for this work 

[11-26].  

Deep learning techniques can be divided into mainly three categories. 1. Supervised learning 2. 

Unsupervised learning 3. Reinforcement learning. Food identification with deep learning 

belongs to supervised learning [2].  

Deep learning networks are mathematical models that work like human brains. This 

mathematical model is created in form of a neural network that consists of neurons. The neural 

network is divided into three major layers input layer (the first layer of the neural network), the 

hidden layer (all middle layers of the neural network), and the output layer (the last layer of the 

neural network.). The most popular deep learning networks for supervised learning can be 

described as follows. 

1.2.1 CNN: Convolutional Neural Network 
 

Convolutional Neural Network (CNN) is the main category of Deep Learning networks to do the 

image recognition and image classification. CNN takes input, processes it and classifies it under 

predefined categories. The main advantages of CNN are, parameter sharing, sparse interactions, 

and equivalent representations [2]. A layer in the neural network is nothing but a collection of 

neurons that takes an input and provides an output. The input of each of these neurons is 

processed through the activation function assigned to the neurons. Many successful research 

works have been done on food object recognition through CNN proving that CNN gives the best 

result in terms of accuracy and error rate for object recognition [16-22]. 

1.2.2 RNN: Recurrent Neural Network 

It is a very popular deep-learning model that uses recursion techniques to build models. RNN 
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saves the output of the current layer which will be input to the next layer. It can memorize 

previous inputs due to its internal memory, and hence it is especially used as a language model. 

It is mostly used in natural language processing and speech processing [18, 23], text analysis, 

and machine translation [21-22]. 

 

1.2.3 RvNN: Recursive Neural Network 

RvNN can handle the inputs of different modalities [18]. RvNN has been especially successful in 
NLP. RvNN separates the image into different segments and forms a syntactic tree [24].  

For image classification, most of the research work has used CNN and RNN [14–22]. 

According to studies It has been found that among all the deep learning networks CNN is most 
suited for image classification and gives the best classification accuracy by reducing the error 
rate for object recognition. So, this research work uses Convolution Neural Networks to classify 
Gujarati Food items. 

1.2.4 Transfer Learning 

In transfer learning, a pre-trained model that has already been trained on some dataset can be used 

for another related task [4]. The benefit of transfer learning is that instead of developing and training 

everything from scratch, the weight of the pre-trained model can be freezed and only the custom 

layers need to be retrained [5]. This costs, ultimately, the time taken by the model to train, and it is a 

very good solution to the problem of having smaller datasets [40-41]. 

1.2.5 Fine Tuning 

Fine-tuning is more flexible as compared to transfer learning as the feature extraction part of the 

model along with the classification part can be changed [10]. It is possible to fine-tune all the layers, 

but it is always good practice to fix the upper layers as they contain features that are more generic in 

nature [5]. In this technique, some of the final layers of the freezed model are initially unfreezed, by 

adding some additional layers, followed by training of both the unfreezed layers and additional 

custom layers at once. 

 

1.3 MOTIVATION FOR THIS WORK      
 

The traditional food of a country resembles some part of its culture, too. One can get an idea of 
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a country’s food habits and food culture by virtue of its traditional food processing and 

preservation method. The people of Gujarat are known for their hospitality and most of this 

fame is earned by the unique tests of the traditional foods here. Until now, more research on 

western-style foods has been conducted through deep learning and food classification. This 

concept will open doors of acceptance for Gujarati Food or cuisine at a global level.  As none of 

the work has been done till now for Gujarati Food Classification this research work focuses on 

classifying Gujarati Food Images through Deep Learning. With this work, the spread of true 

information about the Gujarati food image globally will be enhanced through the internet and 

social media. It will be helpful to food bloggers and foodies to understand Gujarati cuisine. 

As most Gujarati Food is naturally oily and sweet, consuming this food daily in larger portions 

results in obesity. There are so many varieties of the same Gujarati food item that can be varied 

by different cooking methods, camera quality, illumination, and presentation. Also, Gujarati 

Food items do not have regular shapes in general. Hence for Gujarati Food, the crucial aspect is 

to identify the food correctly. This motivated to design a new model that can classify Gujarati 

Food Accurately and reduce time compared to all existing models. 

 

1.4 PROBLEM STATEMENT, OBJECTIVES, SCOPE, AND RESEARCH     

CONTRIBUTIONS 

1.4.1 Problem Statement 
  

The prime idea of this research is to design and develop a model for Gujarati Food image 

classification with improved accuracy and performance by making the network lightweight.    

  

1.4.2 Objectives 
 

• To design and, develop a model(s) that can recognize Gujarati Food. 

• To make the algorithm lighter in terms of memory and time both so as to be used for 
handheld devices. 

• To give better performance with a greater number of food classes or a dataset of 
different food items. 

• To evaluate the model performance based on parameters such as optimizers, activation 
function, epochs, batch size, and learning rate. 

1.4.3 Scope 

• The scope of research is to study theoretical and empirical studies of existing models of 
Deep Learning. 
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• Detailed study of Deep Learning methods and compare the proposed method with 
existing algorithms. 

• To preserve or increase accuracy as compared to other existing models. 

• Understand and empirical study on image classification with different parameters such 
as the texture of food, color, and size and with different types of food items. 

• Understanding research issues with possible improvements. 

• Classify Gujarati Food Accurately for 5 to 20 Food Classes. 

 

1.4.4 Research Contributions 
 

• A new dataset named "Traditional Gujarati Food Images Dataset (TGFD)" has been 
created. The dataset contains images belonging to five food classes namely Dhokla, 
Handvo, Khakhra, Khandvi, and Patra which are famous food items in Gujarat. There are 
a total of 1764 images with at least 300 images per class in the dataset, which are 
divided into training, validation, and testing with 70%, 20%, and 10% respectively.  

• Pre-processing is essential for improving the quality of an image. An algorithm named 
ISMF (Improved selective median filter) has been developed for the removal of impulse 
noise in food images to improve classification accuracy. Using ISMF the mean square 
error has been decreased, and the performance of automatic food classification has 
been improved. ISMF performs better than the median filter in terms of detail 
preservation and image denoising. 

• Implemented Transfer Learning on models, namely VGG16, VGG19, Resnet50, 
Inceptionv3, and Alexnet. By changing the classification layer of the model and freezing 
the rest of the layers. In addition to that, a flattened layer followed by a fully connected 
layer with a Softmax activation function has been added to the model. By implementing 
transfer learning the validation accuracy is increased by 5% from simulation. The highest 
accuracy achieved is 86.22% by the Inceptionv3 model. The model contains 256,005 
trainable parameters. 

• To further increase the classification accuracy Fine-tuning has been implemented on all 
models, namely VGG16, VGG19, Resnet50, Inceptionv3, and Alexnet. A new dense layer 
with a dropout of 0.5 has been added. In the last layer, the Softmax activation function 
has been used. By implementing Fine-tuning, the validation accuracy is increased by 8% 
from simulation.  The Inceptionv3 model achieved the best classification accuracy of 
89.36%. The model contains 22,024,357 trainable parameters. 

• A model named "Depth Restricted Convolutional Neural Network (DRCNN)" has been 
developed for Gujarati Food Image Classification. The parameters considered for the 
model are the number of convolutional layers, the number of neurons in fully connected 
layers, the number of filters, and the filter size, which directly affect the model's 
accuracy. The DRCNN model achieves a remarkable classification accuracy of 95.48%, 
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which is more than all the fine-tuned models. The DRCNN model contains 482069 
parameters, which is 48 times less than the Inceptionv3 model, which gives the highest 
classification accuracy after fine-tuning among all the pre-trained models. The 
performance is also measured in terms of F1 Score, Precision, and Sensitivity. The 
validation loss of DRCNN is only 0.8041 which is remarkable as compared to Transfer 
Learning and Fine tuning. Also, the DRCNN model takes only 30 minutes to run on the 
NVIDIA GPU GeForce GTX 1650, which is very low as compared to other pre-built 
models, which take 50 to 60 minutes to run as they have millions of parameters. 

• DRCNN is tested in two ways to check its effectiveness and performance. In the first 
test case, the DRCNN is run for a higher number of Gujarati food image classes starting 
from 10 to 15 to 20 Gujarati food items. In the second case, the DRCNN is run for 
different food datasets to see its performance.  The performance of DRCNN is 
improving with a large number of image classes and gives outstanding performance for 
any type of food item proving the versatility of the model. 

• Analysed and Derived the Time Complexity of the Proposed Model and CNN Model. 
Eight different models were tested varying by the size of filters, number of convolutional 
layers, number of filters, number of fully connected layers, and kernel size. The result 
shows that factors like an optimizer, batch size, filter, and neurons greatly impact the 
time taken by the model. From this, it has been derived that the convolutional layers, 
max pool, and fully connected layers directly affect the performance of the model. And 
since DRCNN has a minimum number of convolutions and fully connected layers the 
model’s computational complexity is less than most of the existing models. 

As a concluding remark, the overall research work is shown in below Fig. 1. 



13 
 

  

Fig 1. Research Flow 

Analysed and Derived Time Complexity of Proposed Model and CNN 
Model

• Computational studies to find the factors affecting Models time complexity 
and proposes formulas to find Time Complexity of any CNN Model

Proposed Model named as Depth Restricted Convolution Neural 
Network (DRCNN)

• Compare Accuracy 
with Previous 

Techniques
• Test the model • Evaluation Parameters

Optimizing Accuracy using Hyperparameter Tuning

• Optimize Accuracy by Implementing Hyperparameter Tuning on Five models 
on TGFD

Optimizing Accuracy using Transfer Learning

• Optimize Accuracy by Implementing Transfer Learning on Five Models on 
TGFD

Pre-processing using Proposed Improved Selective Median Filter 
(ISMF)

• Propose new preprocessing techniques and compare it with existing Median 
Filter

Creating Traditional Gujarati Food  Dataset  (TGFD)

• Creation Of Dataset and Data Augmentation
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2. LITERATURE STUDY 

For Food Image Classification Deep Learning has become famous for its impressive results. It 

can learn features automatically just like a human does. It is probably the best approach in 

cases when we don’t have enough pre-defined features. This section studied all the recent 

articles on preprocessing, food image classification considering the type of food, different 

methods of classification, different types of networks, and time complexity of CNN model.  

 

2.1 STUDY OF VARIOUS PREPROCESSING ALGORITHM 

 
Image processing is an approach to strengthen the images received from a camera or satellite. 

The process of removing noise from an image seems to be easy, but in reality, it is complex in 

nature, as it involves considerable time, technology, and resources by the editor. 

An overview of various image pre-processing techniques for a wide range of medical imagery 

has been presented by P. Vasuki et al. [6]. The pre-processing techniques for X-rays, fundus 

images, and mammograms have been discussed and clearly state that preprocessing is the 

mandatory step before processing any image. 

A comparative study on various techniques of pre-processing for image fusion based on CNN 

has been done by Jyoti et al. Image fusion is a technique that gives a different focus to a single 

image [7]. Three filters have been used on three different datasets: medical, color multi-focus 

dataset, and infrared visual. The results showed that median filters give the best classification 

accuracy on any dataset compared to other filters. 

A study on the median filter with various variants to discard the salt and pepper noise from 

grayscale images has been presented by Anwar et al. A comparison has been done on filters 

based on computational complexity and performance [8]. The conventional median filter is 

good for low noise but fails to preserve edges.  

A dataset for breast cancer has been created by Sami et al using pre-processing the images [9]. 

The main idea of this work is to create a dataset so the operational time for the used network 

can be saved and the accuracy can be improved. The method has mainly three parts: the first is 

removing the background, the second is the removal of the pectoral muscle and the third is 

image enhancements. The proposed method can remove 100% of the image background. 
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2.2 FOOD CLASSIFICATION 

Many research works have been done on food image recognition that has used convolution 

neural networks with different combined approaches and different datasets. Table 1 describes 

different methods for food classifications. 

Table 1: Different Methods of Food Classification 

Sr. No. Reference 
 

Approach Dataset Top1 
Accur

acy 

Top5 
Accur

acy 

Remarks 

1 A food 
recognition 
system for 
diabetic 
patients 
based on an 
optimized 
bag-of-
features 
model [11] 

Two ANN models 
were used. one is 
without hidden 
layer and another 
is with one 
hidden layer. 
Classification was 
done using three 
supervised 
methods SVM, 
ANN, and 
Random Forests 
(RF) 

Diabetes 75.0% - Some of Examples of 
misclassification of 
images has been 
presented. 

2 Food-101-
mining 
discriminati
ve 
component
s with 
random 
forest in 
computer 
vision [12] 

Used the 
approach called 
Random Forest 
Discriminant 
Components 
(rfdc) and 
compare it with 
various other 
methods, also 
have introduced 
Food-101 Dataset 
having 101000 
images 

Food-101 56.4% - A novel large-scale 
benchmark dataset has 
been introduced for 
the recognition of 
food. 

3 Food Image 
Recognition 
with Deep 
Convolution

Used deep 
convolutional 
neural network 
with Fisher 

UEC-Food-
100 

72.3 92.0 DCNN features can 
boost classification 
performance by 
integrating it with 
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al Features 
[13] 

Vector with HOG 
and color 
patches. 

conventional features. 

4 Food Image 
Recognition 
Using Deep 
Convolution
al Network 
with 
Pretraining 
and Fine-
Tuning [14] 

Used deep 
convolutional 
neural network 
for food photo 
recognition task 
in the ImageNet, 
and have 
implemented this 
combination on 
Twitter photo 
data. Achieved 
high level of 
accuracy proving 
DCNN gives best 
result on large 
scale image data. 

UECFood-
100 

 
 
 

78.7% - In addition to high 
classification accuracy, 
DCNN was very 
suitable for large-scale 
image data, since it 
takes only 0.03 
seconds to classify one 
food photo with GPU. 

UEC-Food-
256 

67.57 89.0 

5 Food 
recognition 
for dietary 
assessment 
using deep 
convolution
al neural 
networks 
[15] 

Used a deep 
convolution 
neural network 
with 6 layers, 
used to classify 
food image 
Patches. 
Experiments have 
achieved 
attractive result. 

Own 
database 
with 573 
food 
items. 

84.90 - The presented results 
are preliminary. future 
work should include a 
more thorough 
investigation on the 
optimal architecture as 
well as the training 
parameters of the 
network. 

6 Im2calories: 
towards an 
automated 
mobile 
vision food 
diary [16] 

Used CNN based 
classifier to 
estimate the food 
size and labels 
and apply this 
method to a 
dataset of images 
from 23 different 
restaurant. 

Food-101 79.0% - The proposed 
approach is able to 
tackle some of the 
problems in estimating 
calories from food but 
there is lot of scope for 
more work in future. 
The approach does not 
accurately measure the 
calories. 

Food201 
segmente
d 

76.0 - 

Menu-
Match 

81.4 - 

7 Food image 
recognition 
using very 
deep 
convolution

Used deep 
learning approach 
for the 
classification and 
fine-tuned the 

UEC-Food-
100 

81.5 97.3 One important result 
of our study is showing 
that fine-tuning a pre-
trained network can 
achieve good results in 

UEC-Food-
256 

76.2 92.6 

Food-101 88.3 96.9 
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al networks 
[17] 

image recognition 
architecture 
Inception. 

a reasonable time 

8 Deep-Based 
Ingredient 
Recognition 
for Cooking 
Recipe 
Retrieval 
[18] 

Proposed deep 
architecture 
namely Arch-D 
that defines 
relationship 
between food 
and ingredients 
label through 
multitask 
learning. 

UEC-Food-
100 

82.1 97.3 The current approach 
basically cannot 
distinguish recipes for 
dishes that have the 
same ingredients but 
appear visually 
different mainly due to 
different cooking 
methods. In addition, 
our multi-task model 
could not deal with 
ingredients (e.g., 
honey, soy40 bean oil) 
that are not observable 
or visible from dishes. 
Secondly, while this 
paper considers the 
zero-shot problem of 
unknown food 
categories, how to 
couple this problem 
together with unseen 
ingredients remains 
unclear.  

VIREO 82.1 95.9 

9 Deep food: 
deep 
learning-
based food 
image 
recognition 
for 
computer-
aided 
dietary 
assessment. 
[19] 

Proposed new 
algorithm based 
on CNN and 
achieved 
impressive result 
on two datasets 
namely Food-101 
and UEC-FOOD-
256 

Food-101 77.4% 93.7% To improve 

performance of the 

algorithms a real word 

mobile devices and 

cloud computing-based 

system is needed to 

enhance the accuracy 

of current 

measurements of 

dietary caloric intake. 

UEC-Food-
256 
 

 

54.7 81.5 

10 Food 
Calorie 
Measureme

Used the Graph 
cut method and 
uses Deep 

Own 
database 
with 

99.0 - Mixed food portion 
images have not been 
considered.  
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nt Using 
Deep 
Learning 
Neural 
Network 
[20] 

convolution 
Neural Network 
to classify food 
images and have 
achieved 
remarkable 
accuracy for a 
single food 
image. 

10000 
high 
resolution 
images 

11 Food 
recognition: 
a new 
dataset, 
experiment
s, and 
results [21] 

Proposed a new 
dataset that 
contains 1,027 
canteen trays for 
a total of 3,616 
food instances 
belonging to 73 
food classes. The 
food on the tray 
images have been 
manually 
segmented using 
carefully drawn 
polygonal 
boundaries. 

UNIMINB2
016 

78.3 - The dataset designing 
by an automatic tray 
analysis pipeline that 
takes a tray image as 
input, finds the regions 
of interest and predicts 
for each region the 
corresponding food 
class. 

12 FoodNet: 
recognizing 
foods using 
an 
ensemble 
of   deep 
networks 
[22] 

Proposed a 
multilayered 
ensemble of 
networks that 
take advantage of 
three deep CNN 
fine-tined 
subnetworks. also 
proposed a new 
Indian Food 
dataset. 

Indian 
Food 
database 

73.50 94.40 The experimental 
results show that our 
proposed ensemble 
net approach 
outperforms 
consistently all other 
current state-of-the-art 
methodologies for all 
the ranks in both the 
databases. 

ETH Food-
101 

72.12 91.61 

13 Food 
recognition 
using a 
fusion of 
classifiers 
based on 
CNNs [23] 
 

Proposed a CNNs 
Fusion approach 
based on the 
concepts of 
decision 
templates and 
decision profiles 
and their 
similarity that 
improves the 

Food-101 
Food-11 

 

-  - combination of 
multiple classifiers 
based on different 
convolutional models 
that complement each 
other hence improving 
performance 
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Apart from these [4-5][10] [40-41], many researchers have tried to classify different types of 

food items with different techniques like transfer learning and hyperparameter tuning. The 

classification 
performance with 
respect to using 
CNN models 
separately. 
 
 
 
 

14 Exploring 
food 
detection 
using CNNs 
[24] 

Proposed a model 
that uses 
GoogleNet for 
feature 
extraction, PCA 
for feature 
selection, and 
SVM for 
classification. 

FCD 98.81
% 

 - 

Ragusa DS 95.78
% 

 

15 Classificatio
n of food 
images 
through 
interactive 
image 
segmentati
on [25] 

Proposed a 
segmentation 
algorithm based 
on random forest 
and has used 
Boundary 
Detection & 
Filling methods. 
Also compared 
the proposed 
algorithm with 
three existing 
methods.  

Food-101 90.5 - 
 
 
 

The proposed method 
is validated by a four-
fold cross-validation 
technique on a publicly 
available Food 101 
dataset. 

16 
 

Food image 
recognition 
by using 
convolution
al neural 
networks 
[26] 

Developed a 
model with Five-
layer CNN, and 
the first ever 
combining bag-
of-features model 
with support 
vector machine 
to achieve a high 
level of accuracy. 

ImageNet 74 - Due to limited training 
data, the CNN model 
suffered from 
overfitting. The issue 
was addressed by 
expanding the training 
data through various 
affine transformations 
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following section discusses the same. 

Rajayogi et al. [27] al have implemented different transfer learning techniques on the Indian 

food dataset. Unlike the traditional methods of building a model from the scratch, pre-trained 

models are used in this project which saves computation time and cost and also has given better 

results. The Indian food dataset of 20 classes with 500 images in each class is used for training 

and validation. The models used are IncceptionV3, VGG16, VGG19, and ResNet. After 

experimentation, it was found that Google InceptionV3 outperformed other models with an 

accuracy of 87.9% and a loss rate of 0.5893. 

Ashutosh Singla et al. [28] have implemented transfer learning on the pre-Trained GoogLeNet 

Model for food/nonfood classification and food recognition on the Food-5K dataset. The 

experimental results show an overall accuracy of 99.2% on food/non-food image classification 

and 83.6% on food categorization. 

Raheel Siddiqi [29] has shown the effectiveness of transfer learning and fine-tuning on Inception 

v3 and VGG16 for automated fruit image classification. Using Transfer learning on VGG16 best 

classification accuracy of 99.27% is achieved. Fine-tuning using VGG16 has produced 98.01% 

classification accuracy while transfer learning using Inception v3 has produced 98.1% 

classification accuracy. 

 

2.3 TIME COMPLEXITY IN CNN     

A convolutional neural network is a combination of convolutional layers, fully connected layers, 

and pooling layers. The number of parameters at convolutional layers and fully connected layers 

are known as learnable parameters, and layers with such parameters are known as learnable 

layers, which significantly affect the overall performance of the network. Till now, many 

researchers have tried to find the relationship between different hyperparameters of CNN 

through empirical research. 

Shiv Ram Dubey et al. try to find how fully connected layers and the dataset are related through 

a number of experiments with different types of datasets [30]. The datasets can be divided into 

deeper datasets and wider datasets. A deeper dataset has more images per class in the training 

set than another. A wider dataset has less number of images per class in the training set. A 

shallow neural network has one fully connected layer, whereas a deeper network is a 

combination of convolutional layers, fully connected layers, and pooling layers [31]. The 
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researchers have concluded that deeper architecture performs better with deeper datasets 

while shallow architecture achieves better results with wider datasets. The shallow neural 

network requires more dense layers for wider datasets and the deeper neural network requires 

more dense layers for deeper datasets. 

The effect of filter size on image classification has been shown by Owais Mujtaba et.al. CNN 

model, which differs by only filter size and is implemented on two datasets, namely CIFAR10 and 

Fashion MNIST [32]. Through experiments, the authors concluded that the loss increases as the 

filter size increases, while accuracy decreases as the filer size increases. The problem associated 

with less filter size is the computational cost, which is very important when dealing with large 

datasets. 

Kamil Dimililer et al. have studied how the number of layers affects the success of the model for 
the Brain Tumor Progression dataset. Several different CNN models which vary by the number 
of convolution and dense layers have been tried and tested to see their performance on the 
dataset [33]. They have observed that for sensitive results, a model which has a very less 
number of layers performs better. They have concluded that for binary classification, the result 
could be reduced by 7% by using deeper architecture. 

Sanjit Maitra et. al. has shown the input parameters’ effect on the accuracy of CNN for diabetic 
retinopathy. The input parameters such as the number of filters in one layer, number of 
convolutional layers, activation function, and size of the convolution kernel are considered [34]. 
They have concluded that the model results in higher accuracy and lower runtime when 
convolutional layers have fewer filters. Two important factors that significantly affect 
classification performance are the number of filters in convolution layers and the size of filters. 

James Mou et al. studied how a number of filters affect the accuracy of the f CNN model of the 

speech recognition model on the Libri Speech dataset [35]. They have concluded that for the 

speech recognition model, the word accuracy for the LVCSR model gets better with an increase 

in the number of filters of the convolutional embedding layer. 

Somenath Bera et al. discussed the effect of the pooling strategy on CNN. Five different pooling 

techniques have been applied to three hyperspectral types of datasets to make a comparison of 

hyperspectral remote sensing image classification [36]. The comparison has been done on the 

2D CNN model, which extracts only spatial features. They have concluded from the experiments 

that for all three datasets, max-pooling gives better accuracy as compared to another pooling 

strategy for CNN. 

From the literature survey, it is concluded that Every model has its own limitation due to the 
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nonlinear nature of food. Food image recognition is a hot topic in computer vision, and the use 

of convolution neural networks has improved the result accuracy of food image recognition. It is 

found from the literature survey that no work has been done till now to classify Gujarati Food 

Images and most importantly there is no dataset available for Gujarati Food items.  

As a resident of Gujarat and considering Gujarati Food this research work proposes a model 

which can classify Gujarati Food Images accurately with less amount of time.  
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3. Traditional Gujarati Food Dataset (TGFD) 

 
3.1 Creating TGFD 

A new dataset has been created for Traditional Gujarati Food items (TGFD). There are many 

Gujarati Food items, from which the famous Gujarati Food items have been selected in such a 

way that they all have almost the same color with minor variations. This makes it more 

challenging to develop a model that classifies them correctly.  The dataset contains five food 

items, namely Dhokla, Handvo, Khakhra, Khandvi, and Patra, as shown in Fig. 2. The dataset 

consists of unique images collected from the internet, pictures taken using mobile phones, 

and real images captured by visiting different restaurants. To consider images from different 

aspects various poses, rotations, lighting, and shapes were considered while collecting 

images. There are a total of 1764 images with at least 300 images per class in the dataset, 

which are divided into training, validation, and testing with 70%, 20%, and 10% respectively. 

A validation dataset has been introduced to fine-tune the model hyperparameters and to 

avoid overfitting [37,38]. This means the model occasionally sees the data but never learns 

from it. The number of images has been increased by implementing different augmentation 

techniques as discussed in the following section for better performance of the model. 

  
  

Fig. 2 Sample Food Items from Traditional Gujarati Food Dataset 
 

3.2 Data Augmentation 

An effort is made with extraordinary augmentation techniques to expand the dataset 

artificially in order to achieve high accuracy and avoid overfitting. The images are resized to 

224x224 before processing. The images are rotated at 45,90,135 and 180 degrees randomly to 

give correct predictions from any angle. The weight_shift_range and height_shift_range are set 

to 0.3 after multiple experiments, which helps to view incomplete images more clearly and 

 
         Dhokla                    Handvo                 Khakhra              Khandvi                 Patra     
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predict correctly. The shear_range and zoom_range are set to 0.3, which is used to transform 

the orientation of the image. The horizontal flip parameter is set to true to flip the images 

horizontally, which helps to predict different patterns in order to increase accuracy. 
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4. Improved Selective Median Filter (ISMF) 

 

Image pre-processing is a technique that improves image quality by removing noise and unwanted 

objects from the background. Noise means variation in the brightness of an image or a blurred image. 

There are different noises, such as salt and pepper noise, Gaussian noise, and Rician Noise. Natural 

images are affected by these, but food images are affected by impulse noise due to poor illumination 

quality of the camera, poor lighting, or blur image.  The food image quality parameters are primarily 

resolution and impulse noise. Images captured by cameras or downloaded from the internet contain 

a lot of noise. It is necessary to remove the image noise so the interesting content can be highlighted. 

This chapter highlights the significance of such work in the context of food images.  

4.1 MEDIAN FILTER 

A median filter is the famous filtering technique used for removing impulse noise. It is a non-linear 

filter technique where the value of each reconstructed pixel is equal to the median of its nearest 

neighbors in the input image [39]. 

The drawback of a median filter is, it performs uniformly throughout the image irrespective of 

whether the image pixel is corrupted or not. [40] The median filter is effective in the case of low 

noise density only. While the noise density is higher than 50%, the size of the filtering window should 

to be enlarged to suppress serious noise which leads to edges and details being blurred. [41] 

To limit this deficiency, first, noisy pixels should be identified and then replaced by the filter operator, 

while other pixels remain unchanged [42]. Based on this fact, to improve noise suppression and detail 

preservation simultaneously a new filter has been proposed.  

4.2 IMPROVED SELECTIVE MEDIAN FILTER 

In food images, it is very necessary to retain edges after pre-processing an image, as detects the 

shape of an image. To overcome the limitation of the median filter, a novel median-based method 

“Improved Selective median filter (ISMF)" has been proposed which is able to differentiate between 

noisy and healthy pixels. The Proposed algorithm sorts all the elements of the extracted window 

while the median filter only checks for the fifth pixel of the window. The pixels that lie between 0 and 

255 is considered to be noisy otherwise the pixel is termed healthy. All the operations are performed 
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in a fixed 2D Kernel of size 3X3. Any operation performed is based on the pixel values in the current 

processing window.  

This approach only treats the noisy pixels, which reduces the time complexity and search space and 

improve the performance at the same time. The proposed method is simple, easy to implement, and 

requires very little computation. In this work, the emphasis is given to removing impulse noise from 

food images. The algorithm for ISMF has been shown in Fig 3. 

Step 1: To begin, select a 3x3 2D window. 

Step 2: The process begins from the center pixel (Pij). 

Step 3: If the value of Pij is between 0 and 255, then it is not the corrupted pixel and its value 
remains unchanged. 

Step 4: If Pij = 0 or Pij = 255, then the pixel is noisy and its value will be calculated as below. 

4.1 If all the neighbors are noisy, then take the mean of all the elements and replace the 
Pij value with the same. Even if we take the median of the elements, it will be noisy. 

4.2 If some of the pixels are noisy, calculate the number of noisy pixels and store the value 
in the variable noisy pixel (NP). The value of Pij will be decided according to the following 
conditions: 

4.2.1 If NP =2, then convert the array into 1D and arrange the elements in 
ascending order. Remove the corrupted pixel from the array. Find the median of 
the remaining elements of the array. Replace the result value with the corrupted 
pixel Pij. 

4.2.2 If 3<=NP<=5, then convert the array into 1D and arrange the elements in 
increasing order. Eliminate the noisy pixel from the array, find the mean of the 
remaining elements, and replace the resultant value with the noisy pixel.  

4.2.3 If NP >=6, then find the window's min, max, and med values, where min is the 
window's minimum element, max is the window's maximum element, and the med 
is the window's median. If max>med>min, then replace the median with Pij, else 
keep the original value and move to the next pixel by increasing the window size 
from 3x3 to 5x5. 

Step 5: Move to the next pixel and repeat steps 1 to 4 for all the remaining pixels of the 
image.  

 

Fig. 3 ALGORITHM ISMF 

To check the performance of the proposed model, Image noise density has increased from 10% to 
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90%. The window size of 3X3 for all filters has been considered. The performance comparison of 

ISMF has been made with the original median filter using the matrices PSNR (peak signal-to-noise 

ratio) and MSE (Mean Square Error). Table 2 shows the PSNR and MSE for the ISMF and original 

median filter by increasing noise from 10% to 90% for different images. The higher PSNR result 

indicates better image denoising.  

The lower MSE resultant pixel indicates better image quality. PSNR and MSE are calculated using 

Eq1.and Eq2. 

PSNR = 10log10 𝑋 (
2552

𝑀𝑆𝐸
)    Eq. 1 

 

MSE =
1

𝑎∗𝑏 
∑ ∑ (𝑁𝑖, 𝑗 − 𝐶𝑖, 𝑗)2𝑏

𝑗=0
𝑎
𝑖=0                  Eq. 2 

 

Here Ni,j and Ci,j  denotes the original image and restored image, a and b are the width and height of 

an image. 

 

 

        Table 2: Comparison of Median filter and ISMF on TGFD 
 

  

For performance, TGFD has been considered. The performance comparison of PSNR and MSE of the 

Standard Median filter and ISMF has been shown in Table 2.  

 It is proven from the above table that PSNR increases as the noise increases in images from 10% to 

90 % and MSE decreases accordingly. It proves ISMF performs better than the standard median filter 

in each of the cases. As compared to the median filter the MSE for ISMF has decreased by 3 to 5 % 

which is remarkable. The graphical representation of the same has been shown in Fig.4. 

 

Noise 
Density in 
%   

Median Filter Improved Selective Median Filter 

PSNR MSE PSNR MSE 

10 47.86 0.8755 76.48 0.0212 

20 48.56 0.8466 76.25 0.0546 

30 47.25 0.7855 79.54 0.0475 

40 49.78 0.8965 80.25 0.0325 

50 35.89 0.7845 81.48 0.0254 

60 32.45 0.7895 79.25 0.0154 

70 21.69 0.8566 83.45 0.0212 

80 25.89 0.8854 85.78 0.0114 

90 23.45 0.9014 88.23 0.0110 
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    MSE performance for Different Noise          PSNR performance for Different Noise 
  
 Fig.4 Comparison graph of PSNR and MSE for different noise for Food image 
 
 Fig.5 shows the image output after applying ISMF and Standard Median filter. It is clear from Fig.4  

and Fig.5 that ISMF performs better than the standard median filter and also preserved the edges of 

food images and gives better visualization of images. 

 

 

 

 
(a) Noisy Image         (b) Standard Median Filter                    (c) ISMF 

     Fig. 5: Applying filters to noise images: (a) Noisy image (b) Standard median filter (c) ISMF 
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5. Optimization Through Transfer Learning 
 

This chapter briefly explains the implementation of simulation and transfer learning on pre-built 

models to improve performance.  

5.1 SIMULATION 
 

Simulation is an important research method to understand the operational behavior of the model 

[4]. There are an ample number of pre-built models that exist, like VGG16, Alexnet, and Inceptionv3, 

which are already trained on the ImageNet dataset and give remarkable performance [43]. In order 

to check the performance of the pre-built model on the newly created TGFD, this research work has 

considered VGG16, VGG19, Resnet50, Inceptionv3, and Alexnet to check its training and testing 

accuracy, and their results are as shown in Table 3. 

 

  Table 3:  Classification accuracy of models in Simulation 

 

The highest accuracy achieved was 81.58% by the Inceptionv3 model, but the classification loss was 

20.31%, which is very high. This loss is further increased with the number of epochs, resulting in 

overfitting the model. None of the models provide satisfactory classification accuracy on TGFD. To 

increase the classification accuracy of TGFD with more efficiency and at same time reducing the loss, 

an effort is made to implement the strong transfer learning techniques.  

5.2 TRANSFER LEARNING 
 

In transfer learning, the upper layers of the Convolutional neural network are more generic in nature 

while the lower layers are more task-specific. It is a good idea not to change the upper layers as it 

has generic features that can be the same for other models and might be trained on different 

datasets [4-5]. The classification part of the model can be changed, by freezing the rest of the layers 

to load the trained weights of the model [40-41]. Now, the remaining CNN acts as a fixed feature 

Model Name Simulation Test Accuracy (%) Test Loss (%)  

VGG16 78.24 12.15 

VGG19 80.45 11.77 

ResNet50 45.56 0.69 

Inceptionv3 81.58 20.31 

Alexnet 58.87 6.23 
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extractor for the new dataset. Fig.6 shows the architecture of Transfer Learning. 

 

 

Fig. 6 Transfer Learning 

Transfer Learning has been implemented by changing the classification layer of the model and 

freezing the rest of the layers of the model. In addition to that, a flatten layer followed by a fully 

connected layer with Softmax activation function has been added to the model. The model is 

compiled using Adam optimizer. Initially, all the models run for 500 epochs, but it has been observed 

that after 100 epochs, accuracy is not improving. The result of classification accuracy after 

implementing Transfer Learning on TGFD for 100 epochs is shown in Table 4.  

 
        Table 4:  Classification accuracy of models in Transfer Learning 

 
As seen in Table 4, ResNet50 does not give good accuracy as the model starts overfitting after 70 

epochs. A TGFD is a deeper dataset and deeper architecture gives better results with it [31]. Alexnet 

fails to achieve good accuracy as it is a shallow architecture. The highest accuracy achieved is 

86.22% by the Inceptionv3 model. The model contains 256,005 trainable parameters. The accuracy 

is better than the result of the simulation but not optimal and it is taking large amount of time and 

has 256005 Trainable parameters. To further improve the classification results on TGFD dataset, 

fine-tuning has been done on the models. 
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Model Name Simulation Test 
Accuracy (%) 

Transfer Learning 
Test Accuracy (%) 

Trainable 
Parameters 

VGG16 78.24 83.91 125,445 

VGG19 80.45 85.06 125,445 

ResNet50 45.56 52.3 501,765 

Inceptionv3 81.58 86.22 256,005 

Alexnet 58.87 62.93 21,136 



31 
 

 

 

6. Optimization Through Hyperparameter Tuning 

 
As hyperparameter tuning improves classification accuracy, an effort was made to implement 

transfer learning along with fine-tuning [5]. Fine-tuning is more flexible as the feature extraction 

part of the model along with the classification part can be changed. It is possible to Fine-tune all 

the layers, but it is always a good practice to fix the upper layers as it contains more generic 

features [10].  

Fig. 7 shows the architecture of Fine-tuning. 

 

 

Fig. 7. Fine-tuning  
 
In this research work the following changes have been made. The last Convolutional layer and the 

pooling layer have been changed, keeping the other layers frozen. A new dense layer along with a 

dropout has been added [44]. The parameters of the model are as below: 

➢ The dropout rate is set to 0.5 as this gives the best results with hidden layers and dense 

layers [44]. 

➢ When there are more than two classes, Softmax is preferable as it returns probabilities of 

each class so in the last layer Softmax activation function has been used [50]. 

➢ After doing experiments with other optimizer an Adam optimizer has been used to 

compile the model as it gives the best classification accuracy for TGFD.  

➢ A learning rate of 0.002 has been chosen for Adam optimizer with the use of a learning 

rate range test [45] 

➢ The categorical cross-entropy has been used as a loss function as it is a multi-class 

classification model [51]. 

➢ The models run for 100 epochs. 

The five models VGG16, Resnet50, Inceptionv3, VGG19, and Alexnet have been fine-tuned with 
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these parameters and their corresponding accuracy for TGFD along with trainable parameters are 

as shown in Table 5. 

 

 

      Table 5:  Classification accuracy of models in Fine-Tuning 
 

 
 

As shown in Table 5, the Inceptionv3 model achieved the best classification accuracy of 89.36%. with 

22,024,357 trainable parameters. The training loss is increasing with the number of 80 epochs in the 

ResNet50, resulting in model overfitting.  

 

Simulation, transfer learning, and fine-tuning have been implemented for five models, namely 

VGG16, VGG19, Inceptionv3, Alexnet, and Resnet50. The best classification accuracy achieved by 

Inceptionv3 after transfer learning is 86.22% and after fine-tuning it is 89.36%. By implementing fine-

tuning, the classification accuracy of Inceptionv3 has been increased by 8% compared to simulation. 

 

The results achieved by the experiments conducted in sections 4 and 5 show that by implementing 

transfer learning and fine-tuning, the testing accuracy has been increased by at least 5% and 8%, 

respectively, proving that transfer learning along with fine-tuning significantly improves classification 

accuracy. 

 

As TGFD is a deeper dataset and according to the research findings, a deeper network gives better 

results with deeper dataset [31]. As Alexnet is shallow architecture it doesn’t give a good result with 

TGFD. 

 To resolve the issue of overfitting and to further improve the classification accuracy, a model from 

scratch has been developed . 

 

 

 

 

 

 

 

Model Name Fine-tuning Test Accuracy (%) Trainable Parameters 

VGG16 85.23 14,840,133 

VGG19 87.3 20,149,829 

ResNet50 62.32 23,587,712 

Inceptionv3 89.36 22,024,357 

Alexnet 68.73 28,063,621 



33 
 

 

 

7. DRCNN-Depth Restricted Convolution Neural 
Network 

 

All the pre-built Deep Convolutional Neural Networks like VGG16, Inceptionv3, VGG19 have a 

large no. of layers and, hence contain a huge number of parameters [46]. Such networks need 

hours, days, or even weeks to train. Also, the classification accuracy achieved by Inceptionv3 

after transfer learning is 86.22% and after 

fine-tuning it is 89.36% which can be further improve. So, in order to reduce amount of time 

required to train a model with improved classification accuracy lightweight network model 

having less number of parameters and a small Convolutional kernel size is required. This 

research work has tried to developed a more accurate and efficient model for classifying 

Gujarati Food dataset with less number of parameters. 

 

To make the model lightweight it has been constructed with 11 Convolutional layers, 4 Max-

pooling layers followed by one fully connected layer, and a SoftMax layer. The proposed model 

named “The Depth restricted Convolutional neural network (DRCNN)”. Fig.8 shows the 

architecture of the proposed model DRCNN.  

 

  Fig. 8 Architecture of the proposed model DRCNN 

7.1 Hyperparameter Selection for DRCNN Using Empirical Analysis 
 

For any CNN model, it is very necessary to decide the hyperparameters like the number of 

convolutional and the number of fully connected layers, batch size, kernel size, number of 
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filters in a layer, optimizer, and learning rate, etc. From the literature survey, the following 

research observations have been found and based on this study The DRCNN model has been 

built. 

➢ There are two types of datasets: Deeper and Wider. A deeper dataset has more images per class 

than a wider one. A deeper architecture works best with deeper datasets and a shallow 

architecture with wider datasets [31]. the proposed dataset, TGFD, is a deeper dataset as it has 

more number of images per class. Hence deeper network gives better results with it.  

➢ The number of convolutional and fully connected layers directly affects the runtime of the 

model. So, less number of layers should be selected in order to reduce computational complexity 

[33]. 

➢ The lower filter size can increase the performance of the model. The lower filter size and low 

learning rate were chosen for DRCNN in order to increase the accuracy of the model [47].  

➢ When the learning rate is low, a lower batch size gives a better result. A lower batch size of 32 

has been chosen for DRCNN as it helps to improve accuracy with a low learning rate [48]. 

➢ When the number of layers is greater, keeping the lower learning rate gives a better result [48]. 

➢ The model results in higher accuracy and lower runtime when convolutional layers have fewer 

filters [35].  

➢ The number of filters in convolution layers and the size of filters have a significant effect on the 

accuracy of the system [47]. 

➢ The max-pooling layer reduces the parameter count, which decreases computational complexity 

[36]. So, in DRCNN max-pooling has been used in order to reduce model complexity.  

➢ The accuracy of the model depends more on the number of convolution filters in one layer and 

the size of the convolution kernel and less on the number of convolutional layers or the depth of 

the network [34]. 

The proposed model has a lower number of convolutional and dense layers as compared to all 
the pre- 
trained models. Since it restricts the depth of the model the name given as DRCNN. 
 
Based on the selected hyperparameters, a model from scratch has been developed and is able to 

achieve better accuracy compared to previous implementation with minimum loss. 

 

The input images are converted to 224x224x3 and given as input to DRCNN. Batch Normalization 

(BN) has been added after each Convolutional layer to make the training and learning of DRCNN 

faster and easier. A higher learning rate (LR) can be obtained by adding BN layers without 

compromising convergence [49]. Each Convolutional layer is followed by a pair of BN and Relu 

activation functions to increase classification accuracy and handle nonlinearity. Relu activation 

function has been used except for the last layer as it is easy to train and often achieves better 

performance [50].  
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  The model compiles using the following parameters. 

• The trainable parameter in the model is 481,557.  

• Adam optimizer is a combination of AdaGrad that can deal with sparse gradients and 

RMSProp, which is able to deal with non-stationary objectives. It requires less memory, 

easy to implement, and also computationally efficient. Hence, for the proposed model 

Adam optimizer is used [55]. 

• The learning rate is set to 0.0001 for the Adam optimizer on TGFD using Cyclic Learning 

Rate [45]. 

• The categorical cross-entropy loss function has been used for error calculation it is a multi-

class classification model [51].  

 

The algorithm to train TGFD on DRCNN has been shown in Fig.9 

Algorithm Steps: 

Input: 

Training, Validation and Testing instance set ‘T’, an Image set and a label value  

Image Set I(i) = {I1(i), I2(i),…..,In(i)}  

Label Set L(i) = {Class1, Class2, ------, Class n}  

Initialization: 

Step 1: Collect the images from mobile, Internet and Real images clicked by visiting restaurants to 

prepare the dataset. 

Pre-processing Phase: 

Step 2: For each instance of input data, 

Remove Background Noise 

Resize the image into the specified range 

Step 3: Apply augmentation techniques to increase the size of data artificially 

Define the model:  

Step 4: Construct the model Depth Restricted convolutional neural network  

Step 5: Extract the input, output, and intermediate properties of layers in the model 

Step 6: Configure the model and load the data in the model DRCNN 

Feature Extraction Phase: 

Step 7: Apply activation functions to get features dataset from selected or configure layer of the 

model 

Step 8: Prepare feature dataset and its equivalent target label for hyper-parameter tuning, 

training, and testing of model 

Parameter Hyper tuning Phase: 

Step 9: Select the optimizer and learning rate for the model 

Step 10: Compile the model 

Training Phase: 
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Step 11: Initialize the parameter tuned for a model of DRCNN 

Step 12: Initialize the feature data and label data for the training dataset. 

Step 13: Train the model for DRCNN algorithms. 

Validation Phase: 

Step 14: Initialize the feature data for the validation dataset. 

Step 15: Validate the model DRCNN 

Testing Phase: 

Step 16: Initialize the feature data for the testing dataset. 

Step 17: Load the trained model of DRCNN algorithms. 

     Step 18: Check the Testing accuracy of the model to check the model’s efficiency. 

     Fig. 9 Algorithm to train TGFD of DRCNN 

     

7.2 Experiments and Results 
 

To see the effect of TGFD on DRCNN the experiments were implemented on an Intel i7-9750H 

Lenovo Legion Y540 CPU @ 2.60GHz processor, which supports a multicore processor equipped 

with a GeForce GTX 1650 NVIDIA GPU with 8GB of memory. Python 3.8.8 was used in the Deep 

Learning Framework, and Python 3.8.8 was used in Keras 2.7 and TensorFlow 2.7. The 

performance evaluation of the model is measured using the parameters like accuracy, F1 Score, 

precision, and recall. 

Table 6 shows the results for the DRCNN and fine-tuned models with classification accuracy 

along with the number of parameters, number of convolutional layers and fully connected layers 

used. 

 
      Table 6: Comparison of the DRCNN with Fine-tuned existing Models 
   

Model Name Classification 
Accuracy (%) 

No. of Parameters Convolutional 
Layer/Fully 

Connected Layer 

VGG16 85.23 138,357,544 13/3 

VGG19 87.3 143,667,240 16/3 

ResNet50 62.32 25,636,712 >17/1 

Inceptionv3 89.36 23,851,784 >60/3 

Alexnet 68.73 62378344 5/3 

DRCNN 95.48 482069 11/1 

 

It can be seen from Table 6 that the DRCNN model achieves a remarkable classification accuracy 

of 95.48%, which is more than all the fine-tuned models. The DRCNN model contains 482069 
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parameters, which is 48 times less than the Inceptionv3 model, which gives the highest 

classification accuracy after fine-tuning among all the pre-trained models. The validation loss of 

DRCNN is only 0.8041. Since DRCNN has less number of parameters it takes 30 minutes to run as 

compared to another pre-built model which has millions of parameters and hence takes 50 to 60 

minutes to run. Though TGFD is a balanced dataset along with accuracy the other evaluation 

parameters, namely precision, F1 score, and sensitivity has been considered as accuracy 

sometimes bias to classes and misleading. The results of same models have been shown in Table 

7.  

 

         Table 7: Performance of models on TGFD dataset based on evaluation parameters 
 

 

The training and testing accuracy is shown in Fig. 10, and the training and testing loss is shown in 

Fig 11. The DRCNN runs for 500 epochs but the accuracy and loss graph has been shown for 100 

epochs. 

 

 
             Fig. 10 & 11 Accuracy and Loss curves for DRCNN with Training epoch   set to 100 
 

From this figure, we can say that the constructed models testing accuracy is more as compared 

to training. 

 

 

 

 

 

Model Accuracy (%) Precision Sensitivity F1 Score 

VGG16 85.23 0.82 0.93 0.87 

VGG19 87.3 0.75 0.86 0.80 

Alexnet 68.73 0.81 0.76 0.78 

GoogleNet 89.36 0.82 0.88 0.83 

Resnet50 62.32 0.92 0.67 0.77 

DRCNN 95.48 0.95 0.90 0.92 
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7.3 Testing DRCNN 
 

The effectiveness and performance of DRCNN is tested in two ways. In the first case, the DRCNN 

is tested by increasing the types (class) of Gujarati food images and in the second case The 

DRCNN is run with different food datasets to see its generalizability. 

 

 Test Case 1 
 

TGFD is extended and the DRCNN is tested on a greater number of Gujarati food classes. TGFD 

has been Extended from 5 food classes to 20, by including food items like muthiya(99), 

khichu(81), poha(110), thepla(104), chapati(400), puri(400), white rice(400), biryani(358), Gulab 

Jamun(170), salad(400), Gujarati dal(400), dabeli(108), samosa(400), upma(400). The total food 

items in Extended TGFD contain a total of 6080 images. The DRCNN is run in the same 

environment, compiled with Adam optimizer at a learning rate of 0.0001 for 100 epochs. The 

same experiments were conducted on all fine-tuned models to compare the results. The results 

obtained by the experiments are shown in Table 8.  

 

It is observed from Table 8 that when food classes are increased the accuracy of DRCNN 

increases while in other pre-built model, the accuracy decreases. The performance of DRCNN is 

improving with a large number of images. 

 

Table 8: Comparison of Fine-tuned Inceptionv3 and DRCNN for a greater number of food classes 
 

No. of 
Gujarat
i food 
class 

 

No. of 
Gujarat
i food 

images 
 

 
VGG1

6 

 
VGG1

9 

Inceptionv
3 

(%) 

 
Alexne

t 

 
Resnet5

0 

DRCN
N 

(%) 

5 1747 85.23 87.3 89.36 68.73 62.32 95.48 

7 2016 76.21 73.79 81.65 70.23 58.54 91.12 

10 2311 70.59 73.95 75.76 71.24 55.54 93.36 

12 3110 70.44 72.01 77.61 72.45 54.85 92.98 

15 4310 72.37 66.64 85.7 65.54 52.21 93.76 

20 6080 75.49 70.23 67.5 69.32 50.25 96.10 

 
Test Case 2 

In this test case, all the models are tested for different existing datasets having different types of 

food items to check their versatility. The datasets considered are Food20, Indian-100, Food-101, 
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FFML Dataset, and UECFOOD100 and the details are shown in Table 9 [56-59] The models run for 

two datasets of Indian food. 

 

Table 9: Result of DRCNN for Different Datasets 
 
Name 

of 
Datase

t 
 

Type of 
Food 

item in 
the 

dataset 

No. 
of 

food 
class 

No. of 
food 

images 

Accur
acy of 
VGG1

6 
(%) 

Accur
acy of 
VGG1

9 
(%) 

Accur
acy  
of 

Incep
tionv

3 
(%) 

Accur
acy of  
Alexn

et 
(%) 

Accur
acy of 
Resn
et50 
(%) 

Accu
racy 
of 

DRC
NN 
(%) 

TGFD Gujarati 5 1747 85.23 87.3 89.36 68.73 62.32 95.48 

Food20 Indian 20 2000 56.62 70.78 70.56 19.32 45.58 95.5 

Indian-
100 

Indian 50 5000 57.23 58.12 65.47 27.4 17.12 97.7 

Food-
101 

All Mix 
types of 

Food 

101 101000 67.34 69.34 53.38 35.25 35.89 98.98 

FFML 
Dataset 

Romania
n food 
dishes 

424 1281 47.12 54.23 48.01 23.45 17.26 99.79 

UECFO
OD100 

Japanese 
food 

100 14461 54.67 57.89 60.21 50.12 57.12 99.10 

 

Following are the observations after the experiments: 

 

Observation: 

 

➢ It has been observed that other pre-built models do not give good results on all datasets but 

DRCNN gives remarkable accuracy on all types of datasets, especially on FFML and 

UECFOOD100 which is almost 100%. 

➢ Alexnet and Resnet50 give a poor performance on all types of datasets. 

➢ VGG16 and VGG19 give good performance for FOOD20 but for the rest of the dataset, the 

performance is not good. 

➢ Inceptionv3 fails to give good accuracy in almost all other types of datasets. 

 

It can be concluded from above observations that the pre-built models are not sufficiently 

generalized. It is also difficult to adapt them practically because of poor speed and contains more 

number of layers which requires more time in execution. Most of the pre-built models are 

complex in nature and suffers from overfitting problem with different food classes.  
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8. Time Complexity of CNN Models 

 

The convolution neural network is gaining a lot of popularity in image classification problems 

nowadays. It has been used in many different classification problems, like medical imaging, 

handwritten digits, image classification, etc. It is very critical to estimate the time required by the 

model to achieve the desired task [52]. The proposed work involves computational studies to find 

the factors that affect the model’s performance, the time each layer takes to run, and how it 

affects the model's overall performance. As it is not feasible computationally to try every possible 

combination of all input parameters, the chosen hyperparameters for the work are the number of 

convolution layers, number of dense layers, pool size, size of filters, size of neurons, number of 

filters and size of the convolution kernel [32]. 

Among all the operations, convolutional layers, pooling layers, and dense layers are the important 

ones. The number of parameters at any layer is the count of "learnable" elements. The input layer 

provides the shape, but it has no learnable parameters. The pooling layer does not have learnable 

parameters but it helps in reducing the dimension of the feature map and the parameter count 

result in reduced computational complexity. According to Kaiming He et al., fully connected layers 

and pooling layers take only 5 to 10% of the computational time and 90% of the time is taken by 

Convolutional layers [53]. We can reduce the time complexity by wisely choosing the number of 

convolutions and fully connected layers. Kaiming et al. have proposed a formula for only the 

convolution layer which does not consider many factors like batch size and Learning rate. After 

Extensive research and scientific methods, this research work proposed a formula to find the time 

complexity of a whole CNN model. Though dense layers affect only 5–10% of the complexity of the 

model [53], this research work has considered convolution layers and fully connected layers in 

order to find the computational complexity of the model accurately. 

Each convolutional layer contains filters that have a depth, number of kernels and filter size, which 

varies for each convolutional layer. The computational complexity of a convolution layer is a 

multiplication of these parameters. The total computational complexity of convolution layers is 

obtained by doing a summation of the complexity of the individual convolution layer. 

By considering the learning rate and batch size, the time complexity of the convolution layer can 

be calculated as per Eq.1 

 (∑ 𝑘𝑛−1
𝑑
𝑛=1 ⋅ 𝑠𝑛

2 ⋅ 𝑓𝑛 ⋅ 𝑙𝑛
2) ⋅ 𝑟1 ⋅ 𝑏1                                 (1) 

Here d is the depth of the convolutional layer, ln is the length of the output feature map, fn is the 

number of filters in the nth layer, Sn is the length of the filter, kn-1 defines the number of input 
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channels in the lth layer, r1 is the learning rate, b1 is the batch size. 

Considering a Fully connected layer, each layer consists dimension of the input/output channel, 

the width of the input, the height of the input, and the number of outputs.These parameters are 

linked to one another. It is a layer that connects higher layers with the output layer. This layer 

contains a number of neurons which will vary for each layer and the output size depends on these 

neurons. To calculate the time complexity of each fully connected layer it is require to multiply 

the parameters of each fully connected layer and finally add all the layer’s complexity in order to 

find the total complexity of all fully connected layers of the model 

The time complexity of the fully connected layer can be calculated as per Eq.2. 

       (𝛴𝑙=1
𝑓

𝐷 ⋅ 𝑊 ⋅ 𝐻 ⋅ 𝑁)                      (2) 

Here f is the Depth of the fully connected layer; D, W, H, and N define the Dimension of the 

input/output channel, the width of the input, the height of the input, and the number of outputs 

respectively. 

The total time complexity of a CNN model can be calculated as per Eq. 3. 

(∑ 𝑘𝑛−1
𝑑
𝑛=1 ⋅ 𝑠𝑛

2 ⋅ 𝑓𝑛 ⋅ 𝑙𝑛
2) ⋅ 𝑟1 ⋅ 𝑏1       +         (𝛴𝑙=1

𝑓
𝐷 ⋅ 𝑊 ⋅ 𝐻 ⋅ 𝑁)              (3) 

To prove it practically, eight different architectures have been created as shown in Table 10. The 

architecture named from A to H varying by the size of filters, number of convolutional layers, 

number of filters, number of fully connected layers, and kernel size [54] to examine the effect of 

each layer according to Eq.1 and Eq.2 and the overall time required to run the model on TGFD.   

    Table 10: CNN Architectures with parameters 

Model Number of 
Convolutio
nal Layers 

Number of 
Filters 

Pooling 
size 

Filter size Number of 
Dense 
layers 

Neurons in 
each Dense 

layer 

Time (In 
Seconds) 

A 2 64,32 2X2, 1X1 5X5, 3X3 1 20 1208 

B 2 32,16 2X2, 1X1 7X7,5X5 1 20 1189 

C 2 16,8 2X2, 2X2 3X3, 3X3 1 20 1216 

D 2 16,8 2X2, 2X2 5X5, 3X3 2 64,20 1270 

E 3 64,32, 

16 

2X2,2X2,

1X1 

3X3,3X3,3X3 3 128,64,20 1645 

F 2 64,32 2X2, 2X2 5X5, 5X5 3 128,64,20 1119 

G 2 64,32 2X2, 1X1 3X3, 3X3 2 64,20 1290 
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After a detailed investigation of the experiments following are the research observation which 

will be helpful to a new researcher to design a CNN model. 

Observation 

➢ Models A, B, and C have the same number of convolutional and fully connected layers, but 

they take different amount of time to run as the parameters of the model vary with the 

number of filters and size of filters. Hence, it proved that the time complexity of the model 

also depends on the number of filters and size of filters along with the number of convolution 

layers. 

➢ Model A and B has the same number of convolutional and fully connected layers, the same 

pooling size but they vary by the number of filters and filter size. The time taken by A is 

greater than B proving that the number of filters and size of filters has a significant effect on 

the time complexity of the model. 

➢ Model E has 3 convolution and 3 fully connected layers, so it took the highest  time as 

compared to all other models. 

➢ Model E and F has same number of dense layers but E has one more convolutional layer than 

F. as the convolutional layer takes 90% of the computational time there is a huge difference in 

the time taken by both models to run. 

➢ Model C and D has same number of convolutional layers but D has one more dense layer than 

A.as the dense layer only takes 5 to 10% of the computational time there is not much 

difference in the time taken by the model D. 

➢ Models A and F have the same number of convolution layers, but F has more fully connected 

layers, but model F has more filter size as compared to model A, so model F took less time to 

run compared to model A. This shows that keeping the filter size higher can reduce the 

accuracy of the model but decrease the computational cost of the model. The filter size is 

inversely proportional to the accuracy of the model [13] 

➢ Models E and H have the same number of convolution layers and all other parameters except 

fully connected layers.  

➢ Model H has 2 fully connected layers hence it takes less time than model E, which has 3 fully 

connected layers. 

➢ The number of operations for a convolution layer is much larger than the number of 

operations for a dense layer. 

➢ The per epoch time for a dense layer is greater than the per epoch time of the convolution 

layer. 

➢ It is also not necessary that a greater number of parameters require higher operations. 

➢ It is not necessary that if the model has a higher number of layers, it also has a higher    

Computational complexity. 

H 3 64,32, 

16 

2X2,2X2,

1X1 

3X3,3X3,3X3 2 128,20 1600 
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➢ An optimizer, batch size, filter, and neurons greatly impact the time taken by the model.  

➢ The convolutional layers, max pool, and fully connected layers directly affect the performance 

of the model [52].  

 

 

Fig.12 shows the time complexity of each of the model. 

 

 
 

   Fig. 12: Time Complexity of each model based on chosen parameters  
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9. CONCLUSION 

Food identification is the first step for proper dietary assessment. Proper identification of food 

can be done with good-quality images. For that pre-processing is required. Image pre-processing 

is helpful to increase the quality of an image before further processing. This research work 

proposes a new algorithm ISMF that works in two phases. In the first phase, the corrupted pixel 

is identified and secondly, the algorithm is applied only to noisy pixels which saves computational 

time. The experiment results reveal that the ISMF performs better than the median filter in 

removing the impulse noise from the images by preserving edges and fine details so processing 

the result images can give better accuracy. ISMF sorts all the pixels of the window while the 

median filter only sorts the value of center pixel of the window. The PSNR and MSE value is also 

better than the median filter proving ISMF gives better performance and reduces error. 

 

❖ The first attempt to classify Gujarati food items is made in this research work. A new dataset 

named TGFD has been developed which consists of five items, namely Dhokla, Handvo, Khakhra, 

Khandvi, and Patra. Multiple empirical research have been done by using different learning rates, 

to see their effect on the accuracy of the model. Ways of improvising the accuracy have also 

been implemented, like data augmentation, hyperparameter tuning, and using batch 

normalization and dropout. 

 

❖  Transfer learning has been implemented on pre-trained models, namely Alexnet, VGG19, 

Resnet50, VGG16, and Inceptionv3 in order to see the performance on TGFD.  

 

❖ Fine-tuning has also been applied in order to increase the accuracy by changing the feature 

extraction part along with the classification part, and the results have been compared.  

 

❖ To further improve classification accuracy and to design a lightweight model a Depth 

Restricted Convolutional Neural Network has been proposed. The model has been built by tuning 

several hyperparameters. The TGFD dataset is the trained and tested on the DRCNN and achieves 

95.48% of remarkable classification accuracy with a loss rate of 0.8041. The DRCNN model size is 

48 times smaller than the Inception v3 model. The model’s outstanding results on extended 

TGFD and different types of food datasets proves its versatility. 

 

❖ The time complexity of any CNN model is a practical issue that all researchers find nowadays. 

Finding time complexity helps the researchers decide the impact of each hyperparameter they 
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choose for building a model. This research work tried to find the time complexity of the model 

and that which are the crucial parameters for determining the time complexity of the model.  
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