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CHAPTER 6

ESTIMATION II THE TRUNCATED BINOMIAL DISTRIBUTION

6.1 Introduction

The uses of zero-truncated binomial distribution 
were discussed by Fisher /“18J7, Haldane ( £~20_7,

£ 21_7 ) and Finney £"17J. lor example, in problems 
of human genetics, in estimating the proportion of 
albino children produced by couples capable of producing 
albinos, sampling has necessarily to be restricted to 
families having atleast one albino child. The problem 
of estimating the proportion p of the zero-truncated 
binomial distribution has been discussed by fisher /“lej?’, 

Haldane £“21 _7, Finney £“17_7, Patil ( £”29_/, £~30_7 ) 
and Rider £~36__£. The different types of the estimators 
of the proportion p in this case can be classified as
(i) the maximum likelihood estimator, (Fisher £“18_/, 

Haldane £~20_/, £“21 J, Finney £“l?_/ and Patil £~29j),
(ii) the ratio-estimator (Patil £“30j7') and (iii) the 

method of moments estimator (Rider £“36J7).
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In Section 6.2, we consider the binomial 
distribution in whieh k classes from the lower end of 
the distribution are truncated. We derive here the 
asymptotie variance of the method of moments estimator 
of the proportion p. An important application of 
interest in genetics arises when k = 1. In this case, 
the asymptotic efficiency of the method of moments 
estimator has been compared with that of maximum 
likelihood estimator and also with that of the 
ratio-estimator.

In Section 6®3, we consider doubly truncated 
binomial distribution when k classes from the lower 
end and h classes from the upper end are truncated.
We derive here the method of moments estimator of p 
and its asymptotie variance. Comparison of the 
asymptotie efficiency of the method of moments estimator 
of p has been made with that of the maximum likelihood 
estimator in the case h = k = 1 and n = 10.

6a2 Singly truncated binomial distribution

In this section, we consider the truncated 
binomial distribution in which k classes from the 
lower end of the distribution are truncated and the 
estimation of its parameter by the method of moments 
and the comparison of the method of moments estimator
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with the maximum likelihood estimator and ratio 

estimator.

6.2.1 The method of moments estimator of p

The probability law of the binomial distribution 

in which k classes from the lower end of the 

distribution are truncated is

(6.2.1.1) »3=V6’ U -k, fcrt, .... »)

where S. = ( ^
0 2

and q = 1-p. let ja^, = B( ;jr ) be the rth raw moment 

of the probability distribution (6.2.1.1). By 

considering the recurrence relation between the 

probabilities p^ , one easily derives the following 

relation between the moments ju' .

and S » 2! S. ; 0<p<l
j»k 3

(6.2.1.2) = np + qkpjj. ,

pr+l = “ ap(k-l) + (k + p(m-l)J ja^

(6.2.1.3)

r-1
+ pi

j=l
4 3 > + ( >3

32 i ^ 2 j 3 } •

putting r = 1 in (6.2.1.3), we get
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(6.2.1.4) pg ~ kja* * pA, 

where A *» (n ~ l)p.[ - n(k - l).

low, since

nA = Z [(n-l)j - n(k-l)Jp.3=k . 3

n _= Z [n<3—3s:) + (n-3)Jp1 , j-k d

and the bracketed quantity in A is always positive as 

k < j < n, it follows that A > ©. Hence, we have 
from (6.2.1.4)

(6.2.1.5) P ** { Pg ” k^^ )/A.

Now consider a random sample of size N from the
truncated binomial distribution (6.2.1.1). Let n^ be

the observed frequency corresponding to x in the sample.

Let m„ » Z ic n / 1 denote the rth order raw sample r x=k ^
moment. Then, equation (6.2.1.5) suggests that we can 
estimate p by substituting mr for ju^ in the r.h.s. 

expression of (6.2.1.5), i.e., by

(6.2.1.6) p » (mg - km^J/QCn-lJm^ - n(k-l)J.

The denominator in (6.2.1.6) is always positive 

by the same argument as for A with n^ in place of 

Pj. The estimator p was first given by Rider L 56J.
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By using the 8-method (Kendall and Stuart /"'23_7', 
10,6), the asymptotic variance of p has Been derived. 

Let &x denote the differential of x. Taking 
differentials, we can derive from (6.2.1.6)

(6.2.1.7) ASp = Sm, D5m„‘2---- 1 *

where D = k + p(n-l) and A has the same meaning as in 
(6.2.1.4). Squaring both sides of (6.2.1.7) and taking 
expectations, we get the asymptotic variance of p as

(6.2.1o8) , A .y ( p ) « a'22 /HA“

where a.y * JU-j • Using the recurrence relation
(6.2.1.3) between the moments, the asymptotic variance of
Ap can be seen to be

(6.2.1.9) V ( p ) = [pqjp(n-3)-(k-l)J.A

+ pjb^|(n-l)2q - (k-1) (k+2q-nk)}]/HA£

6.2.2 Comparison with the maximum likelihood estimator 
of p

The maximum likelihood estimator p of p of the 
distribution (6.2.l.l) is given by

(6,2.2.1) m. * * *1 = np + q kpk ,
* *where - q and pfc denote the values of q and p, when

* * * p « p . The asymptotic variance of p is given by



87

(6.2.2.2) V (p*) « P2q2/3S?*2»

where jH.g = variance of the distribution (6e 2.1 ® 1) = 

p|(np - up + jtpjCk-l)r>»i=tK- »3-

A special ease of interest in genetics arises 
when k = 1, In this ease (6.2.1.6/ and (6.2.2.l) 

become

(6.2.2.3) p = (m2 - m1)/m1(n - l),

(6.2.2.4) m^ * up* + q*p^ ®

Also, (6.2.1.9) and (6.2e2.2) become

(6.2.2.5) V(p) = pq.(np-3p+2)/N(n-l)fi:[2 ,

(6.2.2.6) Y(p*) » p2q.2/H)apnp+q-p.p .

Thus, when k » 1, the asymptotic efficiency E of the 
method of moments estimator relative to the maximum 
likelihood estimator is given by

(6.2.2.7) • E = (n~l)pq/(np4-q-^p (np-3p+2) ,

wherein ^ * np/(l-qM). The values of E are tabulated 
in Table 6.2.2.1 for p ■ 0.25, 0.50, and 0.75 and 
n =3, 4, 5, 6, 7, 8, 9, 10.
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TABIE 6.2.2.1

ASYMPTOTIC EFFICIENCY OP p FOR k = 1

n 0.25 '
Yalues of p

0.50 0.75

3 0.925 0.875 0.875

4 0.871 0.818 0.859

5 0.831 0.795 0.870

6 0.802 0.789 0.886

7 0,781 0.794 0.901

8 0.766 0.803 0.913

9 0.755 0.815 0.923

10 0.749 0.826 0.931

6.2,3 Comparison with the ratio-estimator of p

The ratio-estimator p* of p due to Patil £~ZQ_J 

of the distribution (6.2.1.1) is given by

(•6.2.3.1) p* = t,j/(t^ + tg) ,

n n-1
where t. = Z xn /(n - x + l) and t„ = Z n . The 

x=k+l * . . 2 x=k x

asymptotie variance of p' (Patil £“<50_/r) is given by

(6.2.3.2) V(p*) = 2_ _ 2 _ 2 q ^ - Pp + 2p pn-1 /HP*
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n-1 n
where P = Ip. R *• Z xp / (n-x+l). x=k x x=k+l x

In the special case when k = 1, the asymptotic 
efficiency of the ratio-estimator in comparison with the 
maximum likelihood estimator has been tabulated by Patil 

and is reproduced here in Table 6.2.5.1 for the 
sake of comparison with the method of moments estimator.

TABLE 6.2.5.1
ASYMPTOTIC EPPIOIEICY OP RATIO-ESTIMATOR 

p* POR k = 1

n 0.25
Values of p

0.50 0o?5

3 0.924 0.875 0.875
4 0.909 0.769 0.772
5 0.919 0.715 0.664
6 0 • 033 0.694 0.563
7 0.947 0.693 0.523
8 0.952 0.705 0.481
9 0.956 0.723 0.435

10 Q®0§9 0.776 0.388

Comparison of Tables 6.2.2.1 and 6.2.3.1 shows 
that the method of moments estimator is more efficient 
than ratio-estimator when p = 0.50 and 0.75, while
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ratio-estimator is more efficient than the method of 

moments estimator when p = 0.25.

6.2.4 In illustrative example

As an illustration, we take K. Pearson*s 

data on albinism in man. fable 6.2.4.1 gives the 
number of families ( n^. ), each of five children, 

having exaetly x albino children in the family 
(x = 1, 2, 3, 4, 5).

TABLE 6.2.4.1

HUMBER OP ALBINOS IN PAMILIES 
HAVING FIVE CHILEREN

No. of albinos 
in a family

X

No. of 
families

nx

1 25
2 23
3 10
4 1
5 1

Total 60

for this example, we obtain m^ ** 1,8333,
®2 3= 4.1333 and using (6.2.2.3), we find that the method 

of moments estimate of p is p = 0.3136.
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Using (6.2.2.5), we find, that the estimate of the 
asymptotic variance of p is ¥( p ) = 0.001285.

Using (6.2.2.4), we find that the maximum 
likelihood estimate of p is p* = 0.3088 and using 
(6.2.2.6), we find that the estimate of the asymptotic 
variance of p* is ¥(p*) = 0.001030.

Using (6.2.3.l) for k = 1, we find that the 
ratio-estimate of p is p' = 0.3257 and using 
(6.2.3.2) for k = 1, we find that the estimate of the 
asymptotic variance of p* is ¥(p*) = 0.001341.

Thus, we obtain that (i) the estimated asymptotic 
efficiency of the ratio-estimate relative to the maximum 
likelihood estimate is 0.768, and (ii) the estimated 
asymptotic efficiency of the method of moments estimate 
relative to the maximum likelihood estimate is 0.802.

6.3 Doubly truncated binomial distribution

In this section, we consider the estimation of 
the parameter of doubly truncated binomial distribution 
by the method of moments and the comparison of the 
method of moments estimator with the maximum likelihood 
estimator.

6.3.1 The method of moments estimator ©f the 
par ameter p
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The probability law of the binomial distribution 

in which k classes from the lower end and h classes 
from the upper end of the distribution are truncated is

(6.3.1.1) P^ * Sj/G*, (j « k, k+1* •••! n-h)

n-h
where G* ** S S', and S. has the same meaning as in j =k 3 3
(6.2.1.1) . Let = E(,jr ) be the rth order raw 

moment of the distribution (6.3.1.1). By considering 

the recurrence relation between the probabilities p.. 
given by (6.3.1.1), the following recurrence relation 
between moments p^, is obtained.

(6.3.1.2) p^ = X - Y + np,

(6.3.1.3) )x*+1 = krX - arY + np + p l {n(J>-C3^i>}|x* ,
<3*3*

where X = qkp, , Y = php , , a = (n-h+l), and 
£.

f = 1-p. Taking r = 1 and 2, we get from (6.3.1.3)

(6.3.1.4) Pg = kX - aY + p(n-l)p^ + np,

(6.3.1.5) pg = k2X - a2? + p(n-2)pg + p(2n-l)p^ + np.

Eliminating X and Y from (6.3.1.2), (6.3.1.4) 
and (6.3.1.5), we obtain the solution for p as

(6.3.1.6) p =» *3 (k+a)pg + kap^J /Qt



93

where d = (n-l) (h-k) - n(n-2) and Q = |[(n-2)ja.g + 
dp^ + n(n-h)(k-l)]. Now Q can he written as

n-h p(6.3.1.7) Q = 2 L(n-2)j -f dj + n(n-h) (k-l) fp..3=k 3

n-l pWhen h = k = 1, Q = 2 (3 -nj)p. < 0. Further, the1«?1 . 3
bracketed quantity in Q in (6.3.1.7) is a convex 
function of 3 and therefore has its maximum at 
either 3 = k or 3 = n-h. At 3 = k, it is
- (n-k)(n-h-k) which is negative as n > k and 
n > h+k. At 3 = n-h, it is - (n-h)(n-h-k) which is 
also negative. Hence Q ^ 0.

Now consider a random sample of size N from the
truncated distribution (6.3.1.1). Let n be thex
observed frequency corresponding to x in the sample, 

n-hLet xnr = 2 X^n^ / N denote the rth order raw
x=k

sample moment. The equation (6®3.1.6) suggests that an 
estimator of p is obtained by substituting m^ for 

in the roh.s. expression in (6.3.1,6), i.e., by

[hu - (k+a)m0 + kam.l
(6.3.1.8) p = ........., . 2------ if--  .[(n-2)mg + dm± + n(n-h)(k-l)]

T-he denominator in (6.3.1.8) can be seen to be non-zero 
by following the same argument as employed in showing 
that Q ^ 0 in (6.3.1.7) with n^ in place of p^..
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By the 5-method used.previously to find the asymptotic 
variance of p in Section 6.2.1, we obtain the

Aasymptotic variance of p as

(6.3.1.9) V(p) » b'A b/NQ2,

where

®ll» a12» a13
1 = *2 * A = a21» a22» a23

_ 1 _ ®31» a32* a33 _

b^ = ka - pd, h2 = - (k+a) - p(n-E), ,

while a, d and Q have respectively the same meanings 
as in (6.3.1.3), (6.3.1.6) and (6.3.1.6).

6.3.2 Comparison with the maximum likelihood estimator 
of p

By applying the well-known principle of maximum 
likelihood estimation, we see that the maximum likelihood 
estimator p* of the parameter p of a doubly truncated 
binomial distribution (6.3.l.l) is given by

(6.3.2.1) m^ = X* — Y* + np*,

where X , Y and p denote the values of X, Y and 
p when p = p*, X and Y having the same meanings as 
in (6.3.1.2). The asymptotic variance of p* is given by
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(5.3.2.2) Y(P#) « (pq)2/Nu2 ,

where jUg is the variance of the distribution (6.3.1.1), 
and is given by pg = kX - aY - (X - Y + np) (X - Y + p). 
Then, the asymptotic efficiency of the method of moments 
estimator p relative to the maximum likelihood 
estimator p* is given by

(6.3.2.3) (peOV/jigl^A B.

6.3.3 A special ease : h * k « 1

Bet us consider a particular case when h = k = 1, 
i.e., when one class from the lower end and one class 
from the upper end of binomial distribution are 
truncated. Prom (6,3.1.8), by putting h = k = 1, we 
obtain the method of moments estimator p as

(6.3.3.1) p = [m3 - (n+l)mg + nm^/Cn-2) (nig-nn^).

The asymptotic variance of p as obtained from 
(6.3.1.9) by taking h = k = 1 is given by

(6.3.3.2) V(p) = B*A B/IQ2,

where
n(l-2p+np)

B = n-l-np+2p Q = (n-2)(mg-nm^) ,

1
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and has the same meaning as in (6,3.1<>9).

Prom (6.3,2,1), by taking h = k = 1, we obtain 
the maximum likelihood estimator p* as given by

(6.3.3.3) m1 = n(p* - S*)/(l - Sj - S*),

where S* = p***, Sq * (1 - p*)n and = the sample 

mean. To facilitate the solution of the equation
(6.3.3.3) , the function F(p, n) = (p - Sn)/(l - Sq - S ) 

is tabulated in Table 6.3.3.1 for p = 0.10, 0.15. 0.20, 
0.25, 0.30. 035, 0.40, 0.45, 0.50 and n = 4, 5, 6, 7,
8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20. 
Equation (6.3.3.3) can be written as

(6.3.3.4) (m^/n) = F(p*, n).

Thus, the value of p* can be obtained by inverse 

interpolation from Table 6.3,3.1. It can be easily 
verified that

(6.3.3.5) P(l-P, n) = 1 - P(p, n).

Hence, noting this symmetry, the values of P(p, n) for 
p = 0.55, 0,60, 0.65, 0,70, 0.75, 0.80, 0.35, 0.90* can 

be obtained from the values of P(p, n) for p = 0,45, 
0.40, 0.35, 0.30, 0.25, 0.20, 0.15, 0.10.



©in
©

0.
50

00
0

0.
50

00
0 00003*0

ooooto
«

o

©©©
©
in

«©

o©ooin
•

o 0.
50

00
0

0.
50

00
0

0.
50

00
0

0.
50

00
0 00009*0

ooo©
in

*© 0.
50

00
0

0.
50

00
0

0.
50

00
0

0.
50

00
0

0.
50

00
0

in
«

©

0.
47

14
?

0.
46

34
2

0.
45

81
8

0.
45

43
2

0.
45

28
7

0.
45

16
6

0.
45

09
5

0.
45

05
4

0.
45

03
1

0.
45

01
?

0.
45

01
0

0.
45

00
5

0.
45

00
3

0.
45

00
2

0.
45

00
1

0.
45

00
0

0.
45

00
0

©*4*
ao

0.
44

31
8 c-COe»CM

©

c-o
rH

a© 0.
41

05
3

0.
40

64
4

0.
40

39
1 t-CO03

O
9

©

60
tPrH

o© 0.
40

08
6 ©3inoo■=*

•
o 0.

40
03

1
0.

40
01

9
0.

40
01

1
0.

40
00

7 tPooosP
«

o

CM
OOO

•
o 0.

40
00

1

inCO
e©

0.
41

53
7 COCO03

©
CO.
©

■H
CO
t-
C-
co
.

© 0.
36

76
2 t-

co
rH
to
to

»
©

in
CO
&-
inCO

•
© 0.

35
47

6
0.

35
30

8
0.

35
20

0
0.

35
13

0
0.

35
08

4
0.

35
05

5
0.

35
03

6
0.

35
02

3
0.

35
01

5
0.

35
01

0 90092*0

o
CO

9o

0.
38

82
7

0.
35

87
3

0.
33

94
6

0.
32

67
6

0.
31

83
0

0.
31

26
0 03

e-co
o
CO
.

© 0.
30

60
5

0.
30

42
1 60

©
03
©
CO

®
o 0.

30
20

5
0.

30
14

3 oorH
O
CO

•
o 0.

30
07

0
0.

30
04

9
CO
ooCO

•
o 0.

30
02

4
incm

«
©

0.
36

20
7 03

©
to
Ol
60
.

o

03
©
CO
o
CO

9© 0.
28

84
6 ©

&-
c-
c-
03

«
©

©
03
O
fi-
03

»
O

03
©
tP
to
03

»© 0.
26

10
2

0.
25

81
8

0.
25

60
8

0.
25

45
4

0.
25

33
8

0.
25

25
3

0.
25

18
9

0.
25

14
2

0.
25

10
6

0.
25

08
0

o
03

e
©

0.3
44

58
0.

29
67

4 ©
©
o
e~
03.
© 0.

25
30

6 03
CO
©
03

a
©

©
©
9-1
CO
03

®
© 0.

22
40

6
0.

21
87

9
0.

21
47

6
0.

21
16

3 ©
03
©
§

♦
o 0.

20
72

9
0.

20
57

9
0.

20
46

1
0.

20
36

7
0.

20
29

2 CO
CO
cm

oCM
•

o

in
tH

e
©

0.
31

30
8

0.
26

95
4 03

©
©
03

«
© 0.

22
07

8
0.

20
61

8 03
03
in©
rH

©

e-
E-
to
CO
rH

«
© 0.

18
01

4
0.

17
48

7
0.

17
06

3
0.

16
71

8
0.

16
43

6
0.

16
20

3
0.

16
01

0
0.

15
85

0
0.

15
71

7
0.

15
60

5

©
rH
•

o

0.
29

05
8 ©

•tH
Ol

s>
© 0.

21
34

2
0.

19
16

8 CO
inine~
rH

»
©

•sP
03
60
to
•H

9
o 0.

15
35

3 60
0-
in
rH

©
© 0.

13
93

6
0.

13
40

8 to
to
©
03
rH

a
o 0.

12
59

3 inc-
03
03
rH

«
O 0.

12
00

1
0.

11
76

6
0.

11
56

2
0.

11
38

4

p.
, 6 in t© tc- CO © ©

rH 11 CQ
tH

to
rH 14 15 16 17 18 19 20

TA
BL

E 6
.3

.3
.1

 

V
A

LU
ES

 OF
 F(

p,
 n)



98

The asymptotic variance of p can he obtained 
from (6.3.2.2) by taking h ® k = 1 and is given by

(6*3.3.6) V(P*) *

where Pg = X - nY - (X - Y + np)(X - Y + p), and 
X = , Y = pS^/G*, G' n-1 

2 S
1=51 3 *

S. * , j = 1, 2, ..., (n~l). The asymptotic
J J

efficiency of the method of moments estimator p 
relative to the maximum likelihood estimator p* can be 

obtained by dividing (6.3.3.6) by (6.3.3.2) and is 

tabulated in Table 6.3.3.2 for n = 10 and p * 0.1, 
0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9.

TABLE 6.3.3.2 
ASYMTGTIC EFFICIENCY OF p
FOR h==k=l AND n=10

P efficiency

0.1 or 0.9 0.9206
0.2 or 0.8 0.9032
0.3 or 0.7 0.9121
0.4 or 0.6 0.9292
0.5 0.9346

6.3.4 An illustrative example

For illustrating the results of Section 6.3, we
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consider the data of Table 6.3.4.1 (taken from Rider's 
paper , about the number of boys in families
having eight children, let one class from the lower 
end and one class from the upper end of the distribution 
be truncated.

IABLE 6.3.4.1
NUMBER OF BOYS IN FAMILIES 
HAYING EIGHT CHILDREN

No. of 
boys

No. of 
families

0 215
1 ‘ 1,485
2 5,331
3 10,649
4 14,959
5 11,929
6 6,678
7 2,092
8 342

Total §3,680

Then, we get

N = 53123 » ml = 4.10909,
m2 = 18.80795 » m3 = 92.9948,
m4 = 487.775 j m5 = 2681.405
m6 = 15312.745 *
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Using (6.3®3.1) and substituting the values of 
mg, nig and n = 8, we find the method of moments 

estimate of p to be p = 0.51434. Using (6.3.3.2) and 
substituting the values of m^, mg, m^, m4, mg,
fon , J*2> ^3* jag, Pg, we fmd that the
estimate of the asymptotic variance of p is given by 
V( p ) = 0.035751/1.

Further, using (6.3.3.4) and Table 6.3.3.1, we 
find the maximum likelihood estimate of p to be 
p = 0.51378. Using (6.3.3.6) we find that the estimate 
of the asymptotic variance of p* is given by V(p*) = 
0.03306/lf. Thus the estimate of the asymptotic 
efficiency of the method of moments estimator relative 
to the maximum likelihood estimator is 0.9294. We note 
that the method of moments estimator is easy to compute 
while the loss of efficiency is not much.


