PART II
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CHAPTER 6

ESTIMATION IN THE fRUNCATED BINOMIAL DISTRIBUTION

6.1 Introduction

The uses of zero-truncated binomial distribution
were discussed by Fisher / 18_7, Haldane ( / 20_7,
/217 ) and Pimney / 17_J7. For example, in problems
of human genetics, in estimating the proportion of
albino children produced by couples eapable of producing
albinos, sampling has necessarily to be restricted to
families having atleast one albino child. The problem
of estimating the proportion p of the zero-~truncated
binomial distribution has been discussed by Fdisher / 18_7,
Haldane /[ 21_7, Finney /17_7, Patil ( /297, /7307 )
and Rider / 36_/. The different types of the estimators
of the proportiom p in this case can be classified as
(1) the maximum likelihood estimator, (Fisher /718 7,
Haldane /20_7, /21 7, Finney [ 17_7 and Patil /29 7),
(ii) the ratio-estimator (Patil [730_7) and (iii) the
method of moments estimator (Rider / 36_7).
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In Section 6.2, we ceonsider the binomial
distribution in which %k c¢lasses from the lower end of
the distribution are truncated. We derive here the
asymptotic variance of the method of moments estimator
of the proportion p. An important applicatioen of
interest in genetics arises when k = 1, In this case,
the asymptotic efficiency of the method of moments
egtimator has been compared with that of maximum
likelihood estimator and also with that of the

ratio-estimator.

In Section 6.3, we consider deubly truncated
binomial distribution when k classes from the lower
end and h classes from the upper end are truncated.

We derive here the method of moments esfimator of p

and its asymptotie variance. Comparison of the
asymptotic efficiency of the method of moments estimator
of p has been made with that of the maximum likelihood .

egtimator in the<case h=k=1 and n = 10.
6.2 Singly truncated binomial distribution

In this section, we c&nsider the(truneated
binomial distribution in which k classes'from the
lower end of the distribution are truncated and the
estimation of its parameter by the method of moments

and the'cemparison of the method of moments estimator
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with the maximum likelihood estimator and ratio

estimator.
6.2.1 The method of moments estimator of D

The probability law of the binomisl distribution
in which k classes from the lower emd of the

distribution are truncated is

(6.2.191) Py = s,j/e,’ (i = ky k41, ces, 1)

Il

where S, = ( 3 n )pj =] .na @

j ; 0<pXK1

: REE
and gq = 1-p. Let n; = E( 35 ) be the rth raw moment
of the probability distribution (6.2.1.1). By
considering the recurrence relation between the

probabilities pj s oOne easily derives the following

relation between the moments n; .

(6.2.1.2) By = np + akp, »

n;+1 = - np(k-1) + {k + p(n—l}] .,

-

+p2[ {(r)-v(r"l)}
(6.2.1.3) | | "{(jfl) ) r-l)}]

1‘=1, 2, 3, * s e [

Putting r =1 in (6.2.1.3), we get
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(6.2.1.4) . my -kp; = DA,
where A = (n - 1)p1 - n{k - 1).

Now, since

irs
]

z [(»-1)3 - n(x-1)]p;
=k : ,

fl

n i -
2 [n(3-x) + (==3)]py »
=l .

J3 ) : .

and the bracketed quantity im A 1is always positive as
k< j<n, it follows that A > 0. Hence, we have
from (6.2.1.4)

(6.2.1.5) p=(ny-kpy)/a

Now consider a random sample of size N from the
truncated binomial distribution (6.2.1.1). ILet n, be
the observed frequency corresponding to x in the sample.

n
Let m, = % xF n, / § denote the rth order raw sample
x=K
moment., Then, equation (6.2.1.5) suggests that we can
estimate p by substituting mr’ for p; in the r.h.s.

expression of (6.2.1.5), i.e., by
- .
(6.2.1.8) p = (m, - km,)/{(n-1)m;, - n(x-1)].

The denominator in (6.2.1.8) is always positive
by the same argument as for A with ny in place of

Dy The estimator p was first givem by Rider [ 36_7.
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By using the &-method (Kendall and Stuart / 23_/,
10,6), the asymptotic variance of P has been derived.
Let 6x denote the differential of x. Taking

differentials, we can derive from (6.2.1.6)

N

(6.20107) A&p = amz - mml y

where D=k + p(n-1) and A has the same meaning as in

(6.2.1.4). Squaring both sides of (6.2.1.7) and taking

expectations, we get the asymptotic variance of p as

—

A

m ~ 2 2
(6020108) v ( P ) = l_agz - 23&12 * :B 311]/:&.-& ’

where @y = p;+j - n;lps . Using the recurremce relation
(6.2.1.3) between the moments, the asymptotic variance of

N
P can be seen to be

(6.2.1.8) v () = [pafp(n-3)-(k-1)}
+ pni{fn—1)2q - (k-1) (k+2q-nk)}] /A%,

6.2.2 Comparison with the maximum likelihood estimator

of p

The maximum likelihood estimator p* of p of the
distribution (6.2.1.1) is given by |

(6.2.2.1) m =np + q*kp; ,

* . *
where - g and Py denote the values of q and Py when

* *
P =p . The asymptotic variance of P is given by
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(6.2.2.2) vV (") = png/N}lgy
where m, = variance of the distribution (6.2.1.1) =
ni(np +.q - “1) + R1Ik~1)"“PCK*‘3~

A special case of interest in genetics arises

when k = 1, In this case (6.2.1.6f and (6.2.2.1)

become

A
(6.2.2.3) P = (m2 - ml)/ml(n - 1),
(6.2.2.4) my = np* + q*p; .

Also, (6.2.1.9) and (8.2.2.2) become

‘ ‘ A - h 2
(6.242.5) v(p) = pq(np~3p+2)/N(n-1)Pi »
(6.2.2.6) V(p ) = p qg/Nul(an-Jil)

Thus, when k = 1, the asymptotic efficiency B of the
method of moments estimator relative to the maximum
likelihood estimator is given by

i

(6.2.2.7) . B = (n~1)pa/(ap+q-p;) (np-3p+2),

wherein pi = np/(1~qn). The values of E are tabulated
in Table 6.2.2.1 for P = 0.25, 0.50, and 0.75 and
n=3, 4, 5, 6, 7, 8, 9, 10.
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TABLE 6,2.2.1
A
ASYMPTOTIC EFFICIENCY OF p FOR k =1

Values of p

n .
0.25 0.850 . 0,75

3 0.925 0.875 0.875
4 6;871 0,818 0.859
5 0,831 0.795 0.870
6 0.802 0.789 0.886
7 0,781 0.794 0.201
8 0.766 0.803 0.913
9 0,755 0.815 0.928

10 0.749 0.826 0.931

6.2,3 Comparison with the ratie-estimator of p

The ratio-estimator p' of p due to Patil /30 7
of the distribution (6.2.1.1) is given by

’ [
(6.2.3.1) p' = tl/(tl + tz),
e - & ( ) e = T
where = xn n-x+41 and t, = Zn_ . The
1 xX=k+1 x/n N 2 x=k x

asymptotic variance of p' (Patil /30_7/) is given by

(6.2.3.2)  V(p') = qg[qzn - 2% + 2%, |/W%
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n-1 n
where P= I D, R= £ xp, / (n-x+1).
x=k x=k+1
In the special case when k = 1, the asymptotic
efficiency of the ratic-estimator in comparison with the
maximum likelihood estimator has been tabulated by Patil
/730_7 and is reproduced here in Table 6.2.3.1 for the

sake of comparison with the method of moments estimator.

TABLE 6.2.3.1
ASYMPTOTIC EFFICIENCY OF RATIO -ESTIMATOR
p' PFOR k=1

Values of p

n 0.25 0.50 0,75
3 0.924 0,875 0.875
4 0.909 0,769 0.772
5 0.919 0.715 0.664
6 0.933 0.694 0.563
7 0.947 0.693 0.523
8 0.952 0.705 0.481
9 0.956 0,723 0.435
10 0,959 0.776 0.388

Comparison of Tables 6.2.2.1 and 6.2.3.1 shows
that the method of moments estimator is more efficient

than ratio~estimator when p = 0.50 and 0.75, while
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ratio—-estimator is more efficient than the method of

moments estimator when p = 0.25.
8.2.4 An illustrative example

As an illustretion, we take K. Pearson's / 33_]
data on albinism in man, Table 6.2.4.1 giVes'the
number of families ( n, ), eé&h of five children,
having exaetly x albino children in the family
(x =1, 2, 3, 4, 5).

TABLE 6.2.4,1
NUMBER OF ALBINOS IN FAMILIES
HAVING FIVE CHILIREN

No. of albinos No. of

in a family families
x n.
1 25
2 23
3 10
4 1
5 1
Total 60

For this example, we obtain my = 1.8333,
m, = 4.1333 and using (6.2.2.3), we find that the method

of moments estimate of p is P = 0.3136.
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Using (6.2.2.5), we find that the estimate of the

. - Fa
asymptotic variance of 3 is V{( p ) = 0.001285.

Usirg (6.2.2.4), we find that the maximum
likelihood estimate of p is p* = 0,3088 and using
(6.2.2.6), we £find that the estimate of the asymptotic
variance of p* is V(p¥) = 0.001030.

Using (6.2.3.1) for k = 1, we find that the
ratic-estimate of p is p' = 0.3257 and using
(6.2.3.2) for k = 1, we find that the estimate of the

asymptotic variance of p' is V(p') = 0,001341.

Thus, we obtain that (i) the estimated asymptotic
efficiency of the ratio-estimate relative to the maximum
likelikhood estimate is 0.768, and (ii) the estimated
asymptotic efficiency of the method of moments estimate

relative to the maximum likelihood estimate is 0.802.
6.3 Doubly truncated binomial distribution

In this section, we consider the estimation of
the parameter of doubly truncated binomial distribution
by the method of moments and the comparison of the

method of moments estimator with the maximum likelihood

estimafor.

6.5.1 The method of moments estimator of the

parameter p
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The probability law of the binomial distribution

in which k classes from the lower end and h classes

from the upper end of the distribution are truncated is

(6@3‘131) yj = Sj/G", (j = k’ k“’"l’ LI Il—-h)
n~h ’
where G' = % S, and S, has the seme meaning as in

(6.2.1.1). Iet p. = E(.J¥ ) be the rth order raw

moment of the distribution (6.3.1.1). By considering
the recurrence relation between the probabilities pj
given by (6.3.1.1), the following recurrence relation

between moments ﬁ; is obtained.

(6e3,1¢2) p& =X - Y + np,

(6.3.1.3) n!

r
_ Ty _ T , Ty (T '
r+1 KX a’Y + np + p Jil{n(a) (j-l)}pj ’
r = 1, 2’ G e [ 3

where X = gkp,, Y = php nen® 2= (n=h+1), and
g = 1-p. Taking r =1 and 2, we get from (6.3.1.3)

"

(6.3.1.4) pé kX - a¥ + p(n—l)p& + np,

(6.3.1.5) pé = k°X - a%Y + p(n-z)pé + p(2n—1)pi + np.

Eliminating X and Y from {6.3.1.2), (6.3.1. 4)

and (6.3.1.5), we obtain the solution for p as

(6.3.1.8) P = [?é - (k+a)pé + kani]/@,
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where d = (n-1){(b-k) - n{n-2) and Q = [Knrz)pé +
dni + n(n—h)(k-l)]. Now Q can be written as

n-h 2
(6.3.1.7) Q= .zk [(n~-2)j° + aj + n(n—h)(k-l)]pj.
, j= . ,

1

n—
When h=k=1, Q= E (jg-nj)pj < 0. Further, the
=1 i

bracketed quantity in Q in (6.3.1.7) is a convex
function of j and therefore has its maximum at
either j =k or j=n-h. At j =k, it is
- (n-k)(n-h~k) which is negative as n > k and

n> htk. At j = n-h, it is - (n-h)(n-h-k) which is

P -

also negative. Hence Q # 0.

Now consider a random sample of size N from the
truncated distribution (6.3.1.1). ILet n, be the

observed frequency corresponding to x in the sample.,
n-h

Let m, = Z xrnx / ¥ denote the rth order raw
x=k

sample moment. The equation (6.3.1.6) suggests that an

estimator of p is obtained by substituting m, for

'
P, in the rch.s. expression in (6.3.1.6), i.e., by

: m, - (k+a)m, + kem, |
(6030108) P = S - 2 1
_ [(n-s)mz + dm

+ n(n-h) (k-1)] )

-

1

The denominator in (6.3.1.8) can be seen to be non-zero
by following the same argument as employed in showing

that Q £0 in (6.3.1.7) with n, in place of p_.
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" By the d-method used previously to find the asymptotic
variance of § in Section 6.2.1, we obtain the

- A
asymptotic variance of p as

(6.3.1.9) v(p) = B'A B/NQ%,
where
by %15 Gy9s @3
B=1% 1, A= | %1s Opr gz |
. L1 | %310 %320 %33

bl = ka - pd, bz = - (k+a) - p(n-2), aij = 113_4_3 - P-;_F:;Q

while a, 4 and Q have respectively the same meanings

as in (633‘193>, (6.3-1-6) and (605.106).

6.3.2 Comparison with the maximum likelihood estimator

of p

By applying the well-known principle of maximum
likelihood estimation, we see that the maximum likelihood
estimator p* of the parameter p of a doubly trunecated

binemial distribution {6.3.1.1) is given by
(6.302.1) ml = X* - Y* + np*’

where X*, Y* and p* denote the values of X, Y and

P when p=p% X and Y having the same meanings as

in (6.3.1.2). The asymptotic variance of p° 1is given by
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(6.3.2.2) V(") = (p9)?/Nu,,

where p, is the variance of the distribution (6.3.1.1),
and is given by py =kX - a¥ - (X -7 + np){(X -~ Y + p).
Then, the asymptotic efficiency of the method of moments
gstimator S relative to the maximum likelihood

estimator p* is given by

2.2 ]
(6.3.2.3) (pa)“n /sz A B.
6.2.2 A specigl ecase : h =k = 1

Let us consider a particular case whem h =k = 1,
i.e., when one class from the lower end and one class
from the upper end of binemial distribution are
truncated. From (6.3.1.8), by putting h =k = 1, we

obtain the method of moments estimator % as

(6.3.3.1) D= [my - (2+1)my + mm;]/(n-2) (my-rm, ) .

The asymptotic variance of p as obtained from
(6.3.1.9) by taking h =k =1 4is given by

(6.3.5.2) v(3) = B'A B/NQZ,

where

n(1-2p+np) ]

B=|-n1-np+2p | , Q= (n-2)(my-mm,) ,

e -
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and . has the same meaning as in (6.3.1.9).

From (6.3.2.1), by taking h =k = 1, we obtain

the maximum likelihood estimator p* as given by

(6.3.3.3) m = a(p* - sz)/(1 - sg - s;),
* *7 * 7 *3y1 =
where S =p , B85 =(1-p )" and m; = the sample

mean. To facilitate the solution of the eguation
(6.3.3.3), the function F(p, n) = (p - Sn)/(l - 8y - sn)
is tabulated in Table 8.3.3.1 for p = 0.10, 0.15. 0.20,
0.25, 0.30. 035, 0.40, 0.45, 0,50 and n = 4, 5, 6, 7,

8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20.

Equation (6.3.3.3) can be written as

(8.3.3.4) (ml/n) = F(p*, n).

Thus, the value of p* can be obtained by inverse
interpolation from Table 6.3.3.1. It can be easily

verified that

(6.3.%.5) P(1-p, n) = 1 - F(p, n).

Hence, noting this symmetry, the values of F(p, n) for
p = 0.55, 0.60, 0.65, 0,70, 0.75, 0.80, 0.85, 0.99 can
be obtained from the values of F(p, n) for p = 0.45,
0.40, 0.35, 0,30, 0,25, 0.20, 0.15, 0.10.



o~
[22]

0000S°0C  0008%°©@ TOOOP'® 9008L°0  $3002°0 08093°0 €£802°0 GO9GT*0  ¥8¢II°0 02
000080  000SP*0  20007°0  OT0GE2°0  72002°0 90188°0 36303°0  LTLST°O 399TT°0 61
00008°0 TO0S¥°0  %000%°0 GT08¢°*0 6%002°0 3%TG3°0  49203°0  0888T°0 994T11°0 81
000080 3008%°0  LOOOY'@  2808¢°0 O0LOOE°O0 68198°0C T9%03°0 OT09T°0 TOOBT°OQ 4T
00008°0 €008%P°0 TTOOP°0 9¢08¢°0 O0T0L°0 €G3G3°0 64803°0 20291°0C  G433T°0 9T
00008°0@ GO0SP*0 6TO0P*0Q  G80S2°Q ¢PTO0S°0  82268%°0 634L03°0 9¢¥91°0  9693T°0 ST
00008°® OTOS¥P°0 TLO0%P°'0 ¥808¢°0 S0302°0 ¥8¥S3°0 03603°0 STL9T°0O 99631T°0 V1
00008°0  4TOSP°0  23800%°0 0278¢°0 £6302°0 80962°0 29T13°0 ¢€9041°0 80PET°0 <T
00008°0  TZ0SP°0 9800%P°0 008G8¢°0  T3¥P02°0 8I8GE°0 94PI3°0 48PLT°O0 9868T°C 21T
00008°0 ¥Q08%°0 ¢PIOP°0 80gG2°0 SG0902°0  30T93°0 648T3°0 ¥IOBT'O0 QASPT°O0 1T
00008°0 9608P°0  LE30P°0 94L¥GE°0 34B0E°0  26793°0C 90¥33°0  L498T°0  €8eGT°0 O
00008°0 99TGP*'0 TASOV°0 - GL4L8€°0  093TL£°0 63043°0  00TE3°0  3386T°0  ¥3¢9T°0 6
0000S°0  4838%°0 FPI0T° 0  4LST92°0  0g8T2°0  6L44L3°0 32073°0 8T903°0 88341°0 8
00008°0 2e¥8¥°0 QQOTF°0 29496°0 94932°0 9¥882°0 920¢G3°0 84033°0 8IT6T°0 &
0000G°0 8T8SP°0  LOATP°O TLLLR°O0 97698°0 236908°0 660LE°0 280¥3°0 297¢12°0 9
0000S°0 3PLOP°0  LSLBT°0  £8262°0  £48G8°0  I6982°0  V4963°0  ¥8698°0 8TI¥¥E°6 S
0000S°0 4PT4P°0  BICPP 6 LE2GTVP°0 438820 LOZ9E°0  89¥¥e°0 802720 89062°0 ¥
' 08°0 g¥°0 cv° 0 ge*o 0e°0 9g°0 0%°0 g1°0 eT*0 d ¥

(u ‘d)d 40 SHNTIVA

1°€°C°9 TTEVE



98

The asymptotic wvariance of p* can be obtained

from (6.3.2.2) by taking h =k = 1 and is given by

(6.3.3.5) v(p") = (pq)z/Nug ’
where o =X - n¥ - (X -7 + np) (X -iY + p), and
_ . n- .
X = qSl/G', Y =ps /¢, @&'= .xlsj ,
— i=

Sj = (?)qun—j sy J3=1,2, ve.y, (n~1). The asymptotiec
efficiehcy of the method of moments estimator ﬁ
relative to the maximum likelihood estimator p* can be
obtained by dividing (6.3.3.6) by (6.3.3.2) and is

tabulated in Table 6.3.3.2 for n = 10 and p = 0.1,
092, 003’ 0049 005, 066’ 007, 008’ O.gt

TABLE 6.3.3.2

ASYMTOTIC EFFICIENCY OF p

POR h=k=1 AND n=10

P effieiency

0.1 or 0.9 0.9208
0.2 or 0.8 0.9032
0.3 or 0.7 0.,9121
0.4 or 0.8 00,2292
0.5 0.9346

6e3¢4 An illustrative example

For illustrating the results of Section 6.3, we
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consider the data of-Table 6¢3.4,1 (taken from Rider's
paper [/ 36_7), about the number of boys in families
having eight children. ILet one class from the lower

end and one class from the uéper end of the distribution

be truncated.

TABIE 6.3.4.1
NUMBER OF BOYS IN FAMILIES
HAVING EIGHT CHILIREN

No. of No. of
boys families -

215
1,485
5,331

10,649

14,959

11,929
6,678
2,092

342

O N oy UM RO

Total 53,680

Then, we get

=
i

53123 = 4.10909,

B
-
L

=]
it

=)
"

15512.745

B
o
]
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Using (6.3.3.1) and substituting the values of
iy My, Ny and n =8, we find the method of moments
estimate of p to be p = 0.51434. Using (6.3.3.2) and
substituting the values of m;, my, m;, m,, ms,' mg

4 N
for ni,* Ry mé, 'p;, né, pé, we find that the
estimate of the asymptotic variance of § is given by

V(D) = 0.035751/N.

Further, using (6.3.3.4) and Table 6.3.3.1, we
find the maximum likeliheod estimate of p to be
p* = 0.51378. Using (6.3.3.6) we £ind that the estimate
of the asymptotic variance of p* is given by V(p') =
0.03306/N. Thus the estimate of the asymptotic
efficiency of the method of moments estimator relative
to the maximum likelihood estimator is 0.9294. We note
that the method of moments estimator is easy to compute

while the loss of efficiency is not much.



