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CHAPTER 10

USE OP A PRIORI KNOWLEDGE IN THE ESTIMATION OP A 
PARAMETER PROM DOUBLE SAMPLES

10.1 Introduction

When there is no a priori information about the 
value of the population parameter, then various methods 
such as maximum likelihood, minimum variance etc., may­
be used to estimate the parameter. We suppose here 
that there exists an uniformly minimum variance unbiased 
estimator of the population parameter. In practical 
problems the experimenter possesses some guessed estimate 
for the value of the population parameter. Using this a 
priori information, Katti £~22J obtained a better 
estimator of the population mean from double samples 
than the estimator obtained from the pooled sample when 
some guessed estimate for the value of the population 
mean was available. Here we generalise this method for 
obtaining a better estimator of the parameter from 
double samples when some guessed estimate of the value
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of the population parameter is available. The method 
developed here is applied to obtain a better estimator 
for the variance of a normal population from double 
samples than the estimator obtained from the pooled 
sample when some guessed estimate of the value of the 

variance is available. The method consists in 
constructing a region in the space of variance using 
the guessed estimate, using the estimater based on the 
single sample if the estimator belongs to the region 

and drawing a second sample and using the estimator 
based on both samples if the former estimator does not 
belong to the region. This region has been termed a 
preliminary test region {P.T. region) and the resultant 
estimator a preliminary test estimator (P.T. estimator) 
by Katti As pointed out by Katti 22_/, it is

to be noted that this approach differs from the Bayesian 

approach in the sense that the guessed value is used 
only in constructing the region. The rest of the 
estimation procedure is free from the subjective 
judgement behind the guess. It is to be further observed 
that in such applications as agriculture, wherein samples 
can be drawn in succession, an acceptance of the estimate 
based on the first sample saves the second sample.

The procedure suggested here has some points of 
similarity with the two-sample procedure due to Stein



145

£“52 J t in connect ion with determining the confidence 
intervals of preassigned length and confidence 
coefficients for the mean of a normal distribution with 

the unknown variance.

10.2 Preliminary test region and estimator

a alet 0^ and 0g be the uniformly minimum 
variance unbiased estimators (TJMVUE) of the population 

parameter 9 based respectively on the first sample of 
size n^ and the second sample of size ng. let
A A A9 = a01 + b0g, where a + b » 1, be the best estimator 
of 9 based on both samples, by best estimator it 

being understood that it is uniformly minimum variance 

unbiased estimator in the class of all unbiased
A Aestimators of the type 19^ + m9g, l + m = l, 1 £ 0,

m £ 0. let -CL he the parameter space of 9 and R’ be
A A ,the region of 0^» R’ will also be a region of 9g. -L*- 

and R* are intervals of the real line. Because
A A , A A A
0 = a0^ + b9g is convex in 0^ and 9g and only

convex sets on the real line are intervals, it follows
that 9 has the same range R’. The P.f. estimator

Aconsists of choosing a region R in the 0^ space and
A Aaccepting 0^ as an estimate of 0 if 0^ BR, and

A A _ _accepting the pooled estimate 0 if 0^6 R, where R 
denotes the complement of R. The resultant P.T. 
estimator will be denoted by 0^® The goodness of the

/
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estimator will be measured by its expected mean square 
(E.M.S.) 1.e. E(0P - 0)2.

A A
let 0^ and 9g have continuous probability

density functions and P2^02^* 0O 108

the guessed value of 9. Then if 0q is the true
pvglue of 9, the E.M.S. of 9 is given by

s.ii.s.(epie0)

/ f '(8%)8p1(01lBo)Pz(®zleO)a«A
A A 
91 02

A*S f ^01”0O^ Pi^eileo^d0l
9f e s

(10.2.1) + /_ / (0“*0o)KPi(0il0o^2(02l0O)d0ld02

e^R e

/ (^-ejVCe'i |en)d9A , .A

9^1
1 "O' -^1v 11 0' 1

\ /_ [a2(0V0o)2+b2f (eAg |0o)]Pl(e\ |e0).dS:
0aeR

a^eJeoHb^cSgl^) +
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/ [(l-a2)(e1-9Q)2-b2?(02|0o)]
e^eR

p^leoJd^,

A , A
where V(0.jJ9q) denotes the variance of 0^, i = 1,2, 

if 0Q is the true value of 0.

We choose R such that E.M.S.(0P|eo) is minimum. 

Minimising E.M.S. {©"^|©q), we get

(10.2.2) (1 - a2)(0x - 60)2 - h^COgl©^ » 0.

Hence R is given by

(10.2.3) R= IQQ)7il^), 0n+b/v (69 i0n)/(!-?)2 1 0'

and the P.T. estimator is given by

(10.2.4)
if 0-jGR,

A A A
= 0 = a9^ + if e^GR.

10.3 Properties of P.T. estimator

(a) Efficiency of P.T. estimator. When 0q is 
the true value of 0, then it follows from (10.2.1) that
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E.l.S. of for the 3?.T. region is given by

E,M.s.(e£|e0)

(10.3.1) = v(e|e0)+(i-a2) / (VeO)2Pi(®il0o)<a®i
®!eS

- ‘b2v<§21©0) f Pi(®il80)d®r
®iea

If however, 0q is not equal to the true value 
of 0, the l.ffi.S. of 0^ is given by

E.M.S.(0 P19)

(10.3.2) = v(e Ie)+(i-a2) / (01-0)2p1(e1|e)de1

- b^ (0g I©> / p1(01l0)d01.

The efficiency of 0a relative to the best 

unbiased estimator based on both samples will be measured

(10.3.3) E= [E.M.S. (0 |0)]/[E.M.S.(0P[0)] .
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We give "bounds for the efficiency E of tlie P»T. 
estimator in the following lemma.

lemma 1G.3®1® The efficiency E of the P.T. 
estimator 0"^ relative to the hest unbiased estimator 
0 based on both samples satisfies the inequality

-1[l + (l-a2)mC - b2BCj

-1> E > [l + (l-a2)MC - b2B'c] ,

where A » b/y(0g 1 ©q)/(l-a2), B = Y(0g|9),

c = / p1(01|e)de1/Y(e |0) and'm and H are
0 ^8R

respectively lower and upper bounds of the function 
f (©-jL 1®) 88 (0^ ~ in the interval (0Q - A, 0Q + A),

0q being the guessed value of 0.

Proof. The result of lemma 10.3.1 immediately 
follows from the following mean value theorem:

»3 " If f> (x) be positive in the interval
(a < x < b) and f(x) is integrable, then

b b b
m/ 0(x)dx < / jZ5(x)f (x)dx < M f $(x)dx, 
a a a
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where m and 1 are respectively lower and
t»

tipper hounds of f(x) in the interval (a,h), 

and letting $(9^) = p^S-jjQ), ^(Q-jJQ) * “ 0)2»

a = 9q - A and "b = 9q + A.

PWe discuss helow the efficiency of 9 relative 

to 9 for four cases: (i) 9 <_ 0q - A, (ii) 9q - A <

9 < (iii) 9Q < 0 < 0Q + A, and (iv) 0Q + A < 9,

"because for each case m and M are easily found. In 

cases (i), (ii), (iii) and (iv), let

X * [l + (l-a2)(0o-A-e)2C - b2BC] ,

Y - [l + (1-a2) (0O+A-9)2O - h2B0] ,

Z - [l - h2BC] •

Case (i) • If 9 <_ 9^ - A, then E satisfies 

the inequality

(10.3.4) X > E > Y.

Case (ii). If 0Q - A <_ 0 <_ 0Q, then E satisfies 

the inequality

Z > E > Y.(10.3.5)
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Case (Hi). If 8q £, 9 i. 9q + A, 
tlae inequality

(10.3.6) Z > 1 > X.

We can combine cases (ii) and (iii) to obtain wider 
bounds on S as

—1 —1 [l - b2BC] > E > [l + 4A2(l - a2)C - b2BG]

whenever |8 — 0qI < A.

Case (iv). If 0q + A <_ 0, then E satisfies the 
inequality

(10.3.7) Y > E > X.

Corollary 10.3.1. If 0=0^, i.e., when the
guessed value 0Q is equal to the true value 0, then 
E satisfies the inequality

^3 t'
A ■<■' r

!t(
^ ■.. \\

\ r's V

Ay• x 1
"V ‘ ~ i-

then E satisfies^'
\\4'\- o'. /

[l - b2BC] > E> 1,

This follows from (10.3.5) or (10.3.6) by putting 
9 - 0Q and noting that (l - a2)A2 = b2B.

Corollary 10.3.2. The asymptotic efficiency E^ 
when 9 — + oo iB equal to unity.
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This follows from (10.3.4) and (10.3.7) by-noting' 
that BO - 0 and C(eQ + A - e)2 - 0 as 0 - + «*.

(h) The probability of avoiding the second sample 
and the expected percentage of overall sample saved.

If we use P.T. estimator, then the probability of 
avoiding the second sample is given by

0O+A
(10.3.8) P = Pr(9^SS) = / Ie0) 401

" VA '
and the expected percentage of overall sample saved is

(10.3.9) jn2/(ni + x 100»

when 0 = 9q is true.

Katti*s £’~22j7' results (3), (5) and (6) about the 
estimation of mean from double samples follow from the 
results (10.2.4), (10.3.1) and (10.3.3) of the present 
chapter. However, the results (5) and (6) of Katti 
contain error or misprint; there should be l/fl+u in 
place of 1/fl+u.

10.4 Application to the estimation of the variance of 
a normal population
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Let li! (i = 1, 2, ..., n.) be the first sample
and 2i*
is assumed here that

(i=l, 2, ...,n„) be the second sample. It
x ' s are all independently

normally distributed with variance
pthe guessed estimate of or .

cr . Let o“n be

nl n2
Let s2 = Z^ (x±± - x±)2 / (r^-l) and s2 = Z

(xg^ - Xg) / (ng - l) be uniformly minimum variance
2unbiased estimators of cr based respectively on the first 

and second samples.

Let s = (dlj-IJs^ + (n2-l)s| / (nl+n2. -2) be

2the best estimator of cr based on both the samples. Let 
the preliminary test (P.T.) estimator of cr2 be denoted 

by o-p . Noting that a = (n1-l)/(n1+ng-2), b =
(n^+ng-2) and V(s|| <Tq) = 2 cr^ / (ng-l), it follows from

(10.2.3) and (10.2.4) that the P.T. region and P.T. 
estimator are given by

(10.4.1) -B= [<r|(l-f2/(2n1+ng-3)) , cr2 (l+f^(2n1+ng--3)) ,

(10.4.2)
2 s2, if s2 e h, 

s2, if s2 e f.
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(a) Efficiency of crp when o~q is the true value
of

£When cTq is the true value of the variance, then 
it follows from (10.3.1) that E.M.S. of crp is given by

(10.4.3) E.M.S. ( c-pi <t-q) = |2cr^ / Y^l+u)
x T,

where

T
r u(u+2)(Y1+2)
1 + 2(u+l)

^ Q(t1 |vi+4:) - Q(t2|vi+4)J

(u+2)Y,
(u+1)

u(^1 + V2 - 2)
2(u + 1)

{Q(ti|Vi+2) - Q(t2|?1+2)].

- QftglY,)}

¥1 = “l-1' Y2 “ n2-1’ “ = VV tx = T^l-fa/tSV^Vg)],

*2 =V1 1+f2/(2V1+Yg)j and

Q(t |y) 2“Y/2( (v/2)-1 / ( X2)
t

V
2 - 1

e" % /2d %2,

which is tabulated in /~32_7,

Hoting that the variance of the best estimator s2
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is 2 o"q / (n^ + ng - 2), when

C~2, the efficiency E(cr-pjcr^)

2true value of a~ is from

(10.4.4) E((rP 1 o“q) “ l/®»

where T has the same meaning as in (10.4.3).

In Table 10.4.1, the efficiency E( o-2[ cr2) of 

2 2O"p when o~0 is the true value of the variance, is

given for various values of u and IT^. That the 

efficiency is greater than 1 follows from the corollery 

10.3.1. Table 10.4.1 confirms this proved result. This 
shows that when the guessed value cr2 is the true value 

of CT2, then the P.T. estimator cr2 is better than the 

best estimator s2 based on both the samples. The 

efficiency is maximum in the neighbourhood of u = 2.5 

and the maximum average value of efficiency is near to 

1.211 which implies that for maximum efficiency one should 

plan the sizes of the first and second samples in such a 

way that the degrees of freedom for the unbiased estimator 

of population variance in the second sample is nearly 2.5 

times that in the first sample.
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We also note that the efficiency remains fairly 
constant for fixed value ©f u. From (10.4.4), it 
follows that the efficiency tends to 1 as u -* The 
numerical results of Table 10.4.1 confirm this result.

(b) The probability of avoiding the second 
sample and the expected percentage of overall sample 
saved.

- 2When the guessed value ct-q is equal to the true
gvalue <r , the probability of avoiding the second sample

2 2and accepting s^ as the estimate of r* is obtained 
from (10.3.8) and (10.4.1) as

(10.4.5)

%P = Er(s* 6 R) = / Pl(s*| cr^ds*
tl

= QCt^) - Q(tgIv1),

where t^, tg, Q and have the same meanings as in
(10.4.3). The expected percentage of overall sample in 
saved in this case is from (10.3.7) given by

(10.4.6) [(ul1 + 1)P x 100] / |j1(u + 1) +2],

where and u have the same meanings as in (10.4.3)
in Table 10.4.2, we give the expected percentage of
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overall sample saved for various values of u and 
if P.T. estimator is used.

Prom Table 10.4.2, we observe that if P.T. 
estimator is used, then the expected percentage of 
overall sample saved (i) remains fairly constant for 
fixed value of u and (ii) is largest when u is in the 

neighbourhood of 3. This implies that if it is possible 
to take a sample of size 102, then for best results, one 

should take a sample of size 26 to start with, followed 
by another of size 76 only if the preliminary test rejects 
the guessed value.

(c) Efficiency of o-p when <j-q is inot the 
2true value of cr- .

2When cr0 Is not the true value of the variance,
then from (10.3.2), we obtain E.M.S. of crS as

-P

(10.4.7) E.M.S.( of! o-2) = [g a* /

where
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u(2V1+V-~2) f , •>

- + ~ 2(L) l j •
where Vg, t^, tg, u and Q have the same meanings

n , gas in (10.4.3) and k= <5q / c— . loting that the
* p pvariance of the hest estimator s of <y~ based on 

both the samples is 2 cr-4 / + ng - 2), the

efficiency E{ <r2| cr-2) of cr2 when cr-2 is not the true 

value of variance is from (10.3.3) given by

(10.4.8) B( cr2 j a-2) = l/l',

where T1 has the same meaning as in (10.4.7).

The behaviour of the function E( er| j <r-2) for

various values of k = <r2 / ^ and 1± * 6, 10 and 20

was studied through graphs and it was found that the 

efficiency is greater than unity as k •* «>. In all the 

three cases, there is an interval within which if k 

lies the bad guess will result in a heavy loss. It is 

believed that these observations will be true in the 

general case as well®


