67

CHAPTER - ITT

FRECTICNAL . FACTORIAL DESIGNS OF THE TYPE 3

3.1 INTRODUCTION

The method of construction of fractional factorial
design of the type 3% is given in section 1.11. I{ is said
that fractional replication is not as satisfactory in Bn
design as in ol design. In this chapter, fractional

replicate of a 3n experiment with blocks is discussed.

3.2 TFRACTIONAT REPLICATE OF A 3" EXPFRIMENT

Theorem 3.1 Let the g linearly independent forms

Mg = gy Yy + By Yo o+ oov + Do ¥

(6 =1,2,00., q)
generate a class of arrays ﬁz each of strength 2 in EG(n,3).
If the fraction of the 5n design counsisting of the assemblies
belonging to the arrays T1, Tz, oy Tk of ¢2 estimates the
main effects and the two-factor interactions, then the
corresponding incomplete block design with k blocks, each '

block containing assemblies of some array Tv(v=1,2,...,k)
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estimates the same effects orthogonally to the (k-1) contrasts
between the k block effects (assuming higher factor intera-

ctions to be absent).

Proof : The proof is similar to that givem in case of o

design in Theorem, 2.6.

The (k-1) linearly independent contrasts between the k
block totals are linear functions of interactions involving

3 or more factors corresponding to the linear forms

Pally + Pl + et Pllys
Be = 0,1,2 (6 = 1,2, vev, Q)
(P'I’ Pos eeeo Pq) # (0,0,...,0)
each of weight > % and the contrasts between the k block

effects.

The theorem holds good if arrays of strength 2 are

replaced by arrays of strength 3 in EG(n,3).

Exampl es
(1) TPFractional replicate of a 34 design.
(2) Fractiongl replicate of a 35 design.

(%3) Fractional replicate of a 56 design.
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Example (1)

4/9th Fraction of 34 design in 4 blocks, 9

assemblies in each

Design
Block~-1 Block~2 Block-3% Block—4

1§ A {15} %

where the arrays of strength 2 in EG(4,3) are as given

below 3§
T + Zp + %, =0
T2 s e (3.2.1)
22 + 223 + 24 = 0

in GF(3). The identity relationship for the fraction of

34 design is

I = ByBoBs= P25§§4= P132P4= P1P§B§

The sets of effects aliased are

{B1» BorBsr BsPyr BoBET -
$ B2y BiBs » BBy PsBil s

%83’ PiBor BBy ?1;32% ’
$Byr BoBS PiPar BBsy

. (3.2.2)

The 9 assemblies satisfying the egquation (3.2.1)

will estimate (1) the grand average, (2) two linearly
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independent functions of effects for each alias set in

(3.2.2).

Since the number of effects in each alias set is 4,
each effect carrying 2 d.f., let us consider the estimation
of effects (3.2.2) from the assemblies of the four arrays

in E¢(4,3) given below :

Array T1 T2 T3 T4
%y + Zn + 4, = 0 0 0 1

T2 . v (3.2.3)
Zo + 223+ Z4 = 1 2 0

For each set of effects in (3.2.2), the corresponding
coefficients in the expected value of the response column
vector y of assemblies belonging to the arrays T1, TZ’ TB’

T4 in (%3.2.%) are given below :

Tt should be noted that (1) each coefficient corrésponding
to three assemblies, (2) the estimates of any two effects

coming from different alias sets are ortbogonal._

In the table given 3.1, the coefficient vectors
within each set are in order of the assemblies, but between
the sets they are in different order of the assemblies. Two
coefficients vectors belonging to different sets are

orthogonal i.e. their inner product is zero.
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From the table 3.1 the normel equations for each set

of effects can be worked out as below :
Tet f: = [T(py)s (By) » T(PyPs)s UPss)s
L(ByPy)r UBspy ) B(PoPy ) AR
f;: [m;sz?, Q(By)» WPyPs)s UBPs)s
L(BB, ) BB, )» B(RsER)s QBB ],
j;=[m]s5), QBy)y B(R4Po)s QUP4P,)s
T(PoB, ) A(PaRy)s B(BIE, ) apeEp) J
fz:"lj:‘(?ar)’ Qp,)» B(PoP3)s QUPoP3);
W(piPS) s QCRB3 ) BCPyES )0 05 )

7 1 { i
where 52, $os ﬁ%r ji denote the row vectors of effects

in the other three sets as indicated in the tarle.

Also let
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Y[L@Hi‘z)] } [( {2+2,72] n{z}) - (fzy4z=01N § T})] ’

Y QU‘BHSZ):] = [ ({242,201 N312}) - 2(§oy+m,m1} MT})
+ ({z1+22=2} n 3 T})] ,

where fT} denotes the set of assemblies of the fraction

defined in (3%.2.3) and the other notations have the same

meaning as given in section 1.10.



Then -
Qi '____j :Y( Sj) "’(3'2'4‘)
j = 1,2,3,4
where B =P,=P (o4 0 12 -18 |
o 72 18 -36
o4 0
i 0 0
SV e,
24 o] 3 ~9
By 0o 72 -9 -9
21 0
Sy 0 70
| 24 0 6 0 24 0o -3 =9
R1: 2:
0o 72 0 18 o 79 9 -9
o4 0 o4 0
| SyM. 0 72 , Sy 0 72
24 0 -3 9 24 Q 3 =27
R, 0 72 -9 9| L. |0 72| -2 9
24 0 24 0
SyMe. Sym.
0 > 0 o
I 7 1, B T i,




-3 -9 -3 -9
Q1= 9 "'9 9 _9
3 -9 3 -9
-9 -9 -9 -9
" 0 5 9¢
0 18 -9 -0
Q =
E 3 9 -6 0
9 -9 0 18
From (3.2.4) follows
" _
_.‘S.)- jz . Y( = ),
where ”
12 0 -6
oy e} 0 4 4
P1=0o7P5=T08
12
Sym.
» 0
m6 0
e o 0 2
T15 5725708
6 0
Sym.
0 2

A~ ot

-3 9 6 0
-9 -9 0 18
-6 0 3 9
0 18 9 -G |7
3 9 -3 9
9 -9 -9 -9
15 9 12 -18
Lfg 45 -18 —BQI.
eeo(3.2.5)
- 1
18 0
0
_1_| o
324
18 0
Sy
a 0 617
48 0 3 21
_1 (o 16t2r =
324
48 0
SyMe
3 0 16 1,




5 1] 3 1 o -2 -3 1]
1 -1 1| -1 1 1 o 0 -1 =
947 708 T8
-3 1] -3 1 3 1 0 -2
|1 1 1 11, 1 ol 2 ol
5 1] o -2 -9 -3 0 -6
1 -1 =1 2 0 1 -3 3 6 O
9z 708 447528
o -2 1| 3 1 -9 -9{-18 0
= ol 1 -1y, 9 -31 0 6l

Hence, all the 33 main effects and the two factor

interactions (including the grand average) of the 34

design
are estimable from %6 assemblies of the fraction consisting

of the arrays TysTpyT5s T, @8 given in (3.2.3).

Uéing the transformation given in (1.11.3), the above
effects which are estimated in Geometric set cam be trans-

formed into corresponding effects in Product Set.

Since the block contrasts together with the effects of

the 34

design account for all 35 d.f., nothing is left to
estimate the error. Hence, error has tc be obtained from

previous knowledge or by having one more replication.
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Example (2)

1/3rd Fractional PFactorial of a 35 Design in

3 Blocks, 27 Assemblies Each.

Design
Block-1 . Block=2 Block-3

%T*HS 3 T, ]S 2533&

where the arrays of strength 2 in EG(5,%) are as given below :

Array Ty T, T3
Z1 + Z2 + Z5 = 0 1 2
Z3 + Z4 + Z5 = 0 2 1

In this design, the estimates of effects are orthogonal.

Example (%)

th 6

2/9°" Practional PFactorial of 3° Design in 6

Blocks, 27 Assemblies Each.

This design is obtained from array of strength 2 in

EG(6,3), assuming higher factor interactions to be absent.

Consider an array of strength 2 in E@(6,3) defined by

the equations ,
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23, + Zy + 20g = 0,

2Ly + Dy ot 2Z¢ = 0, .. (3.2.6)
223 + Z4 + 25 = 0,

in GF(3).

The identity relationship for the fraction of the 3Q design

given by (3.2.6) is
T = pEpsPE = PoPuBE = FoPyBs = PiPaBsPs
= 33?4???2 = ?125\2133% = 132?355@6

_ 222
= B1PoBsPs = BoB3B,Bs

omitting interactions involving five or more factors.

|

Restricting to any of the main effects and the two

factor interactions, the sets of effects aliased are

$Bys BB » Pybst

{Por BuBE I

’253’ 131136}’

Py Pobs » TS -

s :‘3113,52: g

B P1B5 - BoBy 1 e (3.2.7)
{Piker BsPs s

§P1Ps 5 Pobs ?1?2 ’ 353%36} ,
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§ Pibes Fabor PP BaP
{BPsr PaPer PsPs wé% ,
P3Py PoPsS:

PP » BB h

2 FsPer B4 P 3?3?&%}'

Let us consider, for simplicity in calculation, the
estimation of the effects (3.2.7) from the assemblies of

the six arrays in EG(6,3) given below :

Array T, T2 TB T4 T5 T¢
2Z1 + Z3 + 226 = 0 1 ? 0 1 2
2Z2 + Z4 + 226 = 0 2 1 1 2 1 .. (3.2.8)
221 + Z4 + Z5 = 1 o; 1 1 2 2

While estimating the effects from the assemblies of
the six arrays in (3.2.8), the aliasing disappears, and the
effects (3.2.7) become estimable elither orthogonally or in

correlated sets.

The sets of correlated effects for the fraction

defined by (3.2.8) are
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Y get-1 Set-2 Set-3

2 p) 2
PoPss B1Pe , Psber BaB2 s PoPer PaBs o
...{3.2.9)
set~4 set-5 Set-6

?4P§ » BoBs v ?3?§’ PoPr Pzﬁg » P3Py

derived from the linear forms

Z, + 222 + 225 + ZZ6

1

222 + 2Z3 + 224 + 25 y

which are equated to
o 2 0o 2 0 2|
0 1 0 1 0 1

columnwise in the six arrays defined by (3.2.8)
The coefficient of effects in the expected value of

the response column vector y of assemblies belonging to

the arrays in (3.2.8) are given below :
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Set-1 Set-4
Effect | 2 >
BoPs B1Bs Bops BoP3
Array L Q L Q L Q L Q
-1 1 |.-1 1 -1 1| -1 1
T, 0 -2 1 0 =2 0 -2 1 1
1 1 1 1 1 1 0, -2
-1 1 1 1 -1 1 1 1
T, 0 -2 | -1 1 0 -2 0 -2
1 1 0 -2 1 1| -1 1
-1 1 | -1 1 PR 1| -1 1
T3 0 217 0 =2 0 =2 1 1
1 1 1 1 1 1 0 -2
-1 1 1 1 -1 1 1 7
T, 0 I 1 0 -2 0 -2
1 1 0 -2 1 11 - 1
-1 1 | -1 1 -1 1| - 1
Ty 0 -2 |0 =2 0 -2 1 1
1 1 1 1 1 1 0 -2
-1~ 1 1 1 -] 1 1 1
Te 0 -2 | -1 1 0 =2 0 -2
1 1 0 =2 1 1] -1 1

In the above table 3

(1) each coefficient corresponds

to 9 assemblies,



(2)

(3)

(4)

sets

the coefficient vectors within the set are in order

of the assemblies, but between the sets they are in
different order,

any two coefficient vectors coming from two different
sets are orthogonal, i.e. their inmer prodcut is gzero,
for any pair of effects in sets 1, 2, 3 the coefficient
vectors are the same, but in different order of

assemblies.

Similar remarks holds for the pairs of effects in

4‘, 5) 6'

Let ;fj(j=1,2,3) denote the column vector of effects

in sets 1, 2, 3 and ?13(321,2,3) denote the column vector

of effects in sets 4, 5, 6.

and

Then the normal eguations are

" o~

12 0 3 -9
A
0 36 9 9 v -
12 0
Sym.
0 36 e (3.2.10)
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12 .+ 0 -3 -9
A
0 36 -9 9
9 X - on. = Y\ (1.)
12 0 J J
Sym.
0 36
L ot
where _ -1
A Py %
9. - . Y(‘-)
=d q! r. J
and A Py qj“
?1 = .Y(?l-)
J q!l r, J
i il
(3 =1,2,3)
i.e. T( _Sfj), ¥("L,) heve the same meanings as given in
example (1), which give
12 0 -3 3
g’\ 1 M R 9.)
23° 9x108 . 5 G
Sym.
0 4 | ce o (%.2.11)
12 0 3 3 \
A
.o M IR B B
~J 9x108 19 0 J
Sym.
: o Al

(3=1,2,3)
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The rest of the effects are orthogonally estimated.
The estimates can be converted into the corresponding ones
in Product Set by using the tramsformation given in (1.11.3).

3.3 FRACTIONAL FACTORIAL OF 36 DESIGN FROM

ARRAYS OF STRENGTH % IN B& (6,3%),

In this section, & problem of construction and
estimation of main effects and the two~factor interactions

of 56 design from arrays of strength % in EG(6,3) is given.

Consider a fraction of the 36 design consisting of the
assemblies of an array of strength 3 in BG(6,3) defined by

the equations

il

Za + 22, + 2%, + 24 . 0

+ 2%, = 0 v.e(%3.3.1)

1 2

22 + 223 + Z5

The identity relationship for the fraction defined

3

by (3.3.1) is

T = ByBoPSRs = BoB5PsPe o (3.3.2)

interactions involving five or more factors are not

considered.

The aliased sets of effects are



18 Byr Pobs
%P5 Psbs

2

§

j

SpEe BB T ~ i (3.3.3)
£p.55 PS¢

S BoBS PPl ¢

?’ 5292’ 535? § ’ ‘
Only the main eifects‘and the two-factor interaétions

are considered.

Consider the estimation of effects from the assemblies

of the two arrays given as below 3

Array T, T2
Z1+2Z2+223+Z4 = 0 2
22+223+Z5+226 = 0 2

For each pair of effects in (3%.3.%) taken in orders
the corresponding coefficients in‘Ehe expected value of the
response column vector y of assemblies in T1,T2 are given
below 3 such coefficients in the table corresponds to 27

agsemblies.
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Effect ?1?4 EQPB
Array L Q L Q

T, ) 0 -2 0 -2
1 1 1 1

1 1 0 -2

7, 0 -2 1 1

The same table holds for every pair of effects in (3.3.3)
taken in order. Denoting by §'3(3=1,2,...,6), the column
vector of effects in the jth pair, the normal equations

for estimating i,j are

4 0 1 3
0 12 | -3 31 A
27 S. =Y (§.) ...(3.3.4)
Sym.
i 0 12

From (3.3.4)

12 0 -3 -3
0 4 3 -1
_ 1
Sym. 1
\ O
L. 4~4

j = 1,2,0--;6
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The estimates in (3.%.5) may be converted back to the
corresponding estimates in the Product Set by using the

transformation given in (1.11.3).

The effects not occuring in (3.%.5) are orthogonally

estimated.



