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CHAPTER' - IV

ERACTIOffAL FACTORIAL DESPOTS

01 THE TYPE 2m x y1

4.1 INTRODUCTION

In earlier chapters, the procedure for estimating 

of main effects and the two-factor interactions of various 

fractional factorial designs of the type 2m and 3n is given. 

In a 2mx3ri factorial experiment when m or n or both m and n 

are large, a large number of assemblies create a problem. 

Suppose one is interested only in main effects and the two- 

factor interactions, then all the assemblies are not needed. 

Providing a reasonable margin for estimating error, methods 

of construction are given so that the normal equations 

estimating the effects break up into independent sets and 

render the solution easy, i.e. to construct a fraction 

(including the whole) of a 2m x 3n design is to take a 

fraction of the 2m complete factorial and a fraction of the 

3n complete factorial, and to adjoin every treatment 

combination in the fraction of the 2m to every treatment
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combination in the fraction of the 3n- To make these points 

clear, consider a fraction 22x32 consisting of the assemblies 

(X^Xg, Z-j,Zg) obtained by taking the symbolic direct 

product of assemblies of an array given by X1 + = 0 in

EG(m,2) and those of an array given by Z^+Zg = 0 in EG (re

writing
(0, 0) 

(1, D
and =

(0, 0) 
(1, 2) 

(2, 1)

The required assemblies are given by

S1 <g>T1 =

(0, 0, 0, 0)

(0, 0, 1, 2)

(0, 0, 2, 1)

(1, 1, 0, 0)

(1, 1, 1, 2)

(1, 1, 2, 1)

Let 1 =t?’ A1,A2; A1 ,A2, L(f, ), Q(^ ), l(p2),

Q(p2), QC^pg), L(f,P2)

QCp^g), lU^), QU^), L(A1p2),

QU-j^g), L( A2pn ), QCAg^),

Il^2?2 ^ ’ Q^A2f2^ 3 '
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Then 1(0, o, 0, 0)

1(0, 0, 1, 2)

E T(0, o, 2, D
Y(1, 1, o, 0)

Y(1, 1, 1, 2)

1(1, 1, 2, D

1 -1 -1 -1 1 -1 1 -1 1 -1 1 1 -1 1 -1 1 -1 1

1 -1 -1 -1 0 -2 1 1 -1 1 1 1 0 2 -1 -1 0 2 -1

1 -1 -1 -1 1 - 1 0 -2 -1 1 o< -1 -1 -G X -1 -1 <x

1 1 1 -1 -1 1 -1 1 -1 1 -1 1 -1 +1 -1 ■+1 -1 4-1 -1

1 1 1 -1 0 -2 1 1 -1 1 1 1 0 -2 1 1 0 -2 1

1 1 1 -1 1 1 0 -2 -1 1 0-2 -t 1 O 1 1 0

The identity relationship for the fraction and the 

other aliased sets of effects are

I = A1A2 = f3-|p2

{ V2 1- ^?1?2’ \hh ’ A2Pl^'lAlT2 ’ A2t2} '

assuming higher factor interactions to he absent.

Thus the six estimable functions of effects are, one 

each for the first two and two each for the remaining two 

sets of the effects given above.
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Tbe normal equations estimating effects are

6

-6

-6

6

-6 -6 6

6 6-6

6 6-6

-6 -6 6

r A
I Y(I)
AA2

I.(^2)
=• y(a^a2)

= Y.L(^p2)

_Q(?Os) _ Y-QCfB^g)

u

X1A A2

A

y(a1 ) 

y(a2)

4 0 2 -6 2 -6 i ' L(p1 ) y.lC^ )
0 12 -6 -6 -6 -6 G(f,) Y.Q(p1 )

2 -6 4 0 4 0 i(p2) = Y.L(|2)

-6 -6 0 12 0 12 q$2) Y.Qlp2)

2 -6 4 0 4 0
Kj4g)

Y.L(^p2 )

-6 6 0 12 0 12 __ Y.Q(^f2)^

4 0 2 -6 4 0 2 -6
— A -L(A1fl ) Y. —L(A1^1)

0 12 -6 -6 0 12 -6 -6
A sQ(A1p1) Y. Q(A1|1 )

2 -6 4 0 2 -6 4 0 / A x LlA^g) Y. l(Aip2)

-6 -6 0 12 -6 -6 0 12 Q(a^2)
= Y. Q(A1p2)

4 0 2 -6 4 0 2 -6 AI»( AgPi ) Y. Ii(A2p^ )

0 -1 2 -6 r~~o 0 12 -6 -6 Q(&2h) Y. Q(A2p1)

2 -6 4 0 2 -6 4 0 t(A^2)
Y. L(A2p2)

-6L -6 0 12 -6 -6 0 12 
■

. /\ ,Q (Ag^ ) Y.Q(A2p2l
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which imply the estimability of

I-A1A2 - L(f1p2) + Q(f^2),

+Ag ,
4L(pi) + 2L(f2) - 6Q(p2) + 21(p1^2) - 6Q(^1p|),

12Q(pn ) - 6L(p2) - 6Q(p2) - 6Uf^l) ~ 6Q(jB1JB|),

4L(A1p1)+2L(A1p2)-6Q(A1|2)+4L(A2pi)+2L(A2|2)-6Q(A2p2), 

12Q(A1p1 J-SLlA^g)- 6Q(A1p2)+12Q(A2p1 )-6L(A2p2)-6Q(Agpg}.

This is due to Bose and Connor •

2 2Thus the 6 assemblies of 2 x3 factorial design, taken 

as above estimate the six linear functions of effects.

4.2 CONSTRUCTION

By comoining the arrays S^Sg, S^, each of the

same strength in £G(m,2) with the arrays T^,Tg, ..., T^ of 

some suitaole strength in EG(n,3) by the method of symbolic 

direct product, designs are constructed. The resulting 

fractionally factorial design may be denoted as

S1 © T1

s2 ® t2

• » a • •

• • « • • f



93

where columns stand for the factors and rows represent the 

assemblies.

The assemblies may be further divided into blocks by 

regarding one factor or two xactor of the 2m factorial or 

the 3 factorial or one factor of each factorial as block 

factors.

Let A^ denote the column vector of coefficients
corresponding to the main effect A^ of the 2m design and

rf1 , the column vector of coefficients corresponding to the 
J

main effect (u=1,2) of the 3n design, b! will refer to

pthe linear component and , to the quadratic component of
-|

the main effect of B-• lor convenience B- will be written
tl d

as B.(j =1,2,...,n).
J

For the two factor interaction the column vector

of coefficients in C is ootained by multiplying the corres
ponding coefficients in A. and B? and similarly for any 

other pure or mixed two factor interaction, [we consider the 

model y = Cji + 2 , the column ^Vectors of C correspond to 

Ihe effect in £i. They will al so be referred to as the 
column vector of the coefficients'].

In what follows (A-jAg ••• A ) will mean the r-product
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of the column vectors. A^Ag ... Ar for r^2 and we shall 

say that the effect is orthogonally estimable if the inner 

product of its column vector and any other column in G 

corresponding to any other effect in £i is zero.

The estimates of two effects will be called orthogonal 

if the inner product of the corresponding column vectors in 

C is zero. If not, they will be said to be correlated. For

example (A-jAg B-jBg) = 0 will imply that the estimates of
0 0 o(1 ) A^Ag and B^Bg or (2) A^B-j and AgBg or (3) A-jBg and AgB^

pare orthogonal. If (A^.Ag.B^.Bg) £ 0, they are all correlated.

The estimate of g. is obtained from the normal equations 

as
t = (C'C)“1 G'z 

provided G'C is non-singular.

The methods of construction in this thesis are based 

on choosing the assemblies in such a way that the matrix O’G 

can be arranged into a block diagonal matrix, thus, dividing 

the effects into sets and estimating them separately.

“1As soon as (C'C) is available, the effects are

estimable and the variance-covariance matrix of their 

estimates can be obtained. We shall say that the two set of
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effects are estimated by the same matrix, if the matrices 

in the normal equations estimating them are the same.

It can be seen that if y. corresponds to the assemblies 

of an array of strength 4 in EG(m,2)

(I.A. ) = 0, 

(A- .A- ) —Of
"”*X x 2

(A- .A. 
X1 x2 ) = o,

•A, ) = 0 
•*•4

for i-j/ £ i^ ^ i^ / 1,2, . . ., m which imply that all 

main effects and the two factor Interactions (including 

the grand average l) of the 2ra design are estimable 

orthogonally. Similar remarks hold for an orthogonal array 

of strength 4 in EG(m,3)»

The main effects and the two factor interactions will 

be sometimes referred to as the effect and the mixed two- 

factor interactions as the mixed effects.

An array of strength 4 in EGr(m,2) or EG(n,3) can 

always be replaced by the corresponding complete factorial 

when m, n are small.
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-Theorem 4.2

Suppose the p linearly independent forms

lr = ar1 X1 + ar2 X2 + ... + arffi Xm(r=1,2,...,p) generate 

a class 2 of arrays, each of strength 2 in EG(m,2). 

There are 2P arrays in this class, let S1?S2, ..., Sp+1 

be (p+1) of these arrays which correspond to

11 = 0 1 0 ... 0

Lg = 0 0 1 ... 0

L = 0 ,0 0 ... 1
P 1

Also let q. linearly independent forms

Mq = bg-j + b^Yg + • * - + ^0nYn’^ = 1’2’ •••»!)

generate a class of ^ of arrays, each of strentgh 1 in 

EG(n,3). There are 3^ arrays in this class. Let 

T1 ,Tg, ..., Tfc be k arrays of j&j, which jointly form an 

array of strength 4. There are three cases

(1) p+1 < k (2) p+1 > k (3) P+1 = k.

Case (1) : If P+1 < k, take £k-(p+1 )J additional arrays 

of-O-g, say Sp+2, Sp+5, ..., (not necessarily all
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different) and form a design

51 ® T1

52 <f> Tg

• •••••

Sk 0 Tk

Case (2) : If p+1 > k, take (p+1-k) additional arrays 

of ^ , say lk+1 , Tk+2> •••» Ip+i (not necessarily all 

different) and form a design

s1 d> t1

S2 (2) T2

Case (3) : If p+1 

design is

p+1 -p+j

k, no adjustment is necessary and the

Tf

s 1 x-j

s2 @ i2

sk Lk
J
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Then in the fractional replicates of the 2m x 3n design 

so constructed (a) all main effects and the two-factor 

interactions are estimable (assuming interactions Involving 

three or more factors to be negligible) (b) of the three 

sets of effects (i) the main effects and the two-factor 

interactions of the 2m design (ii) the main effects and 

the two factor interactions of the 3n design (iii) the 

mixed two-factor interactions, the estimates of any two 

effects belonging to two different sets are uncorrelated.

Proof s (1 ) Since the fractional replicates are obtained by 

combining the arrays of strength 2 in EG(m,2) with the arrays 

of strength 1 in EG(n,3) by symbolic direct product, it 

follows that every assembly of the fraction of the 2m 

factorial will occur an equal number of times with each 

level of every factor of the 3n factorial and every assembly 

of the fraction of the 3n factorial will occur an equal 

number of times with each level of every factor or with each 
combination of levels of every pair of factors of the 2m 

factorial. Hence, we have
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ULiiAi2Ai3 B-1 ) o,

(A± B^B?2 * * B*5) =0,

1 d1 d2 3-j

P--I ,(A, B. ' B/ B/ ) = 0,
-*■'! J'l «J “| J -j

(A. A- B^1 B^2) = 0, 
_11 x2 d 2

1*1
(A, .A, *L ) = 0,

*| "*"2 <J *t
P**t P'0(A. .B-'.B/ ) = 0,
<] 1 J 2

(A, .B^1.B^1) = 0,

(At , B^1) = 0,

1
(A, -A, ./1) = 0

X -j **” *l tl

.. .(4.2.1 )

[pi » P2 * P’^ “ 1 j 2 5 j 1,2,»

which imply (4
.,m; 31/32/35=1,2,..., n

(2) The estimability of the effects of the 2m design

follows from (b) and theorem 2.5 of Chapter II while that

of the effects of the 3n design follows from (b) and the 

fact that the number of arrays in EG(n,3) jointly form an

array of strength 4 and in case (3) 'even exceeds that number.
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(3) In case (2), besides (4.2.1) being true.

u. u ^ Yo(A. .1- .B.1 . lY ) = 0 but (A .A. .B'.B " ) is not
X1 x2 31 ''3;

necessarily zero which implies that the estimates of mixed 

two-factor interactions will be correlated into m sets
1 1’ ^i^B2^ Ai1B2» '* 5 1 ’{Ai^’B1’ Al*i

(i. = 1,2,...,m) •

Each of the above sets- of effects is estimated by the same 

matrix that estimates the set

?BV B2; B2, B2; •••; Bn,B^\

which is estimable as in (2). Hence, all mixed two factor 

interactions are estimable in this case.

In cases (1) and (3), in addition to (4.2.1)

0
Vh Fo (A, -A. .B* '• B/)

x^ j ^ J 2
(A, -A, .B^1. B^2)
-i1 =x2 ’-3 1 -J

0
1

Fi F?(A, .A, . B. . B/) (Vi^)

( , jig — 1,2; i-j^ig — 1,2,... ,m; 1,2,.. «,n)

Since the arrays Ej, Tg,. .., Tk form an array of 

strength 4*
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Hence, all mixed two-factor interactions and the 

eifeots of the 3n design are estimated orthogonally, (2) 

and (3) jointly imply (a). This completes the proof.

It is to he noted that the (p+1) array , Sg* • • • >Sp+^ 

in EG-(m,2) as given in theorem 2.5 are sufficient to estimate 

the main effects and the two-factor interactions of the 2m 

design (assuming higher factor interactions to he negligible), 

hut In certain cases, the estimation may he possible by 

using a lesser number of arrays.

Also the number of assemblies of the fractional 

replicates given In the above theorem can be further 

reduced by replacing the k arrays T1 ,T2, ... ,Tk which 

together form an array of strength 4 in EG(n,3) by the 

arrays of T1 ,T2 , . .., T£, (k* < k) which jointly form an 

array, sufficient to estimate the main effects and the two 

factor interactions of the 3n factorial.

Examples

(1) 1/8fractional replicate of 2^ x 32

(2) 1/I6th fractional replicate of 27 x 35 design

(3) 5/48^^ fractional replicate of 2^ x 32 design

(4) 1/16fractional replicate of 2^ x 32 design.
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Exampie (1)

1/8X fractional replicate of 2'x3 design 

(65 eifects are estimated from 144 assemblies)

(a) Generating functions and arrays in EG (7,2)

Array

X.j + + X^

X1 + X2 + X6

X- + X, + Try1 3 7

0

0

0

0

1

0

0

0

0

1

0

0

0

0

1

0

0

0

0

1

~(b) Generating functions and arrays in EG(2,3)

Array T1 T2 13

z1 + z. 0 1

The design consists of assemblies given by the 

mixed array
S1 ® T1

s2 © t2
53 © T3
54 <S> T1

s5 ® t2

S6 © T3
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Estimation of Effects

The following groups of effects are correlated

(1 ) ^ A1 , A4A5’ a2a6, l.

(2)\A2, A^4 j Ai Ag» A^ Arj V-

» A 2^4 > A-j Atj $ A5A6

AqAj j A^ A^ > AgA?^b

(3) |A5, A^ A^» A3A6’ A^Arj b

{k6* i ^ i 2 j A^A^ > A^A y }>

A-j A^» A4A6 ’ b

(1*) Effects in group (1) -are estimated by the matrix

1
4bx1 2

5 111

5 -1 -1 

5 -1

sym. 5

(2*) Effects in group (2) are estimated by the matrix.

_J__
48x8

4 2 0 -2 

5 -2 -5

4 2

sym. 5
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(3*) Effects in group

1
48x8

5

(3) are estimated by

3-2-2 

5 -2 -2

the matrix

sym

4 0

4

the rest of the effects are orthogonally estimated.

Example (2)

1/6^ fractional replicate of 2^ x 3^ design 

(89 effects are estimated from 216 assemblies)

(a) Generating functi 

Array

X.j + x4 + x5~

Xg + x3 + x4=

X1 + X2 + Xg=

X1 + X5 + x?=

ons and arrays

S1 S2 S3 S4 

10 0 1

0 0 0 0

0 10 1

0 0 11

in EG-(7»2)

s5 s6 S.
1 0 0

1 1 1

0 1 0

1 0 1

S8 S9 

1 0

1 0

1 0

1 0

(b) Generating functions and arrays in EG(3,3)

Array ^ Tg T3 T4 T5 ig *7 T8

Z1+Z2= 000111222

Z2 + Z3 = o 1 2 0 1:: 2 0 1 2
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The design then consists of assemblies given by the

mixed array _

51 & T1

52 © t2

***••♦

• • • • • •

Sn
1 -*

Estimation of effects

The following group of effects are correlated :

w A^A5 * A2A6 ’ A5A7j»

» ■^5A4» A-j Ag, A5Ay\»

A2A4 ’ A1A7 * A5A6^’

^ A4’ A2A3 ’ A1A5 ’ A6A7^’

f A5’
A1A4 * a^A6 » AgAiy^J

\ A6’ A-| A^ ? A-^Ag j A4A7^ ’

^ A^ > A4A6 ’ AgAg^ *

Eaefci set is estimated by the matrix

1
96x24

11 1 1 1 
11 -1 -1 

11 -1

sym. '11
The rest of the effects are orthogonally estimated.
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Example (3)

5/48^ fractional replicate of 2^x3^ design 

(65 effects are estimated from 120 assemblies)

(a) Generating functions and arrays in EG(7,2)

Array

X1 + x4 + x5 = 0 '

x2 + x5 + x4 = 0
X1 + X2 + X6 * °

X1 + X3 + = 0

(b) Generating functions and 

Array

z1 + z2 + z5 = 0

The design then consists of a

S2 S3 S4 S5

10 0 0

0 10 0

0 0 10

0 0 0 1

array in EG(2,3)

T2 T3

1 2

semblies given by the mixed

s1 6 ^
52 <g> T2

53 ® T3

54 ®

^ T2

array



107

P Estimation of Effects

She following groups of effects are correlated :

(1 ) ^A-| » A^_.A^, AgAg, ^‘3^7^ ’

(2) ^Ag, A^Agj A^Arj^-»

, AgA^_, A^Acj» A^AgJj,
\

^A^, A£A^j A-jA^, AgAY^j

(3) ^5’ A^Ag, AgA^^-j

^Ag, A1 Ag» A^Apj, A4A7^,

^Ay , Aq A^, A^Ag, AgA^j-,

(4) A^Bg^?

^AgB^ , -^2®2\ ’

• •«•••
• •••••

-{A7B1 , A^Bg^f,

(5) {a.,B2, A^B2 j-,

^AgB2, AgBgJ-,

• •*•*•
^A?B2, A?Bg5r,

(6) ^1, B1 Bg, B^Bg, B|B|}

(7) \bv Bg, B-,B2, B2B^.



(1*) Effects in group (1) are estimated by the matrix

1
128

14 6 6 6 

6 2 2 

6 2

sym.

(2*) Effects in group (2) are estimated by the matrix.

1_64

4 2 2 0 

3 0-1 

4 2

sym. 3

(3*) Effects in group (3) is estimated by the matrix

1
128

7 5-2-2

7 -2 -2 

4 0

sym. 4

(4*) Effects in group (4)

1____
16x24

5

-1

is estimated by the matrix
"i

-1

5

(5*) Effects in group (5) is estimated by the matrix

_1_48x24

5 1

1 5
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(6*) Effects in group (6) is estimated by the matrix
-1

120 16 -48 0 0

48 16 16 16

432 48 48

240 -48

sym. 24 0_

i.e. 32 -12 4 0 0

81 -3 -6 -6
1

8x432 9 -2 -2

16 4

sym. 16„-

(7*) Effects in group (7) is estimated by the matrix
-1

80 16 -16 16

80 16 -16

176 16
jj3ym. 176_

i.e. "*16 -4 2 -2

16 -2 2

7 -1

' sym. 7
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Example (4)

l/l6th Fractional Replicate of 2^ x 32 design 

(90 effects are estimated from 288 assemblies)

(a) Generating functions and arrays 

Array S1

X-j 4- 'Vx2 + X3 + X8 = 1

x1 4- X4 +
Trj 4* Xg = 0

X2 4* X, + X6 4" xg = 0

X2 + 3 + X4 4* x5 = 0

(b) Generating functions and arrays 

Array

z1 + Z2 — ®

in 1G(9,2)

0

1

0

0

0

1

0

in EG(2,3 )

The design then consists of assemblies given by the 

mixed array

' s1 ©

S2 @ T2

s3 & t3

Estimation of Effects

The following groups of effects are correlated :
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(1) tA1A2»

^ -A.-J Ag» A^A^^ »

\A-|Ag, k^Arj^j,

^AgA^, AgAg^p,

^AgAg , AgAg^J ,

^ Ag A,? ) AgAg ^

(2) ^A^g, A^Aq^,

^AgAy j AgAg^- j

^Ag, A^Agjp

(3) I^A^ Ag, AgAgj AgArj^)

.^A-jAy) AgAg, A^Ag^}

\^2^5 ’ A^A^j AgAg^r,
^AyAg, AgAg) A^A^j-)

AgAg ) A-jAq) A^Ag^ )

^Ag Ag ) AgAg ) AvjAq^ )

(1*) Each set of effects in (1 ) is estimated by the matrix 

1
32x24

3 -1

-1 3
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(2*) Each set of effects in (2) is estimated hy the matrix.

1
32x24

3 1

1 3

(3*) Each set of efiects in (3) is estimated hy the matrix.

1
128x3

2 -1

2

sym.
-

-1

-1

2
-i


