CHAPTER VI

USE OF AN EXTRA APTITUDE TEST SCORE FOR
INCREASING THE ACCURACY OF PREDICTION

The problem to predict whether a student will pass
or fail in a future test from his present achievement in a
particular test, is a very important one. It is believed
that theée is always scope for lmproving the prediction,

by adding an extra aptitude test score to the battery of

tests being used as admission criteria for selection.
Usually each extra test score is tested for significance
by a suitable statistical test, and 1f the test variable is
found to make a significant reduétion-in the variance of
ﬁhe criterion, it is considered worthwhile for addition.
But we should also examine whether the addition of the
extra test score materially improves the acﬁﬁal prediction
also. We will find in this gbudy, in the case considered,
that even when the aptitude score reduces the residual
variance to‘a significant extent, material lmprovement in
the prediction is not obtained with the addition of the
extra test score. The‘stu&y'also i1illustrates the uses of

statistical methods in such an investigation.
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Data

The '‘data used in this paper refer to the Secondary
School Certificate Examination marks (Bombay State of the
year 1957 and the Preparatory Science Examination marks of
the Maharaja Sayajirao Uﬁiversity of Baroda of the year
1958, of 278 students, for whom these marks were available,
Xl denotes, marks in Epglish at SSCE, Xz dengtes marks in
Mathematiés at SSCE, X3 denotes marks in General Science
at SSCE and Z denotes the total percentage marks at PScE.
We shall first test the significance of the additional
variable XB by the usual multiple regression %nalysis and

then proceed to measure the extent of prediction by a

discriminant analysis.

3. Multiple Regression Analysis
The corrected sums of squares and products are found

to ﬁe:

General Criterion(PScE)
English Mathematics Science Grand Total
) Percent
X, 23936.90 10975.83  5976.63 13152.89
X2 54899,32 13009.96 20600.92
20019.62 10611 .46

X
3
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The multiple regression equations computed from these are

found to be:
. Z

it

zZ

it

.#lSSXl + .2922X2 + const..

.37&6}(1 + .2379X2 + .2636x3 + const.. .o (1)

e ..(2)

The significance of the additional variable x3 of

General Science is tested by the following analysis of

variance (Table 6.1).

Table 6.1 Testing the Significance of Gain Due to Addi-
tion of General Science Variable

ANALYSIS OF VARIANCE

Sum of Degree Meaﬁ;“

Score of Variation Squares of Freedom Square F
Three-Variable Regression 12625.21
Two-Variable Regression 11484 .61
Gain Due to Addition of Gene- 1140.60 1 1140.60
ral Science Variable 29,38%
Three-Variable Residual 10636.39 274 38.82
Total : 23261.60 277

As the value of F is féund to be highly significant

from the F-table, we proceed to discriminant analysis.
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4, Discriminant Analysis:

The analysis is done by the methods of Fisher's
Discriminant Function and Wald's U-Statistic. The full
particulars are reproduced to facllitate understanding and

achleve completeness.

Let N1 and N2 be the number in the Pass Group and
the Féil Group respectively

Let xl and yl denote marks in English in the Pass
Group and the Fail Group respe-
ctively

Let %, and ¥, denote marks in Mathematics in the Pass

Group and the Fail Group
respectively

Let X3 and y3 denote marks in General Science in the
Pass and the Fail Group
respectively

The Statistical computations necessary for the analysis are
shown below:

(1) Summations:

Nl = 175 N2 = 103
$ 5, = 1051 Ly, = 5388
5%, = 12636 Ly, = 6122
5, Xy = 11427 b3 y3 = 6026

2 ‘ 2 ’
Tx] = 643429 Ly, = 289782
2 2
Tz, = 942308 Ly', = 378284



(1) Summations:

*g, Xy ¥4 688782

z x2x3= 831806
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(2) Means and Mean-Differences:

[
i

o
N
i

L]
W
]

]

358612

it

320181

315343

]

358842
52.3107 d, = 7.7522
59,4369 a, =2 07688

58.5048 d3 = 6.7923

of squares and products

Ls557.76 2562.58
4%4327.93 7386.59

xl = 60.0629
;2 = 72.2057
X, = 65.2
xB 65.2971
(3) Matrix of within-Group sums
S, .
1]
20040.37
Sij = | 4557.76
2562. 58

() Inverse Matrix S;j

.000051637044

-1
Sij=—.000004327171

-.000005893779

7386.59 17028.30

-.000004327171 -.000005893779
. 000024679463 -.000010054342
-. 000010054342 -.000063974122
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(5) D, Relative Weights and F:
D = .0003050156x, + .0002132899x, * 0002604598 5

Relative 34 .48 39.72 25,80
Weight Percent Percent Percent
FB;Z?“" = 40-61** . e . e .

(6) Classification equation and U-Statistic:
U= .0841843X1 + .0588680X2 + .0718869X3
(7) Critical Region:

Ay

i
i

.08u18u3§1 + .0588680%, + .0718869§3, 14,00096

i
H

A .0841843§2 + .0588680'3?2 + .071886952 12.10840

2
%(Al + AZ) = 13.0547

Therefore; For UY 13.0547 the jndividual is classified as

coming from P1 population of\Pass

U413.0547 the individual is classified as

.coming from P2 population of Fail

(8) , Error of classification and Effieiency of classification:

11 - - - - 12 — - - -
| g2 =8 (% - yy) (X - ;) SZl(xl -¥y) (xp - ¥5)

22 — - - - 23 — - - -

+87(%, -7, (X, - ¥p) *8 T (xp - ¥,) (x5 - ¥5)
31—~ - - - 32 ,— - - -

+8 (x5 - yB) (X - yp) +5 (x5 - y3) (x, -~ ¥,)
3B -, = =

+8 (x4 - y3) (x3 - FB).
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- 1.3757 .

Where‘p1 1s the probability of making an error of Type I, .
that: is, of classifying‘a student as one who will go su-
cecessfully through the. course ﬁhen he\actually does not,
and 1-2p2 is the probability of making an effor of Type II,
that is of classifying a student as one who will fail in

the course in question while he actually passes.

5. Besults

In using the above élassification equation to cla-
ssify 278 students used in this study, 2% errors i.e.
21.4%, of Type I were made while 48 errors i.e. 27.4%, of
Type II were made. These percentages seem reaéonably

close to the expected 24.75 percent.
Table 6.2

Classification obtalned by Three variable discriminant

Actunally Actually Total

Pass Fail
Predicted Pass 127 22 149
(by Three variable discriminant) :
Predicted Fail 48 8 129

(by Three variable discriminent)
Total 175 103 278
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In using the classification equation from two va-
riaﬁles, to classify the same 278 students, 23 errors of
Type I i.e. 22.3% were made while 46 errors of Type II
i.e. 26.3% were made. The following table shows the
results obtained previously (Table 5.1):

Classification obtained by two-varisble discriminant

Actually Actually  Total

Pags Pass
Predicted Pass 129 23 152
Predicted Fail 46 80 126
Total: 175 103 - 278

On comparing these results, we observe that:

(1) the number of errors of both the kinds (I and II)

remains almost the same in both the casess

(11) all the errors of one kinds as given by two va-
riéble discriminant are not the same as the errors
of the same kind as given by three variable dis-

~criminant and vice versa.

This information is of great yalue. It suggests that

(1) it is better to start with the minimum essential
varlables, than with a number of variébles toge=~
ther unless each extra variable to be added is
sufficiently accurate to reduce the percentage

error in prediction,



(11)

(111)
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the strailghtforward application of extra score
does not yield improvement in prediction of pass-
fail on the whole, though the variable was found)
to account for a significant‘variance;

some special methods have to be sought to achieve

further galin in prediction due to extra score.

6. A Method to Improve Prediction

Table 6.

When individuals were classified one by one, by two

variable discriminant (1) and subseguently by three

variable discriminant (2), the errors of Type I and

11 occurééias shown sy serial numbers in the follow-

ing tables:

3 Serial Numbers Cbrresponding to Brrors of Type I
(i.e. Predicted Pass but Actually Fail) as Found

by--Two Variable Discriminant (1) and by Three
Variable Discriminant (2)

Discriminant Disceriminant Discriminant Discriminant

(1) (2) (1) (2)
10 10 181 181
s ks 183 183
48 48 187 187
119 119 206 X
‘123 123 X 215
133 133 . 218 X
X 138 227 227
141 141 228 228
146 146 241 241
151 151 ‘ 254 - . b4
156 156 255 255
171 260 260

x
179

X 277 277




90

From the above table, 1t can be seen that the cases
corresponding to serial numbers 179, 206, 218 and 254
occufh&las errors of Type I in two variable discriminint
analysis but did not occur as errors of any kind in three
variable discriminant analysis, that is, cases 179, 206, 218
and 254 were wrongly predicted pass by two variable
discriminant but actua;ly failed, while these cases were
not wrongly predicted by three variable disceriminant,

On the other hand, cases corresponding to serial numbers
138, 171 and 215occun?ed as errors of Type I in three
variable discriminant but did not occur as errors of

any kind in two-variable discriminant analysis.

Similar observations can be made for errors of
Type II also. The following table shows the - seriel
rnumbers of the cases which oceurred as errors of Type
II by two %ariable discriminant and three variable

discriminant.
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Table 6.4 Serial Numbers Corresponding to Errors of Type II
(i.e. Predicted Fail but Actuslly Pass)
as Pound by Two-Variable Discriminant (1)
end by Three-Variable Discriminant (2)

Dis.(1) Dis.(2) Dis.(1) 'Dis.(2) Dis.(1) Dis.(2)

1 1 82 82 184 x
3 3 89 89 186 186
9 9 96 96 188 188
15 15 x 97 192 192
2l 2k 102 102 199 199
25 x 105 105 211 211
30 X 106 x X 219
36 36 110 110 x - 221
x 37 120 X 225 225
x 38 122 122 226 226
39 39 134 134 X 234
49 X 135 135 oz 2h2
50 . 50 140 140 243 243
x 54‘ 155 x 258 258
66 66 . 162 162 259 259
67 67 166 166 x 267
x 72 169 169 271 271
75 75 X 172 273 273

81 x 178 x 275 295
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From the above table, it can be seen that the cases
corresponding to serial numbers 25, 30, 49 ... etc.,
occurrsd as errors of Type II in two variable discriminant
analysis but d4id not occur as errors of any kind in three
variable diseriminant analysis, that is, cases 25, 30, 49

etc. were wrongly predicted fail by two variable dis-
eriminant (1) while these cases were not wrongly predicted
as sﬁch by three variable discriminant (2). On the other
hand, cases corresponding to serial numbers 3?,.38, s oL,
etec.ocecunred as errors of Type II in three variasble dis-
criminant but did not ocguf as errors of any kind in two

variable discriminant analysis.

We further observe that percentage error of Type I
is comparatively less than percentage error of Type II.
From these observations, a2 simple suggestion to improve

prediction could be given as follows:

(1) First analysis by two-variable discriminant (1) and
\
take all predicted pass as pass. This will elimi-

nate errors in 37, 38, 54 ... etc.

(2) Then analysis by three-variable discriminant (2)

and take additional pass numbers given‘.; y

by discriminent (2)as 'pass' corresponding to 'fail'
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by discriminant (1). This will eliminate errors in 25, 30, 49
etc. Thus the total number of errors of Type II will be
reduced to 46-9 = 37 i.e. 21.1%. But this would increase

three other errors of Type I and hence the total errors of

Type I will be 23+3 = 26 i.e. 25.2% which does not exceed
expected 26.3% obtained in case of two variables. The
efficiency of correct classification is now (138 + 77) x100/278,

that is, 77.3 percent.

How such gain in prediction could be obtained? What

theoretical support can be given to these findings ?

Some considerations into the depth of testing of
hypothesis will reveal that fhe above méthod that has been
exp}ored out of this analysis comblnes Neyman-Pearson
test of hypothesis with the sequential test given by
AbraimWald and extension of this to multivariate analy-
sis, devéloped by C.R. Rao. The gain in prediction is
derived through the benefits of both the methods. The

method of C.R. Bao will be described in the next chapter.



