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CHAPTER II ¢

ON NECESSARY BEST ESTIMATOR

2.0 SUMMARY

In this chapter we consider the concept of NBE of
various orders as introduceéd by Prabhu-Ajgaonker [12] and
defined in definition 1.2.5. We simplify the proof of
Prabhu-Ajgaonkar for NBE of order 1 and also correct his

essertion regarding NBE of order 2.

2.1 NBE OF ORDER 1

While introducing the concept of NBE, Prabhu-
-Ajgaonkar [12] , proved that a NBE of order 1 exists and
it coincides with the Horvitz~Thompson estimator given by

T(s,Y) = 2z [Yi/"i] where Wy = 3 p(s) is the
ies 831

inclusion probability for unit i.

. His original proof involves compliceated notation. We

give below a simpler proof for the same.

Let t(s,g) be 2 linear estimator of the population



i1

total for the finite population WU = {1,2, .., N} . Then
t@é,,g) has the form (1.2.6). Also t(s,Y) is unbiased for
Yuif, and only if

k4

z b(ﬁ,i) p(S) = 1, i=1,2,000, N, 0;0(20101)
s3i

Further the variance of t(s,z) is given by (1.2.10).

T hen NBE of order 1 can be obtained by choosing the
coefficients b(s,1) in (1.2.6) by minimising (1:2.10),
subject to conditions (2.1.1), at those values of ¥ for which
exactly) one Yi is non=-zero. For this we eonsider

. 2,0 1y y2
g=3 3 v(s,i) ¥] p(s)
i=1 s-21 ’

N
+ > X b(s,1). b(s,3)¥;7, p(s)
i) 891153

- 2% 3 bls,i) p(s). - eee(2.142)
s 21
Here the Ny are Lagrange's multipliers. Dif ferentiating
(2.1.2) with respect to b(s,i) and equating the derivative to

zero, we get
b(s,i) Y% p(B) = %ip(S)o , .qu(2-1}3)

Since p(s) ?0,
. b(s,1) =7\1/Y§. ves(2.144)
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Thus it is clear from (2.1+4) that, for s€s, the coefficient
i(s,i) depends only upon i and not on the sample.

"Now from (2.1.1) one can see, that b(s,1) = <&~ . This
e

completes the proof.

2.2 XNBE OF ORDER 2

We now prove here that NBE of Order 2 and higher do
not exist for & non-unicluster design. This contradicts a

result of Prebhu-Ajgaonkar [12].

To get NBE of Order 2, the coefficients b(s,i) in
(1.2.6) have to be obtained by minimising (1.2.10), subject
to conditions (é.1.1), at those Y for which exactly two Y;'s
are non zerc. We show that this procedure leads to a t(s,g)
for which b(s;i).depends on i and not on s. We next show

that this condition leads to & contradiction.

Choose s,, s, in § such that 51# s, gné a unit ies; N sy,
This is possible because the design is non-unicluster. We
may assume that some unit je 8, but j;/sz. Let Y be such
that only Yi and Y. -are noaneraﬂ To minimise (1ﬂ2.10)

d
subject to conditions (2.1.1) we consider



c = Vear [t(e;X)] = 225 > b(s,1i) p(s) - 27;. 5 b(s,j)p(s)

4 s3 1 J 83 j
‘E ‘ A - l"_(2.2'1)

whére 'Ai, )3 are Lagrange's multipliefst

Differentiating (2.2.1) with respect to b(s1,i) and.

b(sz,i) and equating the results to zero, we get
" ¥2n(s,,1) p(sy) + Y,¥50(8,,3)0(8y) = A;0(s,) en(2.2.2)
and Y‘;z_ b(s,,1) p(sz,) = ?\ii)(sg). vee(2:2.3)
' Since p(s1) and p(sz) are éositive, we get
b(s,,1) Y§+ b(s,,3) YiY;‘j =?\i eee(2.244)
and b(ey,i) Y=Py - . ver(2.2.5)
From (2.2.4) and (2.2.5), we get
‘[b(st,i)-»b(sz,i)] Y‘?; + b(s.‘,’jﬂ) Y,¥; = 0. .;;(é.2.6)
Since (2.2.6) holds for alI'Yi,Yj, we must ﬁave

'b(svi) = b(s,,1) and b(s,,j) = O.

Thus on the one hendb(s,i) depends only on i; but on other

hand b(s1,j) = O, This shows that b(s,j) = O for all s3 j.
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This coniradicts the unbiasedness of t(s,g).-Tbis

contrad%@tion proves that a NBE of Order 2 does mnot exist.

Exemple ¢ Suppose that we take simple random samples
of size 2 from @ population of size 3. Then the samples with
positive probabilities are s, = {1,2} s, ={2,3} and
83 = {1,3% »

Let T1 be the HT estimator. Then

B(22) = 2{ (143,02 + (1,475)% + (T507))%)

=3 {¥3 + Y2+ Y% P ALY, F XY, + YT
Consider the estimator T, for which
Y) = = 2
To(s14¥) 5 25(s5,X0 = 57y and

T,(85,Y) = 3(Y2+Y3).:

Then ,
(m2) = 3 2 : 2
_ 342 2 2 '
Hence

Ver (T,) - Var (T,) = ¥' A ¥

~



0 ~3/4 -3/4
where A= | =-3/4 3/2 ' 9/4
~3/4 9/4 3/2 1.

Tﬁe leading 2 x 2 principal minor of A is negativ;e. fhus
T1 is not a NBE of Order 2.

[



