
CHAPTER V s

SOME RESULTS OH THE MIIIMAL COMPLETE 

CLASS OP IIHEAR ESTIMATORS

5.0 SUMMARY

Let £ denote the class of all homogeneous, linear, 

.unbiased estimators of the mean of a finite population, which 

do, not take into account the order or the number of repeti

tions of a unit. In this chapter we discuss a sufficient 

condition under which IS is not minimal complete. We also 

give in this chapter a complete description of the minimal 

complete subclass of "8* in the special case of taking a simple 

random sample of size 2 from a population of size 5*

50 IHTROPUCIIOI

Consider the problem of estimating the mean of a 

finite population. As noted in Chapter I it is known that 

the class L of unbiased linear estimators contains a best 

estimator in the sense of minimum variance, if and only if, 

the design (S,P) is a unicluster, Roy-Chakravarti p7] have



proved that the subclass 'g of i consisting of those estimators 

'l which do not take into consideration either the order or the 

? number of repetitions of a unit is complete in I». Godambe 

and Joshi £41 and Dharmadhikari [iVgave examples of 

inadmissible estimators in 'S. . fhus, in,general, ^ is 

not minimal complete. In the next section we obtain a 

sufficient condition on the design under which ^ is not 

minimal complete. Also examples are given in the next section 

to show that this sufficient condition is not necessary and to 

show that ^3. may be minimal complete even if the design is 

non-unicluster. In the last section we give a complete 

description c£ the minimal complete class for the artificial 

special case when one takes a simple random sample of size 2 

without replacement from a population of size 3. In this 

special case, the set can be indexed by points oi t e . We 

show that both the admissible and inadmissible estimators in 

"Glead to oC-sets of infinite Iiebesgue measure. Further, 

in a certain sense, the inadmissible estimators vastly out

number the admissible ones, fhus while, the concept of 

admissibility does not lead to a unique choice, it does weed- 

out a large- sub*r*elass of estimators.



5;*2 A SUFFICIENT CONDITION TOPER WHICH THE 

; ROY-CHAKRAVARTI CLASS IS HOT MINIMAL COMPLETE

For a design (S,P), a homogeneous linear estimator of

the population mean has the form given in (1.2.6),

i.e. t(s,Y) = H h(s,i) Y. . ...(5.2.1)
ie s 1

The conditions for t(s,Y) of (5.2.1) to "be unbiased

for Y, the population mean, are
E b(s,i) p(s) = I-1, i=1,2, ..., N. ...(5.2.2)

. s 3 i

Rote that in our set-up all samples which consist of the same 

set of distinct units are treated as equivalent and hence L 

and £ , mentioned in section 5.1, coincide. We now prove the 

theoran.

Theorem 5*2.1 : If T n(s) > P-P--^ , then L is not
se S ^

minimal complete.

Proof s Let T denote the Horvitz-Thompson estimator.

That is,

T(s,Y) = T [Y^N where « JL P(s). 
ie s L J 1 gji

We want to construct a linear estimator T.j(s,Y) = El e(s,i)Y.
ie.s 1

such-that T.j is unbiased for the zero function and
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edv (T-,T) 5 0 for all values of Y.

Since Ti(s,Y) is unbiased for the zero function
I **

T. e(s,i) p(s) - 0 i=f,2, ...,N. ...(5.2.3)
S3i

The condition Cov (T^,T) = 0 gives

(Ntt,)"1 XI c(s,i) p(s) = 0 i=1,2, ...» H- ...(5.2.4)
1 S 31

and
(l h‘1)‘"1 £ e(s,j) p(s) + (Iii.)"1 £ c(s,i).p(s)=0

Boli,3j 3 so^i,3i

i,j = 1,2, ... I and i^

...(5.2.5)

Conditions (5.2.3) and (5.2.4) are equivalent. Hence the 

total number of linear equations in (5*2.3) and (5.2.5) are

v + .1 =a 2 2

Therefore the maximum number of linearly independent equations
2f( m.-j )

is —i——l , The number of unknown constants c(s,i)
equals £ n(s),.

S £ S

Thus we have a non-zero solution as soon as
X n(s) > Mini . 

s e S *
...(5.2.6)
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If (5*2.6) holds, then It follows from the lemma in Dharmadhi- 

kari 03 that f dominates T + T.j and hence 1 is not minimal 

complete. The steps (5.2.4), (5*2.5) and (5*2.6) in the proof 

of theorem 5*2.1 are contained in section (5*3) of 

Ramkrishnan[18]. .. ..

Example : Consider a situation where one takes simple random

samples of size 2 without replacement from a population of
size 3* Here = 6 = 51 n(s). Thus the condition .

^ se s
(5*2.6) of the theorem 5*2.1 just fails. However, as shown 

by Dharmadhikari[1] , & does contain inadmissible estimators. 

Hence condition (5*2.6) is not necessary.

Example : I»et H = 2 and suppose that the only samples of

positive probability (each equal to 1/2) are ={1} and 

s2 = {_1,2} . Then T 6 E is of the form

T(s1tY) =°<Y.j ; T(Sg,Y) = (1-oc) Y^+YgJ ^ 0 H*

For anyo(e R, the resulting estimator is admissible, because

it is the only estimator which has zero variance at all

points (Y^,Yg) on the line (2c* -1) Y^ * Yg* Thus L is
minimal complete while 51 n(s) ** 3 = -Sl-ili.*

s0 S

It is clear from the two examples above that (5*2.6) 

cannot be improved in general.



5*3 IDiroiFIGATIOK Off THE MINIMAL COMPLETE CLASS 

’ ; IM A SPECIAL CASE

\ Consider the extreme special case of a simple random 

sample of size 2 drawn without replacement from a population 
of size 3* Here we have three samples « £t,2} , Sg = £2,3}
and s^ = £3,1} each having the same probability 1/3* Here L

3 . . , • ■can be indexed by points in E . fhe estimator corresponding 
to o< = ( o(<j, c>^2> ©^) £ R^ iB defined by

V <VS> *‘*1*1 + (1-°<i+1> Ti+1 • i=1-2.3.

where i+1 is interpreted as 1 when i=3* Shis convention 
regarding the subscript (i+1) will be followed throughput 

this section without mention* We now prove the following 

lemma s

Lemma 5*3*1 : Every 1^6 L reaches, zero variance on some line
31 in R passing through origin and not coincident with any 

coordinate axis. Conversely, given any line 1 which passes 

through the origin and which does not coincide with any 

coordinate axis, there is a uniquely determined class 
£j!E(c), c£R} of estimators ini* such that every l(e) reaches

zero variance on 1
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Proof i (a) Let L ^ for to have zero .variance at 

Y - (Y^TgjYj), we must have

; V (B1 > P = (a2*S> = V (s3> J) = ?•

The equations = T^ (s,,!), T* (s2,J) = T* (s^.Y)

and T^ (s2,T) = V (s5,T)

give
(2ot1-1)Y1 + (1-ot2) T2 -o(3y3 * 0,

-oC1Y1 + (2oC2-1) Y2 + (1-o<5)Y5 « 0, 

(l-o^Y^gYg + (2o(3-1)y3 « 0, ...(5.3.1)

respectively.

She equations (5*3.1) are linearly dependent. (Therefore 

there is a non-zero solution and the solution space has 

dimension 1 or 2. If the solution space has dimension 2, 

clearly it will contain a line 1 which passes through the 

origin and does not coincide with any coordinate axis. If 

the. solution space has dimension 1, then it coincides with 

a line 1 passing through the origin. But then 1 cannot he a 

coordinate axis, for if (0, 0, Y^) is a solution of (5*3.1) 

with Y^G, then we get the contradictory results

<3 = 0,oC5 = 1 and oC5 = 1/2.



2X^ ot ^ - YgOCg “ ^3^3 =

tY1 e* 1 + 2I2c< 2 “ Y5 ^ * Y2“Y3 ’

-Y^ oC^ — Ygcx g + 2Y^c<2 ~ Y^—Y^ « •»*(5*3*2)

The nonr-homogeneous system (5*3*2) is, consistent. A solu

tion of homogeneous system corresponding to (5.3*2) is 

X. = c, i = 1,2,3 where c C R. A particular solution of
JL X

(5.3*2) obtained by using the constraint 

X^o< ^ + Y2o<2 + X^o<2 ~ 0» is 

Yioci «* ’(1/3)^-*^ ), i=1,2,3*

Hence, if Y^ ^ 0, a solution of-(5*3*2) is

V-
Xio4i = c + | (Y^- Yi+1), i=1,2,3 **,(5,3*3)

where cGR is arbitrary.

If Y^ ss o, then is arbitrary and c<^ are uniquely
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determined. In aiy case* we get a family of estimators 

indexed by the real numbers. This proves the lemma;

If an estimator T reaches zero variance on a line 1, 

then any estimator T* which dominates T must also have zero 

variance on 1. Thus, to determine admissibilily, one can 

consider subclasses of estimators reaching zero variance on 

different lines., The above lemma enables us to split L into 

two types of subclasses.

(i) Subclass I consists of those estimators which reach zero 

variance at points Y such that exactly one Y^=0.

(ii) Subclass II consists of those estimators which reach 

zero variance at pointsJiT such that no Ii vanishes.

We will now consider each subclass separately and identify 

the admissible estimators.

Theorem 5.3.1 : (i) An estimator T<* attains zero variance 

at some-point (Q». a2, a^) with. a^O and ,a,^0 if, and only. 

if, (oCg, o<^) lies on the rectangular hyperbola

(3<*2 -2) (3<X5-1) + 1 = 0, ...(5.3.4)



(ii) Mi (<*2**3) satisfy (5.5.4).- If (<*2,o<5) * (1,0), 
then is admissible if, and only.if, = 1/2. If 
(c*2,o<3) ^ (1,0), then is admissible for every c<^ £ R-.

Proof : Suppose that the estimator attains zero variance 
at (0, a2, a.^) with a2^0 and a^O. Then (5.3*1) gives

(1-^2) a2 -o<3a5 * 0,

“o<2a2 + (2 3~1) a^ = Oi . ..(5*3*5)

Prom (5.3.5) we get
a2 043 (2 c< ^ - 1;

a^ (1 ■" 0^2 / c*2

Hence 3 o< 2 ^3 - 2ot3 -^2 + 1 = 0

...(5.3.6)

which by simple algebra,reduces to (5*3*4). Conversely, if 
(c*2,o<3) satisfies (5.5*4) then ag/a^ can be determined 
uniquely by (5«3«6) so that (5*3.5) holds and hence T^ will 
have zero variance at (0, a2, a^) . This proves part (i).

How let (oc2,o<3) satisfy (5*3.4). For varying &< ^,
the variance of T^ at a point Y with Y^O is

« 3 r- ~ 2 n
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Thus Tar (T^ ,) is minimum when

*1 =
Y.j+ ( o<.2-1 ) Y2 +o<3Y5

2Y„
...(5.3.8)

If ( U2$ <><3) / (1,0), "then the right side of (5.3*8) can be 

made to assume any real value by . a suitable., choice of Y. 

Therefore, for any oc ^ e R, the estimator is the unique 

estimator which attains minimum variance at a suitable point 

Y amongst all estimators which attain zero variance at 

another, suitable point (0, a2, a^). Thus every such T^ is 

admissible. On the other hand, if (c*2, = (1,0), then

right side of (5*3*8) reduces to 1/2. Hence c< «(1/2, T, 0) 

leads to an admissible estimator. For c* 1/2, Dharmadhikari[lJ 

has shown that the estimator corresponding to (o<^, 1, 0) is 

inadmissible. This proves (ii) and completes the proof of the 

theorem.

Theorem 5*3*2 : Let a= (a^, a2, a^), where a^/0, i=1,2,3*

Let a= (a^ + ag + a^)/3. An estimator T^ attains zero 

variance at a if, and only if,

ai°<i * 0 + Si’ i = 1,2,3 ...(5.3.9)

where c£R is arbitrary and & ^ - (a^-a^^ )/3*



S5

An estimator satisfying (5.3*9) is admissible if, and only 
if, ■.

\c - <| aj 4h*, where h*= Q + Sg + S3)/6] *

Proof s fhe first assertion has already been noted in the
proof of Lemma 5.3.1• Let e„ denote the estimator 1.* wherec
c< satisfies (5*3.9). Shen

o<i a^ ^ ai+l 58 a» i~1»2,5» .*.(5*3.10)

as S* (s,,a) = a for i = 1,2,5*
^ 4, t>*

1We now compute Var (ec) at a point Y. 
for convenience we write b. « Y./a..

JL •!« Jm

All summations below are for i = 1,2,3*

3 [var(eQ) + Y2] ♦ (1- *i+1>

2=I[fiaiV <1'oCi+1) ai+1 bi+l ]
=l[°<iaibi + ( »>i+i f

^[(c+Si)bi+ (a-o-Sl) *1+1]

using (5*3*10) 

2using (5*3*9)
2-n°(vbi.i i+ si(bi-bi+i)+ Ibi+i ]

= «2i(V‘iti)2t . b1+l)2

+ Zo IE(Vbi+1) bi+1 + « ...(5*3*11)



where Q denotes terns which do not involve e. ,

Now
r(v'’i+i) bi+i =£(b± Vi - bln>

- biba - b! + b2b3 - b5 + b?bi - »1

* (2b2 + 2b2 + 2b|- 2b., bg - 2bgb5 - 2^^)

* •4[(h1-b2)2 + (h2?b3)2 + C^-^)2]

= -*Z(Vbi+i>2- 

Therefore (5.3.11) gives

5[var (e0)+ ?2]* e2KV‘w) + 0^(2 <5±-S)(Vbi+1)2+<J-

It follows that

3 ["Var (eQ) - Var (ed)] = (o-d) ^(c+d-a+2 Si)(bi«bi+1 )2.

...(5.3.1

?/rite h = c+d-a, Z^ )* I513®11 212^0.

Hence (5«3*12) becomes
sfvar (ec> - Var (e^)] - (e-d)2T(h+2 <5i) Z2 >*

Then, using the results £<5 ^ » 0 and £ Z^=0 after some 

simplification, we get
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3 [far(ec) - Yar (e^)] = 2('C~d) [_ (h-S^) z| +(h- ) ,

,Z2+(b+2 5 3)Z1Z2]. ...(5.3.13)

fhe quadratic form on right side of (5*3.15) is definite 

if, and only if,

(h-§2) > 0, (h- 51) >0 and (h-52) (h-S1 )-(|^j)2> 0. 

Or
(b- Sg) <0, (h-S^) <0 and (h-52) (h-8.j )-0| + 5 ^)2> 0,

But this means that the condition /

(h-S^Kh- 6^) - ( |? + 5 ^)2 > 0 is both necessary and 

sufficient for the quadratic form on right side of (5*3.13) 

to be definite.

After some simplification this condition reduces to 

h2> (2/3) ( S2 + &2 + S3) or
I'm nmi - ....... ' " '     —*

\ h| > 2h* where (&2 + + S3)] *

Further, it is easy to see that the quadratic form in the 

bracket on the right side of (5*3.13) is positive definite 

if h> 2h* and negative definite if h <. -2h*.
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1st c> ^ + h* and d = ^ + h* ttoen 

h = e+d ~ a>2h*» Therefore the bracket on right side.of
i

,(5.3.13) is positive definite. But c-d> 0. Therefore right 

side of (5*3«13) is positive definite. Thus dominates eQ 

and ec is. inadmissible. Similarly ec is not admissible for 

c<(a/2) - h*. low let |c - (a/2)I < h* and |d-(a/2)| < h*.

We show that ed does not dominate ec» This will show that 

ec is admissible, because for d outside this range, e^ is
■j

dominated by* e^ where f * (a/2)+h* or f =* (a/2)-h*. We 

have ■ | c+d-a| <2h*. Therefore the quadratic form on the right 

side of (5.3.13) is indefinite. Hence e„ is not dominated by
v

e^. Thus ec’.is admissible. This proves the theorem.

We will now describe a method by which one can determine 

whether, for a given e*r £ E7, T* is admissible. Calculate 

the three quantities

ai * ^3cJ<i+l“2) (3<*i+2~1)+1’ i=1 »2,3* ...(5.3.14)

Actually (a^a^a^) is just a solution of (5.5.2) for 

the given c< ,

Case 1. let one of the a^'s, say, a^ be zero. Then (t*2,c*5^ 

lies on the hyperbola (5*3*4). If ^ (1»°) then T^
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is admissible. If (o<2, p<5) = (1,0) then is admissible if, 

and only if, o<1 = 1/2. She Case a2=0 or a^=0 are treated 

similarly.

Case 2. Suppose all the ajL’s are non-zero. Calculate
8i « (ai“ai.+1 )/^» i=1,2,3 and h* * £[( sf + &| + *

Because of (5.3.9), the value of h± is sa®e for all i

and we denote this value by e. Then T^ is admissible if, 

and only if, ‘
le - (a/2)l <h* - - -(5"-3-l5'3

where a=(a^+a2+a^)/3

The expression (5*3.15) can be expressed in simple form

a1 ,a2.a5 <; a2. . ..(5.3.16)

Put i=1 in (5.3.14) and substitute for e<2, by 

* (c+ to get

c2 - ca= (a2a3 * Y aiai+i ...(5.3.17)

. Condition (5.3*15) is equivalent to

c2 - ca ^ h*2 - j a2. ...(5.3.18)

Prom (5.3.17) and (5.3.18) we get (5.3.16).
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1 , Bet A be the set of all ©<eR such that T^ is admissible

and.let B be the complementary set of all<xe jEr such that T* 

is inadmissible. First observe that the estimators considered 

in Theorem 5.3*1* correspond to a set of Lebesgue measure zero. 

Therefore, from the point of view of measure, the essential 

information is contained in theorem 5*3*2 and hence in the 

condition (5*3*16). If we substitute for the a^'s from 

(5.3*14), (5.3*16) becomes a condition involving a sixth 

degree polynomial in o<^, c<2 and o<^,

{(3*2-2) (3*3-1) + 1$ l (3 *3-2) (3*^1) +1}

. ((3*^2) (3*2-1) +1} <| a2 . .*.(5*3.19)

Substitute d^ = 3^*^-(1/2)"! and write d = (d1,d2,d3). Then 

the condition (5.3*16) for admissibility takes the form 

f(d) < 0,
where f(d) = 12(8^^ - | a2) * J(d)+E(d)+I»(d)+M(d),

3 (d) = 12d2 d2 d| + IQd^gd^d-j+dg+d^),

K(d) =-4(d2d2 + d2d| + d|d^) + |> (d2+d2+d|),

1(d) = 6(d1-.d2)(d2-d3)(d3-d1),

11(d) = - fpd^dg)2 + (d2-d5)2 + (d^)2] .

with
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Note, that M(d) < 0 for all d,

I»(d) < 0 whenever d^ > dg > d^«

It is easy to verify that 

K(d) <; 0 whenever

dg ^ 2 and d| >x 2.

Now J(d) * Rd^d^ £ d^CSd^g+S) + Std.j+dg)']

therefore J(d) < 0 whenever - 

-5 <6d1d2 <0, d5 4 0 and d:j+&2 4 0.

*..(5.3.20)

...(5.3.21)

* • .(5*3«22)

It follows from ("5.3.20), (5*3*21J and (5»3*22) that 

f(d)_ <. 0 whenever

- <C d^dg 0, d^ dg £ ~ J~2 • ...(5.3*23)

Now the set of d e for which (5*3.23) holds has infinite

Lebesgue measure *Ihis shows that the set of admissible points 

in the d-space has infinite Lebesgue measure.

Now is inadmissible whenever

f(d) > 0 where f(d) is as defined earlier.

Rewrite f(d) as
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f(d) = 4 'd^d|(dj-1) +’4d2d|(d^-1) + 4d|d^(d|-1)

+ lOd^gd^Cd^g+dj) + |[(2d1-dg) d2+(2d2-d5)d5 

+ (2d^rd1) + Std^-dg) (dg-d^Kd^-d-j).

One can easily verify that

f(d) > 0 whenever T<d^ < dg d^ < 2d^. ...(5.3,24)

Now the set of d £ R^ for which (5.3*24) holds has infinite 

Lebesgue measure. Thus the set of inadmissible points in the 

d-space also has infinite Lebesgue measure.

Now for fixed d such that each d^/0 and k£ E, f(kd) is 

a sixth degree polynomial in k. Therefore the set of all 

values of k for which f(kd) < 0 is a bounded set. Thus any 

line through the origin which does not lie in any co-ordinate 

plane makes only a bounded intercept on the set of admissible 

points in the d-space. In this sense one can say that in

admissible estimators outnumber the admissible ones.


