CHAPTER I1I
REVIEY OF LITERATURE

Yhat ig Style?

EBKVISY has lieted the various approsches to style
under the following six heads which would serve as a

convenient starting point for our discuession of siyle 33

1., Style ss a shell surrounding a preexisting
core of thought or expression

2, 8tyle as a choice beiween alternate
expressions

3+ Btyle as deviation from g morm

4, Style as a set of collective characteristice

5. Style as a set of individusl cherscteristics

6. Style as those relations among linguistic
entities thaet are statable or moy be statable
in terms of vider spans of text than the

aentence.

Style o8 a shell surrounding s preexisting core of thought
oy expression

Bally sees the origin of style in the addition of a
contenu affectif to expression. Any expreseion is composed

3 mNRvIST (53).



of two layeré. one of which, the eoffsctive, consiste of

the core of the thought necessary for comprehenaion and

the other, th; affective, wilch consieta of olements due
to the ¢go of the person, etc. Baglly has given an illus-
tration to demonstrate the difference between 'language
usuel et banal' and the affective language.“ Selecting a
short pessage from DAS RECHT DER PRAU by L.Fulda, Bally
glves two renderings in French which convey tﬁe /ame
message but differ in their affective content. An

enotional state is portrayed in the second veraion by
means of atructural and lexical devices @ the dependence
on seai.sentences, ochoice of lexls from different reglaters
eta, According to Baliy a text sans aucune nuance affective
laoks etyle. Sol Saporta on tho other hand says, "it seems
desirable to distinguish between the so-called expressive
features from the lingulstic features that will be relavant
to discussion of style,” adding further that performance orx
delivery does not belong to the message and is irrelevant
for style (SAPORTA (153))h He cites as exemple &

There is a big bear in the woods
There is s BirtG bhear in the woods.

in our opinion it is a moot point whether such gharp distine
otions can be made betwoen suprasegmentsl features which

4 cited in KAYSER (98), pages 298 £f,

v
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belong to Langue and thomse which belong to FParole. As
paraphrass of the second expreselon one may take 3

There ie a very big bear in the woods.

Here the syllabic length and stress have besen replaced by
the modifier ¥ery, which would have to be tsken as a
necesaary part of the message.

In order to separate those linguistie featires in an
utterance which go to make up the affective elenent, we
have to make first of all the assumption that an utterance U
is compoéad of two elements C and A, where C represents the
core of the thought and A the affective part, The second
assunption is that the addition of ¢ and A doen not briung
in a third element into play. In other words the sddition
of A does not have éniﬁﬂuenec on ¢ and vice versa.

Within aemanﬁ ¢s itaelf this is often not the case.
Granting these assumptions however A has t0 be arrived at
either dy a process of reduction (using segmentation and
deletion) or by comparing with a paraphrase (which may be
theoretically looked at as derived through substitutions,
though the psychologliecal reality might be so, that one
total expression has been replaced by another total
expression). By the first wo can arrive at features like
stress, pitch, which are affective and also at syntsotic
features like repetition of a word or phrase which show
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affective function. In the second method, in compsring
paraphrases, we assume the semantic invariagnce of deesp
atructures of a set of expressions (the assumption being
supported by intuition or by testing inter-subjeciively on
informents) and investigote what, where end how affective
features have come into play. In practice both methods will
have to be used so that ultimately 1t is a caase of conmparing
alternate expressions. The exietence of A cannot be demonge
trated without comparing O+A with (C+A)-A., This leads us to
the concept of style as a choloe.

Style ac a choice botyeen alternate expreassions

Where the cholce of an itenm is made on extra-linguistio
grounde : X lovep Mary, X = John or X = Peier, or on gramma-
tical grounds the choice is non-stylistic. Siylistic choice
is 8ald to oecur between two expressione which are alnost
equel, having & common referent and appearing in the sane

Lrame 3
He 18 2 X mon, X = fine or X = nige.

In order to clrcumwend the near-equality-in-mesning
eriterion ZNEVIST bringe in the notion of gontext as being
rore amenzble to objective study. The element of choice is
suphasised differentially by different mcholars. WELLIS (184)
states that style is understocd to be optional like
vocabulary as contrasted with grammer, Operatlionally this



13

would mean the setting up of glaeeca of equivalent
expressions and comparing them. 1f the premise is, "etyle
ig a cholce,” then it 1s an ast of verbal behaviour and
csaes to be the concern of 1ingul stica. If however the
stetezent ig amended to read that in such a choice different
slerents of style are manifested in different exprecsions,
the question is ¢ exactly what elements are to be
characterised as stylistic. For instance, in the statements

Joe is a fine man

Joe 1s a nice man

there 1s apriori no grounds to say one is more stylistic
than the other. It becomes therefore necessary to cheok
the macrocontext, establish a norm and then make the

ocomparieon.

$vi deviation mnon‘

Thue both the perspectives of style described above
envisage the setting up of a norm as a yardstick of

weasursment, ENKVIST (53, page 28) has stated

The style of a text 16 a function of the aggregate
of the relations between the frequencies of its
phonological, grammatiocsl items and the frequencies
of the corresponding items in a contextually related
norm.
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BERNARD BLOCH attempts to avold the subjective selection
of a norm by wording his definition as follows

The style of a discourse is the meseage carried
by the frequency distridutions and transitional
probablilities of its linguistic features
sopecially as they differ from those of the same
features in language as a whole.

Even by means of a computer it is possible io cover
'lenguage as & whole' only by taking rsndom samples and
applying etatistical methods. WERRER MUELLER (255) has
also argued that even & “ohoioce™ will become style only
when taken in compsrison with @ norm. If every text shows
the ssme cholce, reflected in the same frequency and
transition probabllity of the umit then it will not belong
to 'style' but to '1anguage'.5 MUBLLER denies the very

5'Hora one might argue that agreement 1n‘staxiatical
meagures between all authors belonging to the same
era belong to ‘the yariod‘; between guthors of the
game literary genre to genre, ete., leading finally
to language common characteristios. FUCKS (209) has
demonotrated that the length of words in terms of
asyllable (syllable per word) is a language specific
characteristica.
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possiblillity of diacovering even one stylistic index on the
basgis of one texi alone, A norm has to be chogen which has
%0 be éé determined that 1t can be taken to be represene
tative of a totality called "texis". Style then exhibits
itaolf in the difference between the chosen form and the
mean valuss of the norm. ‘

The statistical definition of a norm gmssunmsa that
the factor of choice involved in the production of sny
literary work 1s nullified when numerous works are b?tng :
conaldered. Where the variables are formal parameters like
sentence length, syllable length, a quantitative approach
to norm is easy, but when one is working with psychological
categories like, for inetance, expressions revealing fear
extensive preliminary searches will have to be mzde bsfore
a reasonable nom with acceptable means are available, in
other words before the norm can be sald to represent the
population and the statistlioal measures of the norm like
nean, standard deviation can be taken for the corresponding
values of the population, Even when the reliebility of
these ratios have been tested it is questionable whether
they do full Justice to sll especis of languege. Ve may
quote FUCKS and LAUTER (209) 1 '

Ob eine selbst erschospfende Erfassung der
Formalstrulttur Authentizitaetsprobleme grundsaetzlich



zur Entscheidung bringen kann oder nicht, kann nicht
ohne welteres gesaghi werden. ..

Obwohl die Angaben ihrer Natur nsch exakte
Zahlenwerte gind, iet immer su bedenken, dase es
Vahracheinlichkeitaaussagen 9ind:

16

Further, with a quantitative norm, it is for the researoher

to interpret the mesoage cerried by the differences in the
various probabilities. A qualitative norm is equally well
conceivable and is presumably intuitively applied by oﬁ'cry
literary eritio. In this context ENKVIST introduces the
interesting notion of gtyle markera. The style markers are
the linguistie items that only appear or are most or least
Lroquent in one group of texts. Stylistlc cholce involves
the ohclce of style markers whereas non-stylistic cholce

involves selection from stylistically neutyral items. The

style markers that appear in the saime text form a stylistic.

set for thet text. An overlap of siylistic sets within a

6 Whether even a very exhaustive covering of formal
structure can or cannot thoroughly decide problems of
authenticity, canmot be asid straightavay. . |
Although the data are by thelr very lnature exact
numsricsl values one hes still to dear in mind that
they are all atatements of probability. (My translation)



17

given passage cr text could meen that the eriteria for
defining the gets will have to be revalued or there might
be a mixture of styles or a shift in styles in the text
iteelf, Enkvist wishes to separate literary effeot from
style, the two belonging to two different categories,
literaxry criticism and stylistics.

- Ihe term 'norm' as used here need not carry with it
@ prescriptive value attached to it. RENE WELLEK and
AUSTIN WARREN (182, pmgze 151) designate as norm the small
part of every individual experience of a work of art go
that the real work of art is conceived of as a structure
of norms. But any norm iﬁglﬁea automatically deviation
from norm, where again, deviation need not be associated

with any approving or disspproving judgement.

Deviations can be classified binarily into poetie
deviations and non-poetio deviationa; Poetic deviations
have an aesthetio function, The function of non-poetic
deviations is to prbvide the contrastive background to the
poatio devistions. (Deviation ig here understood merely as
difference:from norn,) In any literary work there is alwsys
a conglant interaction between the two so thaf ﬁoetie
ianguage may be said to operate as a chain reasction,
DOLBZEL (202, page 278) speake of automstisation - conven-
tional patterning evident in communicative langusge - and



18

actuslisation - individual variants which transgress the
conventional patterning as heppens in postio language.
There is a conatant attempt to standardise actuslisation
80 that there 1s always tension between the need to
autonatise and the need to actualime. NARASIMHAN (257,
page 5) distinguishes between expscted deviations and
ggéxgggtga devictions,

The fundamental question posed by such diatinptions
in regard to style is 3 Should style eoncern itself only
with unexpected pagtic deviations or should it also $nclude
deviations in general? BAUMAGAERTNER (15, page 63) hss
pointed out that there is no astatiaticsl explanation for
ambiguities, a remark which would apply slsc to poetic
deviations which very often resuld from the usage of
individual lexical items. Although theoretically it should
be poasibie to deal with ’expaote@' énd tunexpected’
deviations with a probabilistic model, in practice the
near-zero probabilities of sny word or construotion makes
it hardly & feasible venture. With transitional probabilities
also it is not much betier. Hence by restricting style to
poetic deviations slone not only is the purpose of
otylistics restrictively defined, but alwo the methods
available to it are restricted.

The more generaligzed view of stylistice permits the
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use of mathematical methods and bears alse relation to the
fourth and fifth ¢concepts of style enumerated on page 9
atyle as £ _of individu aracteristics and siyle as
a sot of golleotive charmeteristics, CARROLL (29) argues
that in a deliberately coded message the suthor by reason
tof/the 8kills at his command might oh@oac particular styles
or style which msy not reflect his personal "enduring
ocharacteristics.” Carroll is of the opinion that personal
non-deliberate conversation might exhibvit the enduring
invariant characteristics of style. Related to a literary
work this would imply that poetic function is to bde
distilled out and that what we sim st is the personality
of the guthor. But most literary critics sre however
agreed that a work of art is autonomous. KAYSER (98,

page 289) writes : "Dichtung kaenn und muse zunaechst als
oin Gebilde betrachtet werden, das voellig selbstaendig
et und das sich restlos von selnem Schoepfer gelosst hat
"und sutonom 1s%."! Carroll's conception of style is in
eagence psychologleal and has nothing to do with

1 “Poetry can and must be at the firet inetance regarded
as & thing that ig completely independent, that has
asparated itself entirely from its creator and is

autonomous.” (My translation)
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linguietica. Under collective characteristics JENKINS
understands & style concerned with art form, to be
dietinguished from a second style which comprises of what
the individual does to vary the characteristics of the
art form,® Tue implications of this will be dlscussed
atter deeling with the final concept of style whioh is
rather isolated and bears little relation to the previous

views,

Style as relations statable above the sentence level

HILL (83, page 406 £f.) calls all those relations
among linguistic entitles which are statable or may he
statable in terms of wider spans of text than the sentence
as conatitutingastglé. The definition excludes structural
or leiical relationahibs within the framework of the
sentence itgelf. L&nguigtios deals with phonology,
morphology and syntex as manifegsted within the sentence,
but when literary aﬁalysis is 6ndertakén, whén %he
structural relaxionéhips hetween the sentences of a work
of art are belng studled the investigstion is metalin-
guiatic.g |

8 Jenkinas, comments to part 8 in STYLE IN¥ LANGUAGE, pege 332

9 1331 (84, page 405).
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The grammatical similarities between the sentences
(on the levels of phonology, morphology, and syntax) form
‘the firat level of microliterary structure'. From this
level analysis névcs on to the lexiocal level and by
inveatigating the interrelationships between the unite
uged at these two levels the total pattern of the poem is
arrived at. Hill cautions that ‘any further statements of
meaning are in the metaliterary eéhero of correlation
between the literary estructure and known facts of patterned
cultural behavior and values.' 0 In this con;oit it 18
interesting to compare WELLEK & WARREN (182, page 179) :

We cen write the grammer of a literary work of art
or any group of works beginning with phonology and
accidence, going on 1o vocabulary (barbarisms,
proviacialiaﬁé. archaions, neologisws), aud rising
to syntax (e.g., invereion, antithesiem and

paralleliens).

K11l 6onseiontionaly avolds any appeal to meaning and
searches for formal patterns, snd the uiﬁilgrifiea in the
patterns between sentences, Obviously the gramzer of
stylistics will depend upon the dasic assumptions made
regarding the unite of description, the definition glven

10 4111 (84, page 406).
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%0 style and the methoda employed. In ell methods there 1s
comparison, either work-intern (HILL) or worke-extern nornm
(ENKVIST). The definition covers only the affective (BALLY)
or the aesthetic olemente (WELLEK) or all charaoterisiics
(JENKINS), The eurrent work takes the most general view
which is amenable to quantitative deseription since all

. other 'stylea' can be derived from 1t by a process of
abstraction. (vide Chapter I)

T ormational G Y - expositi &N oriti
dntroduction

The merite aend deusrits of transformationzl generative
graumeyr (76) muat be judged in the 1lignt of the objeotives
set forth by the tranaformational grammarian. However if
any theory is to be accepted as a part of general lingulige
tic theory or sven as "the" theory then it muet prove its
worth independently both of the claimp made by the
theoretician se well as the deficiencies admitted by him.'!
In the following parsgraphs a historical backgrownd to TG
ie presented followed by a desoription of iﬂé, an exaumple of

TG in practice to serve ag sample as well as foxr purposes of

L This refers in particular to the absgnce of descriptive

or taxonomic procedures in IG.
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comparison with other methods, and mejor criticlisms
levelled against it.

Coseriu pointes ocut that G. von Gabelentz'a

suggeated

a form of grammar similar {o that of TC as early as 1901

in his book "Die Sprachwiseenschaft, ihre Aufgaben, Mathoden
und bisherigen Ergebnisse” (Eoipzig).‘g Chomgky himself
does not fight ahy of $racing the origin of some of his
ideas to medieval agea.“ However two modern branches
which appear to have aparked off the advent of TG are
Autonata Theqry and Mathamatical Logic. Hilbert's axiomatio

approach in mathematics ia mentloned by Katz.'?

1% Coseriu's lectures during the Summer term (1968) at
Tuebingen contain a good account of TG.

13 &abalentz{s granmar consiated of two parts, a synthetic
one to show the formation of sentences and enalytic one,
to identi fy the functions in a given sentence. For
instiance the following constituted some propositions
in it

1. The subject gtands in front of the predicate.
Eg,s ASUPIpVacteqoble o (sentence)
B0 = P (Predicate)
2. The active verb stands in front of its object.
3« If an otherwise asctive V stands at the end of the
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An exlomatic system is charaeterized by 4 things 3
e vocabulary (list of symbols),.a set of axioms, a set of

formation mles and a set of inference rules. .

13”3. sentence, then it is baesive.

gSubjeglpass. | g (ontence)

eSubj¢BVpaaa. ilie pghgent g
Sentence = ABC
Blie ==‘ P
4. Active can be ohanged 1nfo passive - loglcal
object.comes before verb etec,
5. Every predicate can be traneformed into an
adnominal aftribute 1f it occurs in front of
the logical subject and the relative particle &I

occurs between thé relative bartiolee.
pAttr, ei‘A (or g)Substantive _ QSubstantive
' n

(eubtaniivised part of the scautence)

6. Relative gentence 8o formed is replaced by a
substantive using the relative pronoun &e 3
pad min ¢e one who protects the people

pad ilie wang 96 who/what is protected by
‘ the king .

It may be noted that 1-3 are constituent structurs,
4 ip a transformational rule and 5-6 are replacement

Mmles.
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The inspiration from mathematics becomes more evident
when one conaiders the fundamental theorems and basic ideas
in recursive function theory. Thus the set of integers is
infinite, but given any number, however blg, we have an
elgorithn for deciding in a finite number of stepa whethex
the number is a prime. Further the sald number ia formed
by concatenation of a small Iinité set of elements, nsmely
the digits 0, 1, 2, 3, 4, 5, 6, Ty 8, 9. Analsgously one
wants to set up formal algorithms for deciding grammatical-

16

ness or wellformedness or acceptability. Chomeky's own

contributions in the field of formal languages are

well-known.'? |

The theory of nniveraale18

and the creative aspect of
languag¢19 are both quite old. The contribution of TG to

thege 1deas lies in its attenpts to formalize them.

14 vige Chomsky (32).
15 yide Kate (96).
16 Those concepts are dealt with in greater deteil later.

V7 Some context~fres lsnguages bear the npame "Chomsky
languages®., Vide Helson (258), chapter 8 on Generators
for a lucid exposition of Chomeky's contributions to
formal languages. |

8 Gnomsky (32).



The assumption is that "esch natural lengusge is
organized on the same formsl pattern.“za The theory of
language shall concern iteelf with a "formulation of the
wniversals of langnage.“zi TG differentiates two kinds

19 Ohomaky acknowledges his debt.to Wilhelm von Humboldt
for this aspect., Humboldt subscribed to numerous ideas
on lasnguage, with not all of which the transforme=
tionalists would agree. In hia chapter on *Verschieden~
hoiten des menschlichen Sprachbaues® (Humboldt, 91,
page 153) he writes 1 Die Voratellung,>dass die
verschiedenen Sprachen nur dieselbe Hagse der
unabhaung;g von ihnen vorhandenen Gegenstaende und
Begriffe nit andeéau.Woorttrn bazoiohnen und diese
nach anderen Geseizen, die aber, aueser ihrem Einfluss
auf das Vorstaendniss, keine weltere Wiohtigkeit
begitzen, an oinandaf reihen, ist, ehe er tiefer ueber
die Sprache nachdenkt, dem Menschen gzu natuerlich,
als dasa er sich lelcht davon loemachen koennte." ...
"Die wahre Wichtigkeit des Sprachetudiums liegt in
den Antheil der Sprache an der Bildung der
Vorstellungen.” (The idea that differvent languages
dosignate with other words the same mass of things
and conceptis, existing inﬁépenﬁently of language, and
that they arrange these words according to other laws

26



of universals : gubstantial onese actually manifest in
language like consonant, vowsl, snimate, insnimate and

formal ones, which relate to rules appearing in grammar.

Digtinctive features would constitute a substantial set

of universals in yhonology.zz /

19:. ‘
which however have no further importance except for

thelr influence on underatanding, is so natural %o
man, before he beging to more deeply on language,
that he cannot get away from it so easlly.” ... "The
real lmportance of language gstudy liep in the parti-
cipation of language on the formation of concepta.”)
Brown (27, page 111) describes at least 3 pairs of

partly antithetical ideas in Humboldt's thinking whieh

he had inherited and the contradictionc and conflicte
of which he never finally resolved 3 1) a bellef in

21

the validlty of deductive theoretical thought as against

& belief in the importance of induetive, empirically
baged thought, 1i) a belief that there are important

universale characteristic of all natlons snd all ages,

as sgainet a balief that emch nation and age shows
important individusl peculiarities, 11i) a belief in
the power of the individusl to shape the colleoctivity
through his own actions as sgainst a belief in the
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In explaining the creative aspeot of langnage Chomsky
specifically rejects both Skinner'a ideas on verbsl
behaviour as well ae the sitructuralietic conception of
innovation through analogy.23 The genorative grammar as &
ayéﬁem of rules is or shall be capadble of reflecting the
creative aspect of language. Chomaky admite that structura-
listic grammors can be reformlated as rules of phrace
atructure grammar, but they have not paid sufficient
attention to the "production and interpretation of new,

previously unheard sentancea.“24

194,
power of the collectivity over the individual,

Humboldt's iﬁitial interest in langaage universeals
shifted later to cmphasié on fundanentel differences
(in keeping with developmente in the empirical science
of comparative anthropology).

20 Katz (96, page 11); Eatz does not olaim that langusges

exhibit lsomorphic formal structures. Only in some
undetermined sense there is organizational aimilarity.‘

21 vatz (96, page 107)

22 Ohomeky (31, page 65). Chomsky is careful not to

present any set of substantive phonetic features ss
the proper universsl setj the only clsim naede is that
there 15 Jjustification for assuming the existence of
guch a set.
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Zheory of Grammar

Inveatigations 0f a child leerning language have led
to the concept of competence. A child is able to gort out
the rules of the language and generate sentences beyond
what 1t has heard concretely. Apparently intuition is at
work, It is not mere learning of patterns.es According to
Chomaky the child possesses the scheme of a genseral grammar,
the totallty of formal universals even before languaze
learning.aﬁ Chonmeky distinguishes between the speaker-
hearer's knowledge of his language i.e. his competence

23 1 mir Quarterly Progress Report No.88 pages 283-285,
Halle and Chomsky setiing forth their research
objectivens write ¢ “... cyreative aspect, that is, its
unboundedness and freedon from stimulus control ... |
Nor are these utterances "generaslizations® from past
experience ... Nor can hnénage use be described in
terns of “habits® or "repertoires® of responsce.”

See also notes 21, 22, Chomeky ( 22 ), pages 8182,
24 Chomsky (31), paze 67 and note 30, page 205.

25 Chomsky, Pormal Neture of Language, pages 400, in
Lenneberg (110). -

26 Chomsky (31), page 25. The child possessss innately
even before language learning “"a linguistic theory
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and performance (the actusl use of language in concrete
situatione).27 This distinction is parallel to the distin-
¢tion between langue and parole, but whereas Sausaure‘regarde
langue as an inventory of itéms Chomsky regards competence

as a system of generative procass.aa

A grammar of a
language describesthe "ideal speaker~hearer's intrinssic
competence.“29 The term 'ideal' impliecg that there is an
element of abstraction involved, that grammar "neither
synthesizes particular sentences as does the speaker nor
does it recognize the structure of presented sentences as

does the hearer."so

264,
that specifies the form of the grammar of a posgsible

human lznguage, and, second, a strategy for selecting
g grammar of the appropriate form that is compatible
with the primery linguistic data." |

27 Chomsky (31), page 4. "The problemr the linguist,
as well as for the child learning language, is to
determine from the data of performance the underlying
system of rules that has been mastered by the spesker-
hearer and that he puts to use in actual performance.”

28 Chomsky (31), page 4.

29 Chomsky ibid, page 4.

30 Ghomsky (34), page 120.



Limitations of Phrase~Structurs-Grammsr QPSGQ

‘Constituent structure grammar has no provision for
recursion or for transformational rules, both these
factors leading elther to combersoms repetition of rules
or the exclusion of apparent regularities from grammatical

description.31

As an extreme case Chomgky gives the
example ¢

the men was old, tired, tall ... but friendly.

There is, Chomsky maintaine, no internal struéture in tﬁe
co~ordinated items, but a constituent atructure'grammar
would assign a rule for each co«ordinatian.32 ﬁiﬁary
oplitting (characteristic of and central to conatituent
structure analysis imposes 9ften superfluous structure.35
Deseriptive linguisiics has held the view that syntactic
structure is determined exclusively by operatlons of
segnentations end classifieation. Chomsky lists sequential
treatment, restriction to set of baée strings, as against
full set of actual sentences, introduction of complex

symbols, end the separate treatment of the lexicon as

31 postal (141).

32 Chomeky (34), vage 128.

33 Chomsky (31), page 88.

31



departures from the 'taxonomic' view.-t Theoretically the
greatest drawback in Immediate Constituent snalysis ie its
assumption that deep and surface structures are actually
same. IC-analysis hence does not provide an adequate
acoount of deop struoturo.ss

In part Chomeky's views on Grammar of "human®
langusges are influenced by hio works on formal languages
where different aystems of rules generate different
languages. Thus he spesks of grammare of a "particular"
lsnguage (as opposed to universal) and the nead for
comparing them on the basis of adequacy, simplicity snd

explioative powcr.36 Nevertheless ho expects of grammar

a0 puch to fulfil certain baaic‘raqnircmcnta. A grammatical

theory about a particular lsnguage must specify or prediot
"all end only the sentencea" of the languagt.57 As opposed
to the taxonomic approach which views langue as s mere

inventory of rules regarding rtgnlaritj and oxooption; the

34 Chomeky ibld, page 16. '

3% vide page %° regarding the olaime of IC~Anamlysis.

36 Chomsky (31), page 60. & descriptive theory must
contain ‘1) a univeréal phbnatio theory that defines
the notion 'possible sentence, 1i) s definition of
structural description, 111) a definition of generative

32
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generative approach views langue as a system of production

rulea.aa

TG does not work with an actual corpua since a
corpus is never couplete and sclentiflically ﬁnsatiafactory

in many ways. The corpus of TG is the ideal mset of

infinlte eets of all the sentences of the language. Grammar
shall be a system to produce or generate these infinite

sets of sentences., If graumar mersly generates sentences

it 1a called wenk generation and if it generates aleso a
structural description to each of the sentences indicating
how this eentence is understood by the ideal speaker/nearer,”>

it 1o called strong generation,

3644 ,
grammar, iv) a method for determining the stmotursl

description of a sentence, gilven a grammar. For
explanatory asdequacy an additional condition is
imposed, v) a way of evsluating alternative proposed
grommors. Bach (6), pege 106 1 "when two grammaras
generate the same atrd.néa, the simpler onge is that
which has fewer context restricted rules."

The precccupation whichA PG has with notations is
explained by Ohomeky in (31, p.42) .. "The obvious
nunmerical measure to bs applied to a' gramnar is length
in terms of number of symbolss ... Thus it is the
notational conventions used in presenting a gremmar
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The major components of a generative grammar are a
gyntactic, a phonological and a gemsntic one. The syntactic
component specifies for each sentence two ptruciures : a
deen structure and a surface strueturg.4° dtructure can be
described in the form of labeled phrase markers or
equivalently as rules : 3 Noun phrese will bear the label NP
and will be branched into Article and Noun, i.e.

BEp

///\\\ or NP

Art N

At + N

3044
that define "gignificant generslizstion” if the

evaluation meaeure is taken as length",

57 Bach (6), page 5; Chomeky { 34 ), page 119 defines
Gramnar as & device of eome sort {that is set of

mlea) caw

38 Froduction rules of eimple Harkov type would rewrite
& non-terminal symbol as either a termiral symbol or
a teraminal symbol + a non-terminal symbol.
A Be, A
and ¢ is ternminal). (Postal (141), page 149)

¢ (where A, B are non-terminal

39 Chomaky (31), page 60.

40 vide Chomsky (32), pages 31-51, chapter on "Deep and
Surface Struceture®. A eriticism follows in our later

paragraphs.
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Thus the sentence _
help the man.41
will have the surface structure represented by the pet of

rules or markers $

Sentonce
Verb-Irms, - NP
N
help Art N
the man

But £rom the fact that imperatives can qontain only, if
at all, the reflexive "yourself (we have "help yourself"®,
but not "help myself, themselves ete.) Katz éosita the
underlying structure of "help yoursclf™ ss "you help you".
Correspondingly the underlying stmacture of "help the men®

is given as

’ Sentence
/'/\
e ' VE.
| /\u?
you ., - Verd
N
help art ¥

tée mln

The Subject "you" will be deleted by a transformational
rule, when the surface structure is derived from the deep
structure. The purpose of such an znalysis is not to

egtablish that the subject of an imperative sentence is

41 Katz (96), page 130 ff,

4



36

¥really there" ox “understood” in the nind of the epa&kcr.‘a
The analyeis 1s presented merely on grounds of simpliocity.

The Transformational grammarians clsim that their
demonstration of the necessity for 2 phrase markers or 2
structures in a gyntactio dascriptienlia a majoy achievement
oz 73.47 The function of the ggg;gééggggggggzg is to serva
as input for the phonological components, the output being
the nhonet;e'1ntorgga§at;og.44 Similarly the semantic
component will assign s gemantic interpretation to the deep
etructure.?? The full {syntactic) conceptunal machinery
consietn of a hase ocomponsnt that generates deep siructures
through a system of rules and a transformation part which
maps these deep structures into aurface atructuree.46 The
phonological and the semantic components interpret the under~ -
lying phrase markers and derived phrase merkers respectively. .

42 Bach (6), pege 98,

43 p.postel (142).

44 The concepi of phonemes has no place in TG. In fact
Halle has shown that the phoneme theory is empirically
unwarranted. The phonological components in TG consist
on the other hand of o bﬁndle of features,

45 Onomsky (31), page 16.

46 originelly the base component wae to be strictly limited
t0 a system of phrase structure rules. Chomeky (31,



Cogeriu distinguishes four phases in the developnment
of transformational generative gremmar. In the firest phrase
sentences were conceived of elther as kermel sentences or
those that could be derived transformationally from Kernel
aentences.47 The transformational rules were‘Obligato:y
for the phonetice and morphology of sentences, but optional
for active/pasaive ot0. %% In the next phase ldeas of deep
structure thrust 'kernsl sentences’ to the bﬁckground. The
formation rules refer tc deep structure while the transfore
mational rules refer to the transition from deep structure
to surface structure. TG in this form was a transitionel
phase. In the third phese semantics is introduced in the
form of a lexlcon. Active/pessive transformation is taken
over to deep structure, as they have different but =simllar

atructures.49 Previous optional rulee become now obligatory

31

50

and the notion of kermel sentences is given up. In the fourth

phase proposed by lackoff and Lees, but not accepted by
Chomgky, deep structure is simply equated to meaning.

46,.
page 99) later viewed 1ts main role as one of ' .

determining grammatical relations.

47 Bach (6), page 69 t "Sentences which are derived from
P5 terminal astrings by the application of obligatory

transformation only and phonological rules are called
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Irensforme

The concept of transform itself has several variations
though within the TG 4t has got 8 é).ear meaning. Lenneberg
calls tranaformations the abatraction from two seemingly
different structures and noting their inner sameneee.s"
Akhmenova and HWikael'sn write "in our case 'transformation'
ubuld imply ziving sn English form to a certain content
either as purely 'conceptual' t¢o begin with or already
(previously) materianlized in the vernacular sentence. °
HARWOOD has pointed out that worke on eyntax usually glve
some information regarding the equivalenceos between some
ssquences and others ag for inatence

John discovered the path
= the path wag discovered by John.53

4700
Kernel sentences. ... We choose those strings as

belonging to the kernel which leed to the simplest

over=-all grommar,*®
43 Ghoneky (30), page 61.

49 Ag Verba in Englich whioh take passive are those which
take Adverbials of manner, passive sentences are

derived from mentences with this label, A rewriting

rule replaces "‘d'mnner through "by + pascive” and a
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HIORTE® Gefines a statement as a transformational
rule, following Harwood, if and only if it mskes certain
agsertion about two expressions A and B of a language.
Hjorth discussee then the adequacy of the definitions based
oﬁ assertions, Any assertion that A end B gre, in one of
their meanings each, synonym or eqnivélent, will be called
a transformati anal rule. If one wants to construct the
other .g§ression B on the basis of A by means of the
transformational rule then this definition is considered
inhdeqnate. Other definitions suggested snd dlscussed are
1n‘reopect of conditions i.e., A, B must be cognitively
synonymous ox logically derlivabla.

49..
passive transformation takes care of the rest.
St
D §//N\\k \\\\\‘A
ﬁ I {//\\ manner
the man flica Ba H by passive
the plane

50 Ohomeky (31), page 132.
51 Lonneverg (110), pp.299-301.

52 Akhmanova (2), p.105, note 27. The reference is to
teaching English as foreign langusge. ‘
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Although 2G exhibits a bigs towards logical structural
relations and a concern for "thought schemes” (Denkachemata
as the bagle of languags universals) paraphrase relatioms
1.0. oquivalence of propositlione have not yet come under
the purview of TG, Tranaformations are thus defined not on
the basis of logical definitione but serve purely to
mediate betwoen deep structures and surface structures.
Transformations introduced at various appropriate deriva-
tional stages of a senience help to glve a’ostréot deep
structures overt surface form. eri;ginany transformations
were of two types t gptionsl traneformations and gbligatory
transformations on the one hand and gingulary transformations
and generalized transformations on the other; An optioiml
transformation converted an active sentence into a passive
one., Subsequent work on TG showed that grammar could be
pimplified if the passsive ie not conceived of as a surface
structure transformation, but both passive and active are
already msnifested in the deep structure. (See¢ footnote 49,
page 3¢ ) A dummy marker in the deep structure under the
category mv#rbiaz of manner enables the generation of

passive sentences. The cholce of the dumay marker would

53 P.W.Harwood, "Axiomatic Syntex®, page 469, cited in
Hjorth (86), p.91.
54 giortn (86), pages 91-94.
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mske the passive transformstion then obligatory. In the
pame manner questions are generated by means of merkers in

the deep gstructure t
¥ 8 _#

Q"’////"\\\\iaélena

In the earlier work :

d4id Bill see John and Bill saw John
as well as will Bill see John and Bill will sec John
haéd the same underiylng Pemarkers or deep structure, The
 transformational rule brought along with it a change from
sgesertive to question as well ﬁe a change of meaning.
Arguing that questions csn be paraphrased somewhat like
inperatives, ' ' |

will Bill see John
being same as : I request that you answer 'X Bill will

| gsee John'

where X 1s "one of epeclal class of gentence adverbialsg"
including yes, no, of course, etc, the full paraphrase
would be

1 request thet you answezr 'yes, Bill will see
Jobn or no Bill will not see John.'
The Q-marker has theﬁ the function of glving the appropriate

reading, dlstinguishing jee - or = 10 quesbtions from their
oorresponding declarativée. In order to differentiate the

various types of "wh" - questions whichk can be ackedapart



fron yes-no questions, the Q marker is intended as global
marker to eignify 2 question i.e, introducing a reading
"1 request that you answer" end subcategorization is
effected by means of the presence of "wh" marker and

“either—or“.ss

An interesting feature of Katz end Postal's proyogal
is the derivation of the "wh" marker as a subconstituent
of the definlte or idefinite article and not of the noun
in NP, The argument is that there are two types of wh
questions in English, one vhere the wh-word represents the
definlte article + noun, and the other where it represents

the indefinite article + noun or pronoun.

which one RE who Hg\\\n
— Del/

Det ?
def BTo indef Plo
wh the one wh_ a/some one

Whether a transformational rule is optional ox obligatory
thus depends upon the deep structure merkers posited.

A transformational rule consiasts of three parts,

a gtructural description, the structural change sffected
and the conditions of application of the transformation.

55 Ratz & Postal (é?).

42
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Such a rule can be of the form
1. 3, 2, 4 (optional except

#, X, Noun Phrase, Y
where 2 does

1253 4 not contain Q)
where 3 dominates wh.sﬁ

This will bring the NP dominating the question marker to
the front. In the earlier stages of TG complex sentences
wers derived by meamns of generalisged tgggafbrmaﬁ&ggg. Out
of the matrix sentence (1) and the constituent sentence (1i)
1) au kennst ihn + O, + fuehlen
i1) er dreht sich

01 implying the empty slot where the constituent etructure
is added on, the generalized sentenced 3

du kannst ihn sich drchen fuehlen.’!'
is obtained. Pollowing Katz and Postal however, the need
for generalized tranaformationa‘has been sliminated for two
reasons, namely that TRANSFORMATIONS SHALL NOT INTRODUCE
MEANING BEARING ELEMERTS and that deep structure cem
generate atraightaway complex sentences by recursively
introducing £ S £ at intermediate ncdes also (i.e. not only
as initial aymbol).sa By specifying a dummy symbol in the

56 Xatz & Postal, ibid.

57 Bierwisch (23) p.124, points out that the reflexive
depends upon the subject of the constituent sentenca.

Another way of looking at it is that it ls dependent
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wnderlying structure then the neecd for generalized trans—
formations le altogether eliminsted. Hence s generalized

phrase marker can be derived as follows ¢

£ 5
AL
14 Ve
T v
expuetldm /,l/‘:a\\,l i
fired b/ passive

Det N

—7 I\, |

the £ 8 ¥ nman
%
thé man ‘A

quit work

Summing up one might say, transformations, employed to
delete, permute or substitute elomente transform abetract

underlying structures into conorste surface structures.

Teeo
’ upon the object of the matrix eentence, When the object
is not there, the constituent element will also not be
there ¢
du kannst gtwas fuehlen du kannst ihn sich drehen fuehlen

du kannot gein Drehen fugehlen du kannst fuehlen, dass er
er pich drsht
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\3 1 ion in

Mention has already been made of the fact that 16

sees no reason for getting up an intermsdiate level of

repressntation between the morphemic snd the p@nngtic
' levels. (page 3« , note 44)59 Ap the rewriting rules of
the form A == X are arranged according to the generative

needs of the grammar, there appear to be no fixed aset of

levels such as word level, clause level, phrasc level,

sentence level, in the phrase structure rules.

60

58

59

60

Chomsky (39), pages 30/40, Weinreich {181) aleo accepts
the stipulation that meaning wust be restricted to deep
atructure. vide also (31) p.132;

Chomeky (39), pr.49/50.

Bach (6), page 53. As units, however, lexis and S
(wentence) play a fundamental role in 7G. Both clauses
and phrases are derived from S as sentences.

(the old man ig hers = the maen is here, the man is old).

Pries (56, page 18) says, words as parts of speech cannot
be determined in terms of thelr syntactic functlon.
This problem 1s nevertheless circuxwended by TG since

the members of the various major categories and minor

ones are defined by enumeration. Subcategorization ie

effected on the dbasls of syntactic functions, like, for
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The gategordal component consiasts of grammaticsl
morphemes and the symbol Delta. In the preterminal atrings

generated by thig component lexical items will be inscrt'oé
from the laxicon (the other part of the base component).
A lexical item will be substituted for Delta only if the
1ten belongs to the same category as the one which ‘
imnediately dominates Delta,

Apart from ths category feamture a lexical ltem may
have other features. A Verb can bs + or « Tranaitive, a
Noun cen be + or - Human, Features like Transitive uve
called gontextual features and features like Human are
called non contextunl features. Features which stipulate
the frames 1n which the lexical item can occur are called
strict subcategorization faatures. Thus Transitive feature
meang the frame e NP, A Vorb like persuade has the
frame ——— BP PP (the feature will be denoted as
( — NP FP). Eg. I persuaded John of the pointlesenegs
of hie actiong.

60;’;
inetance, environment N¥ PP in the case of verd

"peranade®. But *John” and “of the pointieaaneaa..."
are surface structures, If the labelo NP and PP refer
not to superficiel asurface oharacteristies, 5111.' to

sone decper underlying structures TG has never shown
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The other types of contextual features are called
gelegtional featugés. "#hereas the strict subcategoriszation
features specify categorial frames in which an item appears,
the selectional features of a lexical iten X opecify
lexical features of tho items with which X enters inte
gramnatical relations,5? Thus one meaning of %eat® will
indicate that its subject must be specified sa (+Animate),

Perhaps the most interesting aspects of TG are the
atudies in subcategorization and the derivation of corres-
ponding grammatical morphemee from higher order grammatical

60..
what these etructures ere, Weinreich treats the

preposition ®1ike" as gero morph in the sentence

He seened like s man,

8 morph needed purely for surface structure. The erucial
question here ie, what ia the semantic role assigned to
prepoeitions and how far are they treated ms sutomatioc
concomitant varlations of the verb. Chousky and other
transformational grammariens assign semantic role or
deep structure atatus to prepositional phrases, but the
categorization has not gone beyond what traditionasl
graumarians have been saying since the ¥iddle Ages .

(categories like rate, manner, degree, frequency ete.
are belng used just as in traditionsl grammer),
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morphemes. Exanple of deriving the question word from the
definite or indefinite article in the Houn Phrase has
already been given. As a detalled ¢xample of ‘the type of
work done by TG we may cite the treatment of the Comparative
in Enslish.ee The comparative has been derived four ways 3
as complex adjectival, adverdial, nominal and as complex

verbal.
8 _com dlectiv, 1»63

Modifiers of nominals exhibit certain regularities.
For instance, if the noun phrase is indefinite the
modifiers generally follow the head.

Last night I eaw something very strange
I chased the wretched thief
+ I chased the thief wretched

Hence these modifiers are derived from relative olauses by
rules like 3

i) ILaet night I saw eomething

Somethinz was very strange - ILast night I saw

something which was
very sirange '

61 Ghomeky (39), page 45.
62 pare (68).

63 Hale (68), poge 8. The study is by Carlota S. Smith
YA class of complex modifiers in English Language
v (July-Sept. 1961).
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Similarly I éhaaeﬂ the thief who wes wretched

1i) Reduction of relative clause - Post nominal
position

Last night I saw something yery strange
I chesed the thief wretched

i1i) A rule for prenominal permustion - obligatory
where the noun is definlte. Non-applicable
elsewhere, o
I chesed the thief wrebtched 1 ohased the

wretched thief
Secondly Adjective + nonwverbal complements ars always
postrominal o
I bought a book which is yellow with age
=== I bought a book yellow with age.
+ I bought a yellow hook with age
+ I bought a yellow with age book
With definite article even postnominel position is no#
poesible 1 + I bought the book yellow with age |
In the case oflégjactixe +_verbal complements, relative
claugse reduction ip not poesible with definite article ¢

She heard the sound which was too frightening
to lgnore

+ She heard the sound too frightening to ignore

+ She heard the too Lrightening sound to ignore
However with iRdefinite Noun phrase reduction 1s possible
and permutation is optional @

She heard a sound too frightening to ignore
She heard too frightening a sound to ignore
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Hence whsn these conditions of relative clause reduotion
and permutation are properly stated, it is possible to
derive complex adjectivals etarting with the formation of
the relative clause.

To introduce the comparatives, the three rules
(relative clause formation, veduction, and permutation)

are preceded by the following rulea 3
1) Comparative conjunction :

a man is tall
. @ man is taller than
BI11 i tall O BE T BiY ig tell

2) Obligatory deletion s

—— b man is taller
A man is taller than Bill is tall then Bill is

3) Optional deletion :

w— A man ig taller
A man 1s tallexr than Bill is than Bi1l .

Such rules generate & wide range of comparative sentences,
but they also generate strings like
+ John is a taller man than Mary.

Hale suggests the possibility of regarding -er than K as a
kind of coherent structure which modifies the adjective
(ere 'ta11'),54

64 Hale 1ibld, page 14.
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Comparstive as Complex géverbig;§5 I L

Lees has as & starting point the simila%ity in
constructions involving thgt and more then &

John is that intelligent

John is umore intelligent than Bill.
The comparative ia directly embedded to s dominating mode,
ADV, (attributive Adverd). The rules take the form 3

1) Adverbial embedding

Jack bullt a (Advh) large house Jack built a -er than
— 0@ bullt a large house
Joe built a large houase large houas ‘

2) Then-Complement Permutation s

—— Juok built a (=er) large houss (than Joe built s
large houss)

3) Deletions and Morphophonemios 3

w—— Jack built a larger house ‘than Joe did.
This analysls has the adventsge that it oan take care of
graded comparisons like ¢

Bill is taller than Mary by more then Sam 1g taller
than Peta.

T 1ish Co () omplex No 66

This 4= based on the derivation of the attributive

5 X
Lees (109).
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' adverblsl from p#oponitzonal phrases’
John is very tall
= Johm is tall $o_a grest extent (degres)
Thus John 13 taller than Bill

= John 1s tall to an extenit to which Bill is
not tall.

The negative is then removed opt&onﬁlly and replaced by
surface comparative elementa, (optional because the sentence
is acceptable as it i3 also). The motivation lies in the
faot that negative preverbs ané negative verbs as well as
ot are excluded from than clauses.

+ Bill is taller than John isn't.

+ Bill ig taller than John hardly is.

The 1igh Couparative a o ex Ver 67

In this view comparison is posited simply as a two-
place predicate with a claese of verbs such as, @xceod,
ig tor than, is less than, is as great as and the like,
The psraphrases are of the following 'l—:ype‘ ]

Hore people canme The number of people wio come

than were invited was greater than the number of
people who were invited

John was taller John's helght was greater than

than Bill B41Ye height

John ren faster The rapldity of John's running
~ than Bill was greater than the rapidity

of Bill's running

66 Hale ibld pages 32 £f
67 Hale ibid pages 45 £f



Critique PG

Huch of the criticism of TG is rather ill-founded as
it rests on aisinterpretations of the goals and claims of
TG. Although TG attenpts to explicate the intultion of the
speaker/hearer, Chomsky categoricslly ssys that it is not
a model for a speaker/hearer. He further disclaims that the
interpretative or generative processes taking place in the
brain correepond to the branchings and rules suggested in
his grammer.w If the pronoun is taken as understood in
the imperative 1t ig done so for a simpler exposition of
the granmar and not due to psychological reality. With
' these preliminary remarks we procesd to g critical anglysis
of the various aspects of TG,

Yt ereativit

Coseriu points out that innationm, teken as the dasie
of TG although not proven, leads to a primitive banalisation
of the greative character of language. The real character of
the creative activity has been dealt with before by
Aristotle, Kent, Schelling end others. In our opinion it ie
diffioult to make proper scsessment since the usage of this

tern ie ambivalent., Unboundednesa and freedom from stimulus
control of human language is callad ite oreative aspect

%8 Ghomsky (31), page 140.



by G&omeky.sg But creativeness is asoribed also to the’
medlating role played by the syntactic compoment in the
semantic interpretation of a phonetio reprugentation.?o
Chonmgky assumes that the gct of grammatical sentences is
eomehow’given in aﬂvanoo.?‘ Froperly speaking it ig an
infinite set of sets of sentences and formal apparatus to

generate these seontences hae perforce to employ recursion

54

in some manner or other, The recursivenees provided for the

symbol ¥ S £ 4in the base component is too powerful a
creative dgvice to describe by iteself natursl lgngnaga.
The trensformational rule scte at times like a flltering

device to prevent ungrammatical sentences being genmerated.

Putnam suggests that the gramumatical sentences can be
congidered s recursive lot provided 3 arguments are
accepted : \

i) the self-containdedness of lenguage. A person

who considers 'many good home' deviant would
always consider it so irrespsctive of the

context

69 see note 23.

T Gnomsky (31), pages 1%5/136.

n Chomaky (30), page 103,
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ii)  meaningless sentences can be classified whether

, grammatical or non-grammatical
iii) grammatiqal intgition of a apeéker, namely that

any person knowe in his language Qhét sentences
are grammatical and what are not. '®

By self-containedness of language igs meant apparently the
non-appeal t6 extra-linguistic factore like gsituation. Appeal
to extra-linguistie factorwAmay beaéecessary to decide which
of the possible interpretatioﬁs of an utterance are meant,
bu£ thej'reeoluticn' of aﬁbiguity, éacribing joseible but
semantic or syntactic structures to the same utterance J
{surface structure) does not require appeal to situation.
Computational linguistics has clearly demonstrated how
explicit rules expose ambiguities which maylﬁot even be
noticed by & hearer or reader.73 Secondly consistency in
considering certain utterances as always deviant presupposes
decidability about grammeticalness. This condition 1s in our
oplnion rather too strong. When formal procedures to declde
gremmaticalness are not available one has to have recourse
only to gremmatical intuition and it is not clear if the

constancy of grammatical intuition can be accepted.

12 pyutnem (144).

3 Kuno & Oettinger (238) point out, for inetance, how
They are flying planes can receive« a third interpreta-
tion (though absurd), analagous to : The facts are
smoking kills.
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Psychological tests have ahéwn that 1t 18 impossible to
define grammaticality empirically.

' 16 _and Syntax

Syntax occuplies a central position in TG. It eénsiste
of a set of structures which sssociate the deep structure
of a sentence with 1ts surface struoture. Oriticism of this
aspect of TG rofers mostly to the neglect of the ppraﬂig;
matic axis in favour of the eyntagmatic¢74 Although
paradigms have not been itreated explicitly in TG they are
implicit in the rules of surface structure (phonological
ccmponent).75 IG's disregard of the usual levels of phrace,
word, clause, and o? paraaigma[;gtivatea partly as a

reaction to American structural lingulistics. The concept of

T4 Axnmenova (2), pages 38/30 regarfing criticism by
Saumjan.

15 zuteky (189) for iustance gives the following rule for
incorporating the feature plural er for irregular

masculines and neunterus in German 32

ANy

- masculine ~ arst;EE§:>
regula

If KX 1is positive then RHS is -gtrong, i.e. weak.
Left hand slde = regular femlnines.

I£ K is negative then RHS is + strong, 1.e. L.H.S5, =

regular neuters are strong, nheuter being defined as

- feminine.
- masculine
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function has also been dealt with differently by Chomsky.
Hotions like subject, object were considered purely ns
relations existing between difforont parte of a gentence
and were hence defined on the baeis of the relationship
existing between the different nodes in the (generaliged)
phrase markera75 But 1t has become increasingly clear
that formal subcategorigzation is motivated considerably by
semantic functione and one cannot avoid using runctiéns as
labels for the nodes, if the deep structure is to reflect
fully the changes in meaning. TG wnich defines word claases
like Adjectives extoneiona1§y77 tries to overcome this
difficulty in formsl description by meking the lexicon a
powerful device, wherein lexical items are assoclated with
senentic, gyntactic and phonological features with all the
paraphernalie necessary to introduce selectional restric-
tions in Grammar for guarsnteeing the generation of only
grammatical sentences. Computational linguistics has ghown
the way, but the fallure 6: mochanical translation so far
ralses misgivings whether TG will be fully successful in

ite goala.78

76 Chomeky (31), p.T1. The definitions rroposed are for -
instance : Subject-of (NP,S)3 Predicate of (VP,S)s
Direct object of (KP,VP)



2G _snd Semanticsg

Veinreich has urzlt:.ciae_d that TG has been unable %o
draw a distinet line of demarcation between the domains of
syntax and sgemantics. However it has not been shown that
such a strict demarcation is possible at all, The fallure
of automatic tramnslation seems to imply in fe\mt the very
‘opposite, Another eriticiem leveléd is that the content is
not determined in opposition to other contents but a
signifiant . is taken as the sterting point and from thab
one comes to oonteﬁt.. Thils is merely identifying the cigns.
How far ie this objection v2l1d? Liet us teke the claasical
example of Katz and Postal’® :

bach?].ar
e |
(hugen) \‘ammal)
‘malé {(having the (male)
academic degree
conferred for (young)
the first four
years of college) . (seal)
(adult) (young) <w3> f when without a mate
] during the breeding
(neve (kniznt) season ] _ .
ma!]‘riad) ] ( év N
sexrving under the 4
iy [

gtandard | of anotherk

W)

77 Bach (6), page 28 ¢ Any item will "be® .ar' adjective

28
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Here the word bachelor is not defined with reupect to other
semantic oppositions like spinster, married man, mate atc.,

but with respect to features which characterize the -

different penses in w@ieh bachelor is used, these features
being given in the form of bimary branchings. The branch-

ings are however not oppositions, since "Noun - human - female‘ -
adult -~ never married™ giving ‘aspinster' is not mentionaﬂ.

The object of specifying euch features is not to differene
tiate betwoen different significents dbut to assign different
ssmantic markers to the same word-form which might be used

in differont contexts.

T7.s
in a given derivation if it io derived from the symbol

AdJective by the application of a chaln of rules
beginning with a rule of the form 3 Adjective — X,
18 guno ana Oettinger (238).

Zable 1. Semple from an English Dictionary (page 307)

English  Claas (commenta not stored in machine)

woxrd code '

THEY PRN personal pronoun in the nominative
cage

ARE BE1 finite complete intrangitive verd,

as in "they are in the sky".

(A prepositional phrase according
to the present grammer is consi-
dered to be adverbisl, and cannot
fulfll the role of a complement or
object of a verb.
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78-0 a
Pable 1 contd..

English class (comments not stored in machine)
word - code

ARE BB2 £inite copula, as in "They are
students.” and "They are good."
BE3 2inite auxillery verdb for the

progresaive form, passive volce,
and be-to form, as in *"They are
coming®, "*They are mseen®™, and
"Thoy are to come here”.

FLIIRG RI% present participle of complete
intransitive verb, as in "They
are flying to Boston" and "It is
a flying plane”,

pivig) present participle of single~
object transitive verb, as in
e is flying a plane®,

G611 geyund of complete intransitive
vorb, as in "Flying 1s pleassent®,

G21 gerund of single-objeot transltive
verb as in "Flying & plane is a
pleasant®, -

PLARES RoU noun, as in "They are planea™

V11 finite complete intransitive verd
as in “The glider planea”,

Ak 3 finits single-object transitiver

-verb as in "He planaes the surface
of the doard”.

PRD period a# end of sentence
punctuation |

In the above table the various interpretations of PARE®
syntactically defined on the basis of its functions,
but semsntic homonymy like for instance in the case of
PLARES can be resolved only like s
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Structural semantics partitions a global gemsntio
category into subsets which are mutually disjunctive, but
eoati.guou-.so fhe disjunction based on semantic oppositions
implies that there is some feature by which the word-form
aiffars* from other related word-forms. TG on the other
hand ie interested purely in the componentisl structure
of a single word-form only, the purpose being to explicats

how the mesning of a sentence 1is underatooﬁ.m

78 ,

° HoU1 trensport machines of
apecific type

ROU2 concept in geometry

Similarly s word like “run® will have different

interpretat ions like Tuly, TUR,, TUN eto.

7 Katz & Pogtal (97), ps14. The gemantic markers (Human),
(Male), (Adult) etc. express formally general semantic
properties. Optionnl semantic diatinguishers "are the
formal elementse employed to represent what is
idlosyncratic about the meaning of a lexical iten,"
{page 14, ibid.) Thus W s Wy (Wyy (Wj>are semantio
distingnishprq..

80 goaertu (44), desoribes an analysis of the lexical
field "sound” by Heyse (posthumously publiched in
1856): In Greimas scheme it will look like :
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800.

____horbar (andible)

‘ Sehall selbattlactig arzeugt
(aelf-gonerated)

nicht g0, -
Laut
“not continued fortgeprlangt (continued)
Hall
nicht h homogene
(homegemaous)

gurueckgeworfen (thrown back)
Widerhall
In Pottier !s matrix Torm it will look like @

Geraeusch Klang

feature

lexis e b cde f as=auiidle,
80&11 4 0 0 o ‘o o 'b' = aelf generated,
Lzut + 4+ 0 0 O © ¢ = continued,
Hall ¢ = % 0 0 O d = echoed
Widerhall + = 4+ + 0 O € = homogeneous .
Klang + = = 0 + O £ = qualified
Geraeuach + = = 0 -« 0

0 = feature
Ton + = = 0 + + immaterial

In Cogeriu's diagrammatic representation

$_ Behall (a) — +b
- e +€
Klang Hall
Gerasusch | —*— | |Laut
lzon| | | [51aerha1

W

Hore TON 4o a subaet of KLANG and WIDERHALL is a subset
of HALL,
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Another criticism levelled againot the semantic theory
of TG is that paraphrase relations have been touched only

82  Although parsphrases heve not been deslt

in passing.
with in theory, T¢ has in practice accordsd paraphrase
rolations a vital role as all trensformations are concerned
with synnnymy.e3 In fact it has been suggested by Irene
Bellert ( 1% ) that 2ll paraphrases waich a speaker recoge
nizes as equivalent must have the same deep atructura»84
WHAT we say is saeme, but HO¥W we smpy it 1s different. Follow=
4ng this line of argument she sugzeste that the two
utterances
] John has sold a house to Jim
and Jim has bought a house from Jokn

should have the same absiraet deep structure. Similarly Lakoff
8ives the examples 3 '

Galileco oboerved Jupiter with a telescope

Galileo used a toleacope to observe Jupiter

Galileo observed Jupiter, he used for it a
teleascope etoe.

all of which have the same deep structure, Goseriu reuarks

\

51 kate & Postal (97), pp.12/13.

82 Weinreich (181). See also Thuommel (175) for a review
of Weinreich's article.

83 Quine (145), page 22.
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that from the assumption 'deep structure determines meaning'
2¢ infers 'deep siructure is the meaning' and through é long
and complicated way TG comes to the conclusion that all
languages cen axprcés the same facts. (Since meaning is
equal to the stated facts, deep structure is itmself the
stated fact,)

According to Coseriu the theoretical misteke made hore
lles in not differentiating between whet is linguistic and
whet is extra-linguistic. This must be atipulated before the

84 Beliert (18), p.169 2,
In s footnote to this article Irene Bellert mentions
that 41,124 paraphresee of s 17-word sentence taken
at rendon from a phyeics book contained only a emall
proportion ee 'grommatical® paraphrases. Hence sontences
which a speeker sasily recognizes as equivalent muet
ell have the mame deep estructure. Another argument put
forth by her 1s that whenever inadequacies have becn
deteo%e& in the formulation of TG it has been precisely
because of the incompatibility of the deop atructure
representation with the notion of gsemantic invariants,
which should be teken as the basls for grammar
construction.” (page 170 1bid.)

Zyplcal examples cited are changes proposed for interro-
gatives, imperatives, Klima's work on negation.
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formulation of the concept of deep structure. The other
theoretical mistake is that transformations and deep struc-
tures are defined only operationally. Deep structures can

have something to do with one another =s :

1) parephrase (as in the dictionary)

2) identity of reference (aetive / paseive)

3) differentiation of primavry and secondary levels
(word/their derivatives ¢.z. Haustier)

Here one must admit that T¢ is. not unaware of the theory

85 The notion of

of meaning or the theory of referonce.
subject is consideved a grammatical universal and hence the
gsubject is considered to be, for inetance, in active/passive
same. As a grammatical universal i{ has to he also semanii-
cally invarignt and it is this 'assumed' condition which
necesgsitates vregarding passive as similar to active, but
not ldentical and introducing the passive transformation

ag an adverbial clement belonging to the verb phrase.

Another pertinent question posed by Coseriun is : is
the deep structurs horizontal or vertical? In other words
are active/passive relations traneformations or do they have
common features which lie deeper? Schematleally the two ways
of looking at it might be represented zs 1t
A= B~ ~T1

\\4/

a

85 Katsz (96), Po47o



A similar question is ¢ how deep is tho deep structure? 1f
we take the example of positing "you" as underetood in the
imperative "help hiw", then it is merely one uwnderlying
gtructure, If however thils underlying etruecture is further
analyzed into constltuent units, then the structure eo
derived can be thought of simply as & phrase structure
representation. Depth in the real sense of the term will be
there only if in the generalized phrase marker subcategori-
zation is introduced not only for syntsctic reasons, but

also for semantic considerations, considerations which agre

now taken care of by the lexicon.

TG maintains that its metatbaory propooes a hypothetl-
cal model which need not be motivated end which derives its
importance in that it ezplains more facts more simply. As a
model it can only be feleifled, but not confirmed witk
regspect to the truth or rezlity of the objecis. As such
transformations are not establisched in the facts themselves
(eg. active/passive), their acceptance being only a
hypothesis. The confirmation for the hypothesis lies in deep
gtructure, Ooseriu points out that linguistic facts are alao
facts and while extensions of transformation cen be made to
non~exigbant lingulstic fecte e method, the origin is
certginly based on linguistic facts. Hence TG it cannot ve .

Lo g
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claimed, hee nothing to do with facts. In Ooseriu's opinion
the epietémﬁlog;cal.theury attempis to abridge the clift
between neture and mental sciences, but leads to an 014
eTYor, to a paradoxial fbrm‘of new positiviem. In our
opinion ehamsky does maintain ‘a rather "sophigtic" attitude
in tbrmulating the foundstions of his theory. Although he
‘claima that his’ method aeeks to take the beet out of both
ﬂbranchea. modemn structnral linsuiatias and clasaieal
humaniatic approachas, a rizid. anzi-ampirioal postume is
evident in his writinge; utter diaregarﬂ for daacr&ptive
procaedures and rejection of corpua, are,two glaring'reaturea

of hia'theorys.vhieh give rise ocoasicnaly to inoans&stenoiés.

TG has presenbed well»formedness or grammahieality
a8 a serious aciantifio igeue for. tne Tirsb timn.85 It
is interesting %o note that aeeer@xng to Eaumjan falie not
really pxplanémaiy. beiﬁg based not oh a'oalqﬁlus.xbnt on
a list or‘inveniary of "well-formed® aeﬁten&eéq,Ifiéhie is
accepted, then‘tge}qneajicnkof‘wsllfofmsdhess as 8 problem
is pre~scientific because the wellformed séntgnces are’

first éiven and then the grammar is developed.’

‘As far as Chomeky is cencérned the enly asaertion made
by him is that grammaticalness neaﬁs a scale anﬁ that there

are degrees of grammatiealness.87 Katz hae shown that the -

86 jxnmanova (2);‘pagea 41, 102,
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levels proposed by Chomeky are not satisfactory as thére

are gentences which are less gremmatical but comprehensible
snd there are sentences wﬁich are more grammatical but
incomprehanaihle. Katz suggeste associating a comprehension set
with each deviationary utterance and transfer rules which
effect this association, Thus man bit dog will have its

comprehension get the sentences 3

The man blt a dog
a man bit e dog

The man bit some dog ete.

Understanding a ‘seni-pentence' will be possible only if

» the utterance has sufficient structure permitting aaaooién
tion of the uttersnce with a set of grammestical gentences.
Empirical tesis have been conducted bamed on these idaas,sa
but it ip doubtful 1if even extensive psycholinguistic teste
can establish any scales of grammaticalness elnce too many
vaiiable.factora sre involved 1 individual dackground end
idiosyncracies, changes of mood etc. A related aspect of
linguistic performance ﬁhich has not recelived suffioient
attention is that of p?agmatica or usage, as a pragmatic

norm for linguistic performance. It has been pointed out

87 Chomeky (31), pages 78/79.

98 .ide Dingwall (45, 47)..
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thaet sentences like "the cello - is played by Casals®
(exhibiting syntactic incompatibility) are more worthy of
investigation that "casals 1 played by cello' since

“ecaonle plays the cello® is perfectly acoeptablo.ag

A

Katz has rejected the suggestion of Ziff namely the
notion “aimplasf relation to the set of sentence™ oy “the
simplest route from the grammar to the semieentonce™ as .
being unworkable because the rules will be. infinite in
number and secondly they will not partition the set of
ungrannatical sentences into semlsentences which are compre-
henglibls and nonsense sentenoces ﬁhioh are incomprehensible,
Two assertions implicit in the above statement are i) that
the infinite set of devistionary rules can be generated by
& finite soet of rules Jjuat as the get of grammatical
gentences can be generated by a finite set of rulaen,
i1) that 1%t 18 possible to partition the set of ungromma=
tical sentencee‘into semigentences and nonsenge stringe,
for whioh first of all it would be necessary to give a formal
procedure by which one can decide whether a glven utterance
is grammatical, end if ungrammaticel whethor it ig a semi-
sentence or a nonsense atring. The firest assumption would
be Justified only if one can show that the infinite set of
grammaticsl sentences and the infinite set of ungramnetical

89 sxnmanove (2), p.104,
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ssntences are equipolent. Naive formalism in the case of
(11) 1s unlikely to stand the test of empirical evidence

Judging from the state of the research as on today in this
field,

uitio e 4 rformance

Theoretically Uoseriu sees the moet fundamental
contradiction of TC in that they want to explain iatuition
on the one side and on the other have a typlcally positi~
vietic conception of the science., How can one show thst
the interpretation of the sclentist corresponds to the
intuition of the epesker? I know it as native speaker, is
not enough becauss the native speaker does not know what
the linguist lmows. The intuitive intermaligation of grammar
has been called competence, but Coseriu wonders whether
competence can be reduced to the generation of sentences,
Competence scema 0 be an intuition of oppositional
difference, an intuition about the purposs and function of
sentence structure. The fact that a hearer iz abls to
understand or aseign an interpretation even to a devia~
tionary sentence implies that competence nmust have this
built-in ability. Purther problem is how doea one recognize
competence? If through performence, which is a lingulstic
and material experience, 1t néed not go back {40 innatism.
70 disregards corpus and taxonomy totally, but the latter
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atlesst has a part to pley eince linguistic oppositions

are important for the "understanding” of sentenceag. If
taxonony is dlsregarded, if aentenees'ana gituations are
separated then the quesiion arisest how at all ig eompeten&e
to be discovered?

STRUCTURAL LINGUISFIOS
Introduction

Although genaraéive granmar might de concidered as a
development in the history of Linguletics which has made
structurallism obsnlete,go the impact of the latter on
modern linguistics has been sufficiently great to megiﬁ a8
careful analysis of its aignitiqanoe. The unqnsationaﬁle
systemioc nature of language, the fact that iingniatia unite
combine to form larger units and similar reslieations about
the nature of language were sufficient to induce linguiste
to,ageoét structuralism as dasic ;dea.91 If pynchronio

EY voDer Strukturalismus fet tot" (Structuralism ia dead) =~
Poener (140).

91 G1inz (64), page 38 : "Dliese Fachigieit, nicht mue
Jedes Zelchen fuer gich und unverasendert zu gebrauchen,
sonderndurch Zelchenverbindung beliechige hoehere Zeichen
gu schaffen, ist dies Grundlage der unerhoertien
Debnbarkeit der Sprache.® (This capacity, mot only to
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linguist;ea was a reaction to digchronio linguletios, so
was also the shift to whole structure a reaction to the
preoccupation with historical development of individuel
sounds or ubrda.ga Ilke othor ideas which were powerful
enough to generate movements in fields wide apart, structu=
raliem has become rather a global cover term them a label
for a particular method. 4 ‘structure’ nay be defined ss
an entity composed of certain elements which bear soume
relationship to one anotber.95 A restriction might be
imposed on the elements by stipulating or insisting that

the e¢lements attain significance only by virtue of thelr
position in these relaxianships.94

91..
use each sign without any change by iteelf, but also

$0 create any deslred higher signs through combination
of signs 1o tho bacle for the unheard of elasticity of
language).

92 g14ng (62), page 34: "Nicht vom Eingelgzoeichen auégehen
und dieses in seiner Gemchichte deuten, sondern von der
ganzen Struktur, vom gangen Systémzunammenhang.vin den
das Einselzeichen eingebettiet ist und in dem es gilt
und sls Eingelgeichen ueberhaupt nur funktioniert wie .
seit Jo aalbstverataendiioh geséhen im Recht und und in
der Mathexatik." (... not proceed from individusl sign
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Hang-Heinrioch Baumann cites four points as characteristic
of structural linguistics 1 a) it 4s unconcerned with
ideology, being technology orientsd, b) it doeg not compare
qifferent entities inter-phenomenally, but determines
relatione ('rapports') smong these ontities imner-phenomenally,
¢) it does not explain, but mekes avellable possibilities
in desoription, d) 1t does not lay any claims to exclueive-
ness but remains s procedure or method among several athere.gs
How for these remsrke hold good of American and Europesn
structural linguietice will be made clear in the following

paragraphs.

92..
and interpret it historically, but from the whole

structure, from the whole systemic connsction, in whioh
the individual elgn is embedded and in waich it attalne
ite validi%y. in fact in which only it functione as
individual eign at all, as has been pelf-underntood

from time immemorisl in jurisprudence and mathematics).

9 Lutaz (119) writeet Im pllgemeinen meint man, wenn man
von der Struktur oines Gegonetandes oder eines Systems
spricht, dlo Elemente aus denen es sufgebaut ist, und
"die Art und VWelse wie sie (die Elemente) mit einander
zusammenhaengen® (Russel, 1148) (In general, when one
spegks of the structure of an object or a system one

means the slements of which it ie conetructed and
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Methods in Structural Iingnistics

The theory and methods of American structursl linguise
tics are a direct consequence of the innumerable studies
gonducted in unknown American dlalects. The fact that
grammars were being written for languages which were unknown
implied that there was no room for 'Sprachgefuchl', Language-
gpecific linguistic intuition could neither aid nor hinder,
Semantic notion becane qﬁite irrelevant to the problem of
deseribing linguistic structure. Ficld methods had to be
evolved to overcome the limitations under which the research |

worker. worked and also to ensure that the linguistie

93%.
"the manner in which they (the elements) are counnected

10 one agnothert.)

9% Bimermacher (49), page 141: "Ale @usserlich gleichblei-
bende formale Elemente nehmen derartige Bezichungen auf
Grund ihrer Stellung im jewelligen Bezugssystem,
Bedeutungen' an, die sie an sich nicht besitzen." (as
formal elements externally remaining seame, such relatlons
achisve "meanings', which they do not posmess by |
themselves, by reason of their position in the respective
relationship-systen,

This provisc. has far-reaching theoretical implications,

95 Baumann (14), page 158.
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desoription waes free of pra&aﬁnre false inferences, The

method was thus inductive, and the anslysis procecded from -

larger unite to smaller onee.g6

96 yiae Akhmanova snd Mikael'an (2), peges 36-38, The most
fundemental difference between desoripitive linguistios
and transformational generative grammar ig that the
former is induotive, whereas the latter is based on a |
‘mathematical' model ! See Dieter Wunderlich (186),

Pp. 64-66, for a short but clear exposition of the

‘ background to Chomsky's 1dean. He points out that the
algebraic desoription of linguistic structures does not
mesn that language is itself mathematical. A Model starte
Qith sone initlal abstract elementa, defines eertain
formal operations on the sets of initial objects and
derives final atructures. Of Linguistic interest is
Revzin (149). It secms almost as if empirical atudies
and generative grammars abproanh natural language from
two different poles. Natural languages inspite of all
their moments of arbitrarineas, display regularities,
both overt and hidden which sesem thersfore suited for
empirical analysis, dn the other hand natural languages
have *potentialities' of various kinds, i.e. some
liingniatic structures which could easily have been
present in g particular langusge have not found actual
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The first ain was to sot up by means of a quasi-
mechanioal procedure the phonemes of tho lanzuage under
investigation by segmenting uttgrannea and then write out
the grammar by adalyaing its morphophonemics and syntax.
Differences in procedures end perspectives among the leading
Amerieanylingniate were large enough to encourage the
formation of schools around them until the advent of
SYNTACTIC STRUCTURES exposed their weaknesses.

FRIES' description of the atructure of Engliah97
rested on four mein form-classes estadlished by means of
substitutions in frames : I) units like food, family,
goncert, II) units like is, was, become, remember, III) units
1ike there, always, guddenly. Furthey there wers 15 groups

\

96..
 manifestion at any partioular time for reasons of

higtorical accidence., Studles of phonologlcal grammars -
by Sol Saporta, Remasubramenian (PIFR ﬁcport Fo.%9,
Bombay, 1968), KarlnB.Bﬂenting'e study of the morpho~
logleal etructures of German words (197) prove the
_capaclity of generative grammare to describe nuéh phenomena,
It 12 of cource posaible for atruptn:al liuguiétioa to
enlarge 1ts powera of description by some kind of extra-
polation, say, incorporating a theory of deviations,

but then ‘corpua’ wili have to be given up snd elong
with 1% the theoratical foundations on which desexriptive
linguistics has been based.
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‘of function words (prepositions, conjunctioms etc.). The
funotion words were crucial for understanding the struc-
tural meaning signalled by the formal arrangements of

' pentences. To get at abstract structures thorefore one had
t0 olaseify formal arrangements which in turn meant

recognition of paxterns.gg

Patterns or rather perception of patterns enabled
one to segment lerger stringe into groups of smaller
ptrings 1.e. o gonstitute into its constituent parts. The
result of every segmentation was @ dlvieion into ;mgggggxg
gonstituents. BLOOMPIELD was content to depend upon native
speaker's ability for verifying the correctness of the
IC~cut, but PIKE and in partionlar WELLS have atriven to

97 FPries (56).

98 The realisation of the onoimoua role played by pattemns
in langusge acquisition snd language teaching has at
times led to confuslon betwgen structures ené‘pa%terna.
8e¢e for instanoe PATTERNS OPF ENGLISE by Paul Roberts,
1956, The utility of pattern-based definitions like

A noun is a word like apple, dhesuty or desk
(page 13) '

A verd is a word that patterns like sing,
beautify or arrive (page 13)

ie questionable elther for theoxy or for practice.
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provide objective criteria for establishing immediate
canatituenta.gg STREE? (172) meations the following oriteria
for effecting the cuts

\a) internal cohesion
b) internal diversity
é)‘indepenﬁenee

d) junoture

e) simplicity

a) internel cohesion : This is the degree to walch a group

of morphemes:function as g unit. Substitution test will

reveal whether the,criterion has been setigsfied or not.

b) internsl divereity ¢ This refers to sequences which are
aubstitutable for a constitute, For instance 'King of England'
can be cut two-ways 1 "
King / of Pngland (giving King/ who was emgry with
his prime minister

++s / accompanied by his
ministers

vs+ / bimself ete)
and gggg;g_ / Englend (giving King of / se., Where oos is
aubq@utable by proper names of kingdoms or by the common
noun ‘g _country, followed by various possible attributive
phrases or clauses). The first cut gives larger nunber of

internally diverse #equences.

99 pive (139), Wells (183), Street (172).
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Ly
.

¢) independence, i.¢. the capacity te ocour in many
i £ferent environments and constructions. Thig is actually
a corollary of oriterion ‘a‘,

d) "By juncture ig meant the degree to which the members
of a group cnmpine in a given peries.” m@g' can be
cut 'au/ ggg_c?g;x_' because 'au' displays high degree of
Junoture. If it is out however mm,gg' where 'u'
represents the morphophonemic variation of 'le' then the
gegmontation 15 on the basls of internal cohogion Yetween
the article and the noun, Perheps fuelon would be a better

tern than juncture. Cohesion should get priority over
Juncture.

o) The criterion of gimplicity generally c¢alls attention
to iteelf when one is setting up the I0-gystem of a
language as a whole.

‘ I0~-Analysis has been modified to permit multiple ocuts,
and even to accommodate discontinuous elemente. HOCKEIT has
introduced the notion markers to denote morphemes which may
be left out when a constiiute le pmegmented into two congtie
tuents. For instance in pen and women, one can conslder men
end women as the two constitutes with and serving ae a

marker and not belonglng to either constituent.

Agreeing that phresse structure grammsr alone ig
inadequate for describing the grammar of language, STREET
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takes up issue with ROSTAL for claiuming that IC-Anslysis
in its conception is essentlally eqnivalant“to P5G. The
main reasona advocated by STREET for the superliority of
IC-Analyeis over PSG are that Fhrase structurs granmar
does not permit discontinuous constituents and leaves also
cases of overlapping ICs to the transformeational part,
while IC-Analysis has been provided with desoriptive

devices to meet those sitnations,

The Tagmemic anelysis is an ilmprovement on I0-Analysis
in that 1t provides an explicit raepresenmtation for muoch of |
the ideas or results implioit in 10-Analyais. "The Taguene
as a grannmatical unit 1a the correlation of grammatiosl
function or olot with a class of mutually substitutable
Atems oocurring in thet elot."'%0 The form-clase is net
 the grammatical unit, but both form and function are
involved. 2The wngon pulled the pionesr's family seross thae®
g;g;g;g‘ would be represented in the clause lovel eas 3

tol = 4+ SIN +Psty + 0N & IsRA
Here the slots are the Subject-slot, Fredicate~slot, Objlect-
slot and Locational-slot, These functions are filled in by
noun phrases, traneitive verb and relater-axis. It has been
suggeated that because Tegmemic representation carries
labele, with slight modification it cesn be reshaped sm a

100 546rett (138), pege 57.



generative grammar.w1 The sbove olause would then look
like 1
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Such a view disregarde the traneformational and roouraivo'
foatures incorporated 1n'TG and 1t aleo doeen't do muoch
justice to the descriptive oapécitiae achioved by tegmemic
grammars.

GARVIN hes given an excellent exposition of the methods
used in descriptive linguilstics stoutly éefendins the induce
tive approach.'oa He posits three sets of levels as basic
t6 the languege system ‘

two levels of astructuring, tho phonemic snd

morphemic respeotively

two levels of organization, namely selection and
arrangement

and meveral levels of integration, along whioch the scale

of units of increasing complexity 1o arranged,
| Funotionally equivalent elements will bo considerod linguise
tically equivalent or same. They need not be substantially
identical., Relevant is only that which affects funetional

10 ook (42), p.43 £f.
102 G&Mn (58)§
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equivalence., Phonemes are mesning differentiatores, morphemes
are meaning carriers. Consequently in morphemes, the aseo-
clation of form and meaning is in the nature of covariance,

By keeping one of the varisbles of this covariance constant,
one eliocite for instance the yaréﬂﬁgma.

Two coumonly used proceduree are : dropping and
gubgtitution. In dropping, portions of the sequences are .
omitted from the whole, for teating dependency relatione.

Substitutabllity in controlled frames will help in
drawing up inventories of classes based on same external
functioning. "Substitution ocan be defined as right if the
result of the substitution 1s not merely a wviable uatterance,
but an utterance cbn%a;ning the ssme structural relations
of a defined kind as the original utteianoe. These relations
will be of agreement, government and/or dependencies as the
case may be for the given language.1°3 Garvin defines three
types of dependences found useful in analysis 2

A presupposes B, but not vice versa

A presupposes both B and ¢, but neither B
nor C presupposa A

Both A and B are allowed %o occur without
 either presuppoasing the other (mutual
tolerance or negative dependence)

103 garvin ivid, p.61.



Parallel to the developments in American linguistics

there appeared in the continent also scholarly attempts to -

define grammatical concepts objJectively and to develop
rigorous methods in lingulstic analysis. Of the various
schools the one relevant to our study ie the structural
theory end practice of HANS GLINZ, the Swiss-born German
grammayian, GLINZ has pointed out that suprasegmental
features, especially intonational pattern can serve to
delinit the largest unlt, namely the scnteﬁee. but words
canmnot be separated without recourse to contenﬁ.‘°4 The
sentence ls primarily a unlt of expression, Hervorbringung-
seinheit, but it also exhiblis arrangement of lower ordsr
structures, Gliederungseinheit, and is not devoid of

aontent¢1°5

104
Glinz (64), paze 44 : "Dieses kleine Experiment

lohrt uns de Saussure veratehen, welcher sagt, dacs
sich dle Einheiten, dle Woerter, erst aus dem
kontinuerlichen Stimmeirom herausgrenszen, wenn dleser
Stimmetrom mit Inhalten verbunden wird." (This little
experiment teaches us to understand de 3aussﬁré. who
sayss that the unite, the worde separate from the
continual stream of speech only when this speech

gtream le connected to contenis).

105 gyiny 1bid, pp.416-421.
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Glinz buildsup his categories step by step starting
with the verdb, das DLeitglied, which is identified by its

£ixed posltion and replaceabllity by single words. The tests

used in the entire description are 1

i)

1)
i11)

iv)

v)

vi)

substitution tests in the firet instance to
give merely correct sentencea (of same pa%tern)
displacement test (to check position)
transformation test (Umsetzprobe) to detébﬁing
cohesion between the unite = =

dropping teste to teel rank among unitse
subtitution teste of second oxder keeping

the general meaning conotant, for determining
clasees of Nomogphera.

intonation tests (Klangproben) 106

In his categorizations Glinz has freely taken into

congideration the inflections of word classee (like declen-

gion in the case of nouns),. Instead of atteﬁpting to show

falge rigour, he strives to put grammar in the proper

perspective by showing how form, function and 'Inhalte’

interact differently. The malin divisions into parts of

speech are t

VYorgangsglieder (the/verbale)
Groessen (nominals)

Angaben (modlfers and adverbials)
Puegtelle (connectives)



The main word-classes are

Vorgangswoerter (verbs)
Groessenwoerter (nouns)
Artwoerter (adjectives)

Lagewoerter--1) Stellwoerter (pure adverbs~placing
in Time, Space eto.)

ii) Fuegwoerter {(conjunctions) 107
The morphoayntactic categories used by Glinz in his
anglyees and found insightful are

ht _gat edbildendes Stneck
(Eonjunktion, Interjektion,

auch Anrede) ng
Su Jekt | Sud
Objekteakkusatly ~ OAkk
Gleichasetzunggnominatiy und -ggkésativ
( zusaumengenoumen ) . GN(A)
Objektadativ ODat
Objektagenitiv OGen
axhi usati -gonitiv Aavk

Ergepogitionalkasus spaziell
(= akkusativ und Dativ bel der

gleichen Praeposition moeglich,

mit Sinn-Unterschied) Pr.opes.
Praspogitionalkanug allgemein

(= alle uebrigen Praep.~



Akkusative, Praep.~Dative, Froep.~
Genitive « natuerlich anur soweit

gle elgene Satzglieder sind, nicht

in attributiver Funktion) Pr.allg,

Qualitativ (fallfremdes Satgglied,

nach dem durch "wie" gefragt

warden kannj Artengabe 1.e.5.) Qual.
Situativ (fallfremdes Setszglied, nach

dem nlcht durch "wie® gefragt

worden kenn; Lageangabe) ) sit
roine Negation ("nicht"-"nicht wehr" -

"aoch nicht® - gar nicht?”) (aue

praktlschen Gruenden vén den

Bituativen zu unterscheiden, zu

denen ich ez bisher rechnets) Reg
Ygxbousatz (wenn allein stehend oder

mit der Personal-form des Vexbs

susanmengeschrieben mi%

Infinitiv oder Partizip susanmen-

gssohriebene Verbzuasaetze werden

alg Bestandtelle des Infinitivs

{reasp. Partizips betrachtet) V2e
infinitform (Infinitiv und Partiszip IX
" in verbalem Gebrauch) ving

Persopalforn {finiter Teil des
Verbs) \ vpel

108

86



In the Nomosphere i.e. the level of contents, Glinz
has not attempted any cstegorigetion; however he has set
up claesses (transformation-bound-semantemes or ThHS-claszes)
on the basis of eubetitution teste of second -order (i.e.
substitution teets in frames keeping the general mesning

acnatant).'og

In a penetrating study of Glinz's methods Dieter
. Wunderlich hee criticised it on the following grounds t

i) @linz leaves scon the theoretical framework
and goes over to surface~structure-~bound
tests of selected texts for performance-
analyaiss

11) The structural tests cannot establish the
fundamental concepts of Theory, at best they
can only motivate the latter;

1i1) Glinz always restricte himeelf to texts,
although the concrete linguistic utterances

consist of apoken talks

1°?‘611nz (59), Note 1, Page 120. In qualifiers (Artwoerter)
the application of transformation test before asking the
question "how? (wie?) bringe too many oonstructions in,
which do not exhibit the msame functional capacity, Hence
oraer‘of spplying teats 1s important,

g7
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iv) Glinz avoids formalization and subscribes %o
the romantic theory about the artistic basic
nature of language; .

v) One does not know how the Th3-slasees hang
togethers according to their atructure they -
are all linear strings of Taxolemes with
decreasing coheslion to verb. The concept Tbd-
claps does not even pormit the step-wise
construction of sentences with increasing
complezity, each eantaining wholly the
earlier sontence;

vi) In short it is a specific Germen 'ordinary
language phil;asophy’ .

Gling's primary aim is to desoribe the systemic nature
of language, i.e. to extract the 'Langue’ values in so far
- as 1t 18 poesible ab a11. ' The basic assumption under-
lying hie work is that eyntaotic connecting possibilities
throw light on the internal etructure of languege, an
assumption which 1s implicit 1§ a different form also in 76.

107 Gi1nz (64), pages 456, 461.
108 414nz (213).
109 c14ng (60).

110 yunderiton (186).
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Parole or Performance is the only mode of ingress to Langue.

It 1p aleo unfalr to use the term 'romantic'. Glinz ie only

being realistic in cautioning agsinet pseudo-rigour.

¥Wnile moat objections to atructural linguietics stem
from a difference in basic attitudes towards the nature of
langusge and the notion of sclentifio method, the oriticism
of TbS-Clapses ias well-founded. Though conceptually they

are meaningful they display in practice ciroularity which
is reminigeent of dletlonaries :

haben (to have) Vb des Besitzens, fuer Zigentum

(Verb of possessing, for property)

haben (to hgva) ¥b des Habens, fuer Charalkteriachas,
Peraongﬂigeuee ‘

(Verb of having, Por characteristio
thinges, psrsonal things) 112

Bubstitutlon tests have also beon criticised ae
¢ircular ¢ to £ind the constituent rulatianshipé in a
sentence, one must do substitutions, to do subotitutions
one must know the constituent relatzonahipa.113 This circu-

larity 1s the bane of all hémeneutic procedures and Gling is

" Gling (64), page 393 writes referring to the boundaries
between lexicology and grammar or trengition from
Langue to Parole, 'diese Grengen sind freilich
fliessend' (those boundaries are to be sure flowing
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not uunaware of 1t. Even when transformational grammarians
'reaalve* ambigulty they do not 'disambiguate' an ambiguous‘
expreseion, but show in an explicitly formal way how the
ambiguity arises. The ambiguity 1itself is known befbrehand.114

istios and 11 x 2

Glinz's concern with literary text arlees from his
pedagogic background and hie desirs 1o spply linguistic
methods in literary aﬁalysia. Glinz's technique of literary
analyels has ag 1ts goal the objgat&visation of couprehenw
slon of texts. By working vith a group of informants and
working out the consensus of the participsnte regarding the
.various poasibilitiés in intorpreting ench passage an interw
subjective sppreciation of a text is achioved.''? Glinz
argues that it i impossible to prove or disprove agreemont
between how one understends s text and what the author had
really intended. His concept of 'das Gemeinte' is tharefbre‘
"what @ text means, whet an utterance (spoken or written)
calle forth in tho hearer's (reader's)nind (thoughts,
feelings, emotiona, ete.).“s It is text-immenent. Three
columns are drawa up to help maintain both the direction of
abstraction as well as its depth.ll?

111..
into one another). Glinz pees preciae demarcation

between various elements of language &s impossible
due to the Behelfsnatur (make-shift nature) of language.



112 5110z (60), peges 123 end 150.

113 Beiler (162), pages 14-15,

114 Glinz points out that the valusble raauita of compara-
tive historieal linguistice were derived not puroly'ﬁy
acoustic perception but»suéh obaervation of already
demarcated linguistic units whoage content snd value
were known. "Sle gotzen ein gewlsiges gramuatisches und
lexikalishces Verstaendnis der Sprache sohon voraus.™
(64), page 45 3 they presuppose a certain gramuatical
and lexical understanding of the language.

M5 611z (66), see aleo I2RICHARDS (150) |
116 G1inz, 'The relation between inmer snd outer form' (62).

17 In the Vinter-Semester session, 1968/69, the columms
were as :ollows‘:
A . B ¢
Dargestellten Besonderer BErgaehliteche

Geschehen, mosglichst Ton, auffaellige niasches
gleiohmaessiyg zupommen~ DBilder, besondere Verhaeltnis zu

gefasst (nicht enfach Stilmerkmale einem chrono-
Paraphrase) uederhaupt loginoh -
kausalen

b A "Normalablauf®
(Svents pictures, (special tone/ gzﬁgzilenezan
sunmariged as far ap acoent, odon Ag:sichnn
posaible with unfornm striking images, von Erwertun
abstraction - not special stylis- en (*)
Just Paraphrase) .. tic features...) 8B °°°

(*) re.narrative technique, relationship to s chronologlcally
casual "Normal run®" Pulfillment of expectations or
deviations from expectaiions ...
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An interesting exercise in the application of
gtructuralistic principles to literary snalyslis hae been
provided by Roman Jakobaon and Claude lLevi-Strausa on the
one hand and Micheel Riffaterrse on the other in thelr two

‘interpretations of 'Les Chats® by Bandelaire,’'®

Jakobson and Ievi-Strauss sttempt to show that their
study of the poem from different levele demonstrates the
unitary nature of the poem., Compositionally they however
discover three ways of looking at the poem for each of
which they find ample groundss 1) let quartette, 2nd querte-
tte and third, the two triplets together, 2) 1st and 2nd
quartettes together ap a gZroup againet the two triplets as
a group, 3) the 1at qnérteﬁte end the last triplét against
the 2nd quartette and 1st triplet. The elaborate analysis
however borders at times on thg spesulative side, falling
into the same errors as literary critice who allow thelr
judgement to be swayed by their emthusiesm.’'® The
tunﬂamen§a1 notion they utilise ip "equivalence relation®,
which may be defined as commonness of some feature considered
relevant for poseibility of occurrence in a particular

anwirdnmant.‘ao By assigning formel elements poetio function

118 sakobson and Levi-Strause (93), Michael Riffaterre
(151),
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they discover the poetic structural unity of the poen,
Riffaterre concentrates on the 'reception' of the mesaage,
the expectations it evokes and the corrections it receives,
He eoess in "Les Chate™ three symbolic structures the
mysterious, and tﬁo kinds of contemplation, realised in
one code, namely "the cate". Lovers and scholars are two
types in opposition, two types which are mutually
sxclueive, but the cats iave sinilarity to doth, the
ambivalence of the cats being symbolised by the opposition
fpulasants” end "doux", The cats exhibit the insatliable
.atriving for the absolﬁte, characteriatic of Don Juan and
Paust. Two pethe lead to the gbeolute t le voyage snd the
other, inner mediation. In the poem contemplation e

preferred to adventure.

"9 Roland Posner (140), pp.45/46, pointes out as pseudo-
objective formulations the places; ,En gongeant", len
chats parviemment 4 s'identifier sux .;grande aphinx"
vopesCe sont ces parcelles incandescentes qu'une
nouvelle identification, 1la derniere du gennot agsoclie
avec le ,.sable fin" st transforme étolles. ('comten-
plating; they achieve identifiocation with she big sphine
Xe8.4¢ It 15 the incandescent particles, whicin in a new.
1dentification, the last of the monnet, are aspocilated

with 'fine sand® and tranaformed inte stars).
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Both the _1n‘§arpre§auons however draw largely on their
-knowledge o0f poetic tradition and meintain so to say one leg
on the traditional ground of literary criticism, An instance
of a purely lingulstic approach swhich has become a claseic
is HALLIDAY's interpretation of Leda and The Swan (70).

120
Jakobson's famous theorem readss The poetic function

projects the principle of equivalence from the axias

of selection into the axis of combination", For egz.
‘horrible’ is combined with ‘Harry', out of other

poseible choices, dreadful, terrible, frightful,

diosusting, due to phonologieal equivalence between
"tha initial seguents of the two words. Kalaus

Baumgaertner (15), page 71, points out the inadequaocy
. of the theorems ,,Die strukiurelle Erklasrung eines

Textes lassgt aslich nicht mit primitiven oder ad hoe

gebildeteﬁ Paradigmen und nicht in der Fom gzeilenwelser

Symbol-duordnung vornehmen, erst recht nicht in der |

~ Porm blosser umgangssprachlicher Umschreibung.”

(The struotural explication of a text cammot be
undertaken with primitive or ad-hoc formed Paradignms
or in the form of line-wlse Bymhol-arrangement; and '
certainly not in the form of mere colloquial

trangeription.)
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The importance of lingulistioe for 11ter§ry analysis
has been realised by all literary oritics today. But to make
substantial contributions it has to come to grips with the
baslic concepte of literary critieiaé and redefine them on a
sound linguistic basis., Only then can o grammar of a
1literary work be written.

tyliatd d_the Co

The formidable problems poeed by machine translation
has induced a coneiderable number of research workers in
this field to turn to problems of basic lingaistis
tntareat.131 In Qpite of the tremendous outlay in man
powar.and time initially reauired before the computer can
start produoing outputs, concordance projects are still
being carried out oﬁtimiatically.’ze Computational
linguiste working on other problems have come up with resulis

and theories which lingulsts canmot fail to ignore. 2”

- 12V g4mmons (274), p.22.

122 The power of the computer ss a tool in linguistic
regearch can be geen in the wide variety of problenms
tackled, As early as in Hay 1967, 120 projecots were
reported 3 53 dealing with concordance, word liasta,
indices etc., T bidliographical projects, 6 editing,
collating, formatting, 6 varioua aspeots of context
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Even if the computer oan be regarded as a mechenically
operating moron, even mere countings raise problems of
theoretical interest, as the first question which haa to
be answered ls 3 is the data formaligable in respect of
the catsgories and unites which are helng inveatigated?
Formalizable need not necessarily imply formal since even
semantic content can be mede accessidle to the wachine in

the form of indieca.’24

122..
and semantic anslysis, 5 attribution studies, 5 studles

of meter and rhyme, 4 in uachinaﬂﬁranalation, 2 in
information processing, 25 various kinds of linguletic
gtudies, and 7 sirictly literary studies. (vide LOUIS
T.MILIC in (252). SCHANZE (271) p.316 writes t In der
Erkenntnis, dase literarische Phacnomene immer an den
"Woertern" anhaengen, koennen "Wortindices™ sinnvoll
vou Literaturwissenschaftler gebraucht werden". ‘
(In the knowlaedge that literary phenomena are always
attached to "words", 'word indices' can be meaningly

employed by the literary scientist,)

123 NARASIMHAN (257) has pointed out that computstional
languagee "can cope with gxpected deviatione but not
with unexgéatgg deviationg in the input® the compiler
receives. (page 5). The distinotion of expected from

unexpected deviations is extremely importani for



In any computer application the steps are generglly

ag follows 3

(1)

(2)

(3

Once the problem is clear, the units to he analyzed
apd the relations to be studied are fixed.

A check has to be made to find out if the units and
the relations are formalizable, i.e. whether the
eriteria which determine the units and relations
are formalizable. Some criteris might have to be
glven up or modifisd. An algorithmic procedure must
exist to decide whether an element belongs to the
unit or the relation.

Preliminary studies with data on a small scale have
to be made to determine fessibility of the approach,

123..

124

esthetic evaluation and opens oui poassibilities of
purer interpretations in literature. SILVIO CBCCATO's
Italian Operational School (191) have given a philoso-
phical basis to thelr grammar for mechanioal
Translation, vide IVANOV (225).

For instance the term "thermometer® can be coded in
abstrict machine langmege as an interssetion of the
concepts "measurcment® and "instrument", whers in turn
measurenent and inatrument will be charscterised by one
or more semantic factors. This has proved a very
economical device in scientific translation. (see IVAROV,
ibid, page 1080)



93

(4) Onoe the initial results are promising, a coding,
sul tod to the proﬁlem, has 10 bs evolved,

(5) The program is written and tested with sauple data
whose resulis have already been worked out manually,
This will expoase concesled logical errors in the
program if any.

(6) Punch the data and verify.

(7) Give fimal run.

(8) Interpret the results,

ANNELY ROTHKEGEL (269) hae anslyzed functional wverd
comploxes as matter for mechsnionl lingnistic analyels,
Her analysis shows olearly the crucial rols played by
formal oriteria in linguistlic enalysie with the computer.
The assunption made ie that expresaions like “to come to a
deeision&\anﬂ “40 decide" are not mere aiylistie veriants
of the same verd, but that thers is considerable gemantic
difference between such pairs ct'expruaaiana.‘as The
problen is to find ocut if on the formal level glso a
difference can be established between a verb-complex like
“to come to standstill" and the euperficially eimilar

conptruction "to come to the station®,

125 along with atruotural‘diffbrence. whether there is

semantic difference also has to be tested in esch
cage individually. The difforence wight be one of
‘regigter'. Some semantic difforences ave 'potential’,
They need not slweys be actualized.
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Both the functional verb complex (FVC) and the ‘simple

verb complex' (SVC) have the same form ¢
Verb + Preposition (opt.) + Article (opt.) + NHoun
A possidble differentiation is that

1) "EVC" and "SVG® differ in their syntactic
beliaviour in a sentence

11) The four word-classes might be represented by -
one eet of lexical items in the firet case and
a different pet of items in the case of slmple
verb complexes. The membership of each clmss
however ﬂependaaupon the members of the other
classes &0 that a system of combinatorics has
%o be worked out. A‘

By further analysis of the linking possibilities the follow=
ing tentative orlteria are set up ¢

(1) With FVC the poesibility of linking a genitive
attribute or a relative clause to the nominal part
of FVC is highly restricted. _

+ He ook his exception to my rerark

+ He gave expression, which was very forceful,
to his resentment

(2) ILikewise there 1s sovere resiriction in modification
of the Nominal in FVC by meana of an~agjeet1vc: moatly
en adverbisl etands in ite place.
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(3) 7The nominal part in FVC is not substitutadle (1t
cannot be ‘questioned’').

(4) The nominal part is a nomen aotionis,

-(5) Only the enclitic article is poseible. 126

Ko.5 relating to the article can be readily tested without
any x;astriction. The program will check if the word is an

article and if so, whether definite oy indefinite and if

. the next word is noun in the singular., (Chence juxtaposi
tioning of words which also comdine to form verdb complexes
must be shifted in a prior program, if possible at all.)

No.4 is useless since what a nomen actionis 1s, cannot be
deternined independently of each individual case.

Re.3 substitutability needs apparently the intuition of ‘
the spesker. The machine can substitute, but cannct declde
if the grammaticality changes thereby.

Por the eame reason 2 is also net useful.
Pormally also there are five types possible s

type 1 = Varb + (Preposition +) Noun in Singular
| 2 - Verdb + (Preposition +) def.Article + Houn
3 - Vorb + (Prepoesition +) noun in plural
4 = Verd + (Proposition +) (indef,Art.+) Noun
5 « Vorb + Preposition + enclitle art. + noun

126 Rothkegel, 1bid, page 9.
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For these we can gay that if type 3 or 4 has a genitive
attribute or if type 5 hao a relative sentence then the
verdb complex in these cases is a sinple one, But thoae
axpreésiona which do not occur with such attributes, will
escape thie rule since the machine cannot decide whether
there might be a genitive attribute or relative sentence

" as modifiger of the noun. In the corpus being snalyzed there
are a number of puch instances. In order to taokle these a
new method is chosen, Since the computer centre works with
& dictionary, all nouns which have oceurred atleast once

a8 FVC are marked in the dictionary with an index, Similarly
verbs and prepositions which have taoken part in a functional
verb complex are marked., In other words further work is
carried on with subclasses like FVC.nouns, PVCwverbe, FVC-
prepositions. Thelr number is approximately ¢t verbds 30,

' prepositions 18, nouns 150. Qut of the potential 85000
combinations possiﬁle, only 500 are actually manifeet. as
those elements in combinations are subjeect to restriotions,
partly grammatical, partly speciflc to FVC, Given any conmplex
the program checka agalngt the ilnventory liet sucecessively
to determine if the verd, preposition, and noun in n given
complex beiong to the sub-clanses, In relevant types further
check will be ma@e if there 1a gonitive attribute or
relative sentence. Thus by a process of inventory check the
resolution of a given complex into FVC or EVC is made. Thin
rather detailed description KLBIN and ROTHKEGEL's problem
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‘11lustrates the pivotal position occupied by the dlctionary
in s syﬁnt'aetic enslyesis by means of the computer. At the
seme time it must be mentioned that colutions are still far
in the case of semantic polysemy 2 -

The prioces resched a peak
‘The olimbers resched a peak,

Soding is another aspect of the work whioh is as important
eg oriteria, The mejor aim here is to repz',eaenf the desired
information in the most economicel manner possible. A punch
card consists of BO columns of whick only, say 60 aolﬁmns ,
might be free for this purpose. Grammatical data about the
particular word might be entered in the 37th column, say,
as follows s

- 0 - indicates Article - 5 ~ Verd

1 - Houn 6 - Adverb

2 -~ Adjective 7 - Preposition
3 - Pron. ‘ 8 « Conjunction
4 - Numeral 9 - Iﬁtaraeetion

In combination with this information on 37th column, the
38th might bve ueed ns follows ¢ If 37 aﬁwa 1y 1.8« noun,
then 38 will indicate O - singular \‘
" . 1 « plural
2 = with def, article
3 - without def. article
If 37 shows 3, 1.e. pronoun, then 38 will differentiate



further as follows 3

0 ~ personal 1 « reflexive 2 - rabiprocal
3 - posscasive 4 - demonstrative “5 - relative
6 - interrogative 7 - indefinite 8 - gingular
9 ~ plural 127

While syntactic analyses of languages have to be carried
out as large scale projecis individual studles on a smaller
scale are also possible and have been carried out. BUENTING
(197) has investigated word derivation in Germen by tekiné
2759 roots and seven typee of derivations on the basis of
the followlng affixes 3 |

/ 100"63@/’ / ...-E'HG/, /aE"‘OOO"Eu/’ ‘
/BE-QQQ*“I&-EN]’ /ooq"m/’ /.n Q*IQ:GH/, /UH-. Q&"'ILIGH/

Thege were compared with relevant material from Mackensen's
dictionary. Por each affixation 2759 derivations sare
possible, but the percentege of derivaéiona which are

"~ actually found in the language amount to about 5°3% in the
average. Some derivations produced by the computer, but not
found, were acceptable to informsnts thereby showing how
the artifical production does justice to the openness of

the gystem.

The ease with which strings of elgne can be searched

for and compared by a computer has lead to the rise of e

127 gukenheim (237).
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nsw branch, namely computer alded literary research. Hention
has :later - been made of KNAUER's filter method.'2® RIEGER
(268) has studied the 'so called trivial poems' of students
for their formal, thematic and material aspects using the
computer as a searching tool, KLEIN and ZIMMERMANE (531)
are analysing Trakl's poems thoroughly starting with phone-
mic counts. Probably the most famous of all such computer-
based studies is that SALLY Y, SEDELOV (272, 273).

Sedelow first makes a 1list of primany,wards in the
text, a primaryry word being defined by a frequency threshold,
which would vary from text to text. For Hamlet all words
occurring more than 5 times are cousidered primary words,
whergas for the article on Soviet llitary Strategy the
cut-off point is 50 words. Synonym dictiioraries, thesaurl
are then msnually consulied to prepare a list of words
asgociated with the primary words., The couputer then nskes
a complicated search for possible assoclated words, first
for cach word associated with the primary word, then words
linked to auch of those associated words as having primary
status in their own right. The fregquencles of such words
in various parts of the text show the shifts in concepts
and conceptual associgtions. This typically information
retrieval approach is aided by a MAPTEX? program, which
blanke out words showing only those words in which the

128 yide pege 111 . Vide also Knauer (232).
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analyst 1s interested. A single line output of this program
looks like @ | '

115 SwPemmsl

where 8,P, and ¥ stend for specific words. 122 Sedelow
investigates not only synonyms but also the ocourrence of

antonyms. 130

In the context of her work Sedelow has defined style as
pattq;ns formed in the(l;nguia#icvannoding of 1nfgrmation;
stylistic analysis, then, is the perception of pattern in
language.'?! She writes further s "The uge.of two transla-
tions of one word for analysis probably provides the
strongest evidence obtainabie that cantent‘worﬁ choice 1is
an aspect of stylé. This point certainly should no longer
be a matter for the dlspute implicitly contained in all
discussions of style that entell distinotions between style
and content, or form and content. So long as such distin-
otions are made, the problem of the analysis of style will .
be obescured.” (Stylistic Analysis, Third Yesr report,
page 89).

129 compare Knauer (232) vide page 1n , this report.

130 similar studies of cluster of concepis have been done
also for psychological categories. Vide Stone (278).
Sometimes the question is posed s "wvhat can such

enalyses bring out which an informed sensitive reader -
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Difficulties in the establishuent of rigorous methods for
ihe objoctive evaluation of style '

" If 1t i not possidble to define tmambigganaly and
cleariy what an image, what a motlf, a metapher 1a, 132 11;.
equally difficult to define what gtyle is. ALl diecussions
on atylietic analyaba, end up with the question ¢ what is
atyle? In order to achieve clarity it is therefore eaamtigl.
to deodde first of all what is understood by this term for
the purpose on hand, Assuming that we define. style ss
~ @evigtion from norm, we have to define at least for working"
purposes & norm. Assuning that we have fixed a norm, then'
question arises whether atylistic deviation will now be
measured on a scale or wiether 1t will consiagt éf desoripe
tive statements like 3 Thomas Mann frequently uses a number

1304,
in the oxtresme case the supor reader - faila to note

in his careful reading of the work? Sedelow mentlons
that her search revealed familial end non-famillal
relationshipe (father, mother, daughter - King, man)

in Hamlet which had not been commented upan previously
by oritics. The importance of the computer lies in its
capacity to produce evidence in favour of hypotheames.
SCHANZE (270) has demonstrated how frequenay counta
taken in conjunction with camreful study of each indivie
dusl ocourrence throw light on the diction of the author,
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of adjectiven in order to make an expraséion complete in

all precision thereby transcending the atylistic ideal of
precision Jjust in the effort to achieve infinite preoiaian.‘ss
Measurenent and scaling of deviation are also concelvable,

but in all these methods a major drawback is that the
yardstick of comparison is determined by the inveatigator

and different yardsticks will give different raaults."‘

151 Sedelow (272), DeTe
132 gonanze (271), p.317.
133 Baumgart (16), p.24.

134 simmons (274) suggests the possibility of testing
whether two expressions 4 and B are paraphrases by
generating etringe from A till B is reached, If there
is no path then B is not a paraphrase of A. By means
of a dictionary (eynonyme, antonyme with assooiation
paths) it might be possible to measure deviation by
the number of steps (rules) taken to generate the
deviationary expression, Here sgain the measurements
would vary with the dictionary.

WEENER MUELLER (255) argues that even a "choice" will
become otyle only when.tdken in coﬁpariaon with a norm.
i1f every text shows the esme cholce, reflected 1n the
sene frequency and transition probahﬁlit# of the unit,
then it will not belong to 'style', but to 'language’.
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134.. |
Hueller denien the very possibility of dlecovering

even one atylistic index on the basle of one text
alone. A norm has to be chosen which has to be 5o
determined that it can be taken to be representative
of a totality called "fexte”. Styles then exhibits
iteelf in the difference between the chosen form and
the mean values of the norum. Where the %ariables are
"fozmal parameters like sentencs length, syllable
length, a quantitative approach to norm is esay, but
when one io working with pesychological categories
1like for instance expressions revealing,;ggg extensive
preliminary searches will have to be madé before a
reasonable norm with acceptable mesng {average valuqs)

are available,
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The Development of Mathematical Linguigtics

Explanation of the usaze of the term "mathematieca" in
linguistics o

Eight years ago the question erose whether mathemae
tical linguistics is a trend in fact? NMore in confbrmity
with the methods used, Spang Hanssen himself a mathematician,
pointed out that only mathematical terms were being used
and the epplication of mathematics ended at the symbolizatian
stage. 135 ?oﬁay consideradle progress has been made but
“the field is not yet an established one with interrelated

136 On the whole there are 3 direc~

problems and methods".
tions or approaches discernible basbd on the methods used,

to which the cover term "mathematical® would be applicable

1) the statistical approach t0 determine varlous
diatributiéns in language which are subject
to statistical laws of chance

" 2) the sutomata-theoretic appreach to evolve
. formal modela»té aimulate(ianguage behavioui 4

3) the set theoretic approach to investigate the

relational features manifest in lenguage.

The last two have been influenced in their origin and

developmsntlta some extent by the developments in computar

135 Spang-Hanssen (168).

136 preface to Z.Harris (216).
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technology. The ideals oflautomatle transliation and
information retrieval brought forth prodlems of analysis
which traditional gremmarians or structural lingulste did
not have to tackle.

Statistical methods have been used sporadically even
from early times. In Appendix 1 a list of such workes is
given. Word counts far from being an academic hobby, were
in those days in fact of some professional interest.
Seribes who copled manuscripts anéd were pald by the number
of letters or words, were interested to keep track of the

progress of thelr work.

The chronology of platonic texts engaged the
attention of Prattizi in 1593, Csses of dlisputed author-
ghlp have intrigued scholars sufficiently etrongly to oauge
more than one investigetion of the same case. KRALLMANN has
traced the historical developuent of statistioal studies
of languaga.‘sT PFurther references may be found in
WILLIAMS, LORD, MENDERHALL, PARKXR-RHODES, PLATH, and
HERDAR, 138

137

& :
Williams (288), Lord (241), Mendenhall (250), Parker=-
Rhodes (263), Herden (220).
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Zhe different approaches im statistical linguistics
G freguonc& counts of phonemes, ayllables etc ¢ '
Nere frequency counts have found ameng lingulets 1little

favour, owing to "the unfathomable naivete, from the line ‘
guigtic point of view, of the units being counted - for
exsuple, the "wax'fﬁ"""” Nevertheless fmﬁuency counte
of the sounds of language have been put to practical use, 140
KNAUER has used frequency counts of consonsnte snd vowels
to measure the sound-texture of Baudelaim"a aonnei:e. By
&viug code nunbers to the vowel and consonantal segments,
1like for instance 3

P = 45; b = 273...
the text, in this inatence Baudelaire's sonnets were
transcribed into a series of nunbers, which were then
wxritten on punched carda, The compufar is then programmed
to filter out all unwanted sounds os blanke, the perticular
code nuwber/s sppearing for the sound/s whioh are the object
of study et the moment. Thus the output looks like $

a s 10 S [+ SR
=l Qumnnmnna1010
---—~~-221010

a4

. 10
menlQun10xw1010
e} Qmeaei0--101010

10w==10

10 10
10

10 1010 141
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A rofinement introduced by KHAUER in the study of
®fine structures” for their tonal %alua io the econcept of
Qgi:ﬁ.“z Suppose the vowel sound & is under investi- |
gation. Then the ocourrence of a 1is denoted by P (for
feature) and non-occurrence by P'. The totality of spaces |
where F or P' can occur is divided into a right half and
lert helf. For esch line it is noted how often F ocours in
the right half, how often F' coéura, aimilarly for the left
helf, Sumning up we get four values, an F and an ?' for the
right helf and the left half respeotively. These Valués aré
written down in the form of a contingency table and chi-
square teot ia applied io find whether the‘dritt is
significent or not. The direction of the drift whether left
or right (rhyme-drift) is eseen straightaway from the table.
This gives an accurate megsure for comparing not only
individual vowel or consonsnthl sounds, but 1t can be used
to f£ind out how a bundle of features ocour in a sonmet or

group of sonnets.

139 wexler (266), p.t122.
140 Kaeding (227). vide also ¥eler (249). Kaeding counted
20 million sylables with a view to giving a scientific

basis to the German sienographic gystem.

141
Knauer (232).

142 pnauer (233).
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Phonetic counts can thus be put to geod use., Another
field wherein they offer frultful results is the study of
dialecta.143 In a gimilar way syllable counts have also
been usefully employed for linguistic studies, although
the theoretical status of the syllable is an undecidable

controversy at the present stage of researeh.144

KRALIMAWN took vowel monograms end vowel-digrams as
forming one nucleus of s ayllable, groups of % or 4 vowels,
if they occurred in sequence, being counted as two syllable- _
nucleii. The consonanantal enviromment was irrelevent for
the purpose of counting the gyllables. KRALLMAEN has shown
that the margin of error in his case was only 0.812%, 145
Both word length as well as sentence length has been counted
in terms of syllables. FUCKS has made extensive counts of
distribution of sentence length and word length on the basls
of number of syllables. The method of partial summation
series 1s used to show that generally stability is achlieved
when a partlcular sazmple slze is taken.146 The same 18
shown also by WEISS.147 Suppome in random counts of 250
sentencea each, the mean sentence lengths in terms of
syllables (or words) from a particular sample is as follows

250 250 250 250 250 250 250 .... 250

143 vige Meier, (249).
144 Haugen {247)v - ..
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Then the running means for the psartisl sums are caloulated

as followe @

Xy + gg , X4 + xg + :2 . Xy + xg + ;Eﬁf‘x4 ) esen
2 s 4 -

Theae values plotted on the y-axis againet units 250, 500,
750, 1000 ... on the x-axie tend to etabilizo eround a
particular value altho;gh initially they show great fluctu-
ations. Theoretically this must always occur, for suppose
at a partioular stage of our oéleulatieng wo have

xr - %L‘g whore H = 250 £ »

Then the next mean is given by + X, + 1
B+ 1
The difference between this mean and the previcuas mean is
BX_ + + 1 x. + 1
H+ 1 E+ 1 F+1

Por sufficiently large N therefore the difference

W%
¥+ 1
will be a small fraction, Hence the partial suumation method
hae the effest of flattening out the differences, provided N
is taken aufficient;y large. The signifioance of thig ia

therefore not that stabllity ie achieved after a particular

145 Krallmann (235), p.144.
146 pucks (210), £ig.11, p.19.
147 weiss (286).
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loevel, but when this stability ocours, i.e. for vhat value
of KB, In eamples of WHISS even with random samples of 750
10 1000 sentences the partial means lie between the levels

of confidence limits thus pointing to the level of accurscy
of the results, and the homogeneity of the population.

JOSEF LAUTER (240) has investigated thrae ratios 3

(syllable per word, letters per word and syllablee
per sentence).

For the first two there was sufficient material for compa-
rison and the third characteristic wae chosen for the

following reasons

1) 4t is mechanically easily computable

11) even large tests can be covered by this
characteristic

141) FUCKS has shown that the number of syllables
per word and numbsr of words per sontonce sre
frequently correlated, that is, 1f the sentence
length of an author measured in terms of words
is large, then he has a tendency to use slso
longer wordss. The ratio
8;/8 = S,/ . W/

consequently produced reinforced effeots, 1t
1o shown that it is s very effective means of
describing Kant's style.
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Lauter investigates the flt of polsson distridution as
given by FUCKS for 5,/W 1.
g"(i”1) e (T - -1
(1 -1
R .

or Py = &t where t = Tut
(1 -1t

’Pi u

The aspumption is that the tbrma#ion of words out of
syllables 1o deseribable aniparametrieally. LAUTER comes %o
the conclusion that the sequence of words with respect to
‘their length in terms of syllable follows randomly. But the
sequence of sentence length is not random, generally long
sentences stand near long sentences and shoit sentences
near short ones. The correlation test for 17 paragraphs
showed that for 12 out of 17 the ™ values were larger than
the standard deviation and sall ry values were positive. The
mean of syllable per word lies higher than the mean for
German literature in genersl. Comparisons with a theoretical
di atribution and & distribution of Goethe show that Kent
preferred long words. Further LAUZER investigated the
frequency of word classes and their environment, By means
of entropy Lauter showed that a statistiocally encompaassable
connection between the classes exists only upto an interval
of 5 words. Kant's text chowed preference for many membered
predicates and for beginning a sentange with a prepoeition,
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With the help of frequency polygons and the mesn snd
standard deviation FUCKS shows how far philosophers sgree
or dieagree in thelr style, how far politicians use sinmilar
otyles and how it is with modern proeaists.’® 0On the
x~axls mean number of words per sentence is given and on ;hho
y~axis the mean number of ayllabl#a per word. Any pariioular
toxt by an author will be repressnted by a point in the

graph space according to the two mean values it possessos.

In order to go deeper into the analysis FUCKS brings
in the concepts of gecgiong snd ranks. The total sentence
nay "conaiet of one or more main cleuses and one or more
subordinate cleuses. The msin sentence ie of rank a or 1,
the dependent clauses of rank b, ¢ ... Or 2,3 ote., A section
ie a continuous main clause or subordinate clause string,
untll it is broken by g segment of anéther ¢lass, Forxr
instance,

the man who visited me yesterday works in a fimm
c&naista of 3 peotions,

the man/ who vieited me yesterday/ works in a firm.
Graphically 1t is represented ap follows 3

-

oo

L -
dsewew

148 -
Pucks (210).
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rhg length of the lines depend upon the number of asyllables
contained in each section. The dietribution im plotted with
co-ordinates as follows

x=-axls ! ranikt number in sentences (1.2.3‘...)

y~axie 3 frequency of the maximum rank in each
sentence

Thepe values taken in conjunction with the mean and disper~
gion give an idea how complex the suthors have written their
tgxﬁa.“g As a further characteristio of the complexity of
the sontence FUCKS takes the sum of all the ranks of the
dlfferent sectionsof the sentence and maps thqlr_fkequenoy
polygon. For the mentence given above the sum will be

14241 = 4, Por each sample there will bs a distridution of
rank suus. The mean values of the rank-sum frequency for
ezch eamp1§ is plotted on the x-axis againgt the respective
stendard devigtion on the y-axis. Pive aamplesléaeh from
Lucas Evangelium and the Apostle story give completely
separate polygones, giving thereby evidence that the fbrmgr
ia less complgxly structured than the 1a$ter.15°

The syllable count is used by FUCKS also to determine
if there 1s any force of gtiraciion between the aantenoee.15’

149 pucks (210), p.50.
130 Fuckes 1ibid, page S1.
151 pucks 1b18, pages 61 £f.
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“In ofécr to anawer thie question the sentence iength in
terme of ayllables was plotted with x-axis giving the order
- of the sentences, 1,2,3 ete, and the y-axis the length of
the sentence measured in terms of ayllables. A line parallel
’go thexaxies was drewn in such a way that half the number of
sentonces lay above the parallel and half below, If this
line was fakan as the dividing line for short sentences as
againgt long onee it would glve exactly the same number of
short sentencea k and long sentencaes 1. The text can then
be dencribed as a sequence of k'e and ;'e in éoma toxt-
specific manner, o determine the attractive force between

the sentences the following velues were caloulated 3

frequency of the sequence lk = 7, say

frequency of the sequence 11 = 13, say.
Since the sentences have been equidivided with reference to
length, the matrix on left hand olde equals the r.h.s. 3

1 1k 13 7
Kl kk| T 13

If the total number of sentences 1s known then 1% is nece- ‘

esary to count only one value, the rest can be calculated,

The proportion 13/7 or 1'86 shows that there are 86%
morg similar palrs then unsimilar pairs. For a large sample
of 2000 sentences the value {excess) was 12%. In a perfectly
ideal random case the tw values would he equal, i.¢. there

would be the same number of short sentencem as the number of
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long sentences. Their proportion would be equal to 1. But
in practice this ratio differs from 1 snd as a quantitative
‘measure for the follow up of short snd long sentences the
coefficient of correlation oy given by the squation

1 4+ kk) « {1k + k1
Gy = &%f r %% + %E"¢ ETl
is taken. The values range from 2 to 31%, but they are

always positive.

How far daes.tﬁie'binaing force between sentences
reach? 2o test this the céefricienﬁ of correlation was
éaloulated not for two caneacnfivo sentences but for each
sontonce and the third one from it. This coefficlent ¢, was
for instence 5% for sample from Bismark's works. The
intervale were increased aund similar coefficients weve
calculated, Czr C4» Og etc. These coofficlents ware
caleulated upto C,,, ... for neighbours removed by 10
pentence intervals.'’ One can see from the index how
different authors take different ponsitions in the correloe

groms.

A similar procedure im followed by FUCKS with respect
to poetry. The etresaed‘ayllablé iz marked 'b' and the
unstreesed 'u’ (betont-unbelont). The verse 1e reprasented
as a sequence of b's and u's, the last syllable ;s joined
~to the first and counts are made how meny times a stressed

152 vi4e Fucke (210), f1g.19, page 62.
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syllable followe an unstressed syllable etc. As in the

previous case apart from inmediate neighbours, syllables
‘removed by a fixed interval (i.e. number of syllables) oan

| be taken. The indices oalculéted serve ao in the earlier

case to characterise numerically the affinity (or otherwise)

between the sound segaents in the verse. Different‘authors

are segn to have different vslues.‘s3

WEISS has shown that there exists a correlation
between the mean word length in syllables and mean sentence
length measured in terms of worde, In other words shorter
gentences tend to have shorter wordes aﬁa longer sentences
tend to have longer worde alse.154 Havinreatigated 6 works
of Goethe for sentence length and found that between
LEHRJAHRE end WAHLVERWANDTSCHAPFIEN on one side snd between
PARBENLEHRE and WANDERJAHRE on the other exists a clome
relationship. Semples from both parts of Werther show that
they vary strongly with respact to sentence 1ength. Plotiing
the year of publication on the x-axis and sné mean oyllable
length of sentence on the y-axis shows that a gradual change
in Goethe'’s ntyle took place, Inveastigations of similgr
valuea for KANI's works showed that the distribution of
sentence length of the works written bsfore 1780 (the year
of publioation of THE CRIZIQUE of PURE REASON) and the

153 Bucks (210), pages 71 £f.
154 Weles (286), page S4.
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works later to that show marked differences. By drawing
parallels to the x-axis at mesn length = 70 syllables, and
90 ayllables it is meon that the precritical writings do
nét exceed 70 syllable mean, while werke after 1780 do not
g0 below 90 syllable mean length. The region from 70 to 90
is a transiiion range where bdoth pre- as well as post~
critical writings are found with large difference in the
year of pnblicatidn. Histograms of 4 precritical works

~ (mean sentence lengfh ageinet number of aéntéﬁcea) and

4 post~critical works show‘that in Kent's works we find
two styles : one characterized az worldiy elsgent of the
_precritical period and the other the sobder matter of feet
atyle characterized by the occurrence of extremely long
eeniences which ig characterietic of the tiwe of eritiecal
undertakings. The latter has a broagder and flatter
diatridbution,

The distribution of letters into syllables or words
within a lengusge is fixed and hence an investigation of
the syllable or words on the basis of letters would not
lead to differentiation of the style of an author from thet
of another or even within the same text.rlt is of greater
intersst only from the information theoratic point of view,.
The number of syllables per word is aiso characteriatio
primarily for the lenguage as shown by FBGKS.155

155 pooke (208), page 22.
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be fraquency distribution of words

. Linguiste' interest in word counte have also been not
very high since usually the etatisticsl count cuts across
homonyms, inflections nonchalantly. Thus in RKABDING the
morphological variations of "nehmen® (to take) are counted
ssparately as followa '

genommen 2322 nahmen 593 nehn . 65 nehuenden 14
genommene 39 nahmest T nehne 661 nehmendes 1
genommenen 48 nahu'e 2 nehmen 3917 nehmet 47
genounener 5 nahmat 32 nehimond 85 nggmt 157

2265  nahmt nehmende 16 heut's 5
nima 257
nioms 10
nimmet T2
mimmt 1774
nimnts 8 156

On the other hand no diotinction is made between Bauer, and
Bauer, (der Basuer, das Bauer) or betwesn ';waiae* as verb in
ich weies and "welee™ as adjective in das FPapier iat welsg,
Hevartnéiesa word counts have fasoinated scholers with
statistical inclinations espscially since the notion
"riohness of vocabulary® ie intimately comnected with it,

GUIBAUD takes the class of form words for the calcu-
lation of a hypothetical unit, namely the potentisl
vocebulary of an author, In the actual composition of the
text only vocabulery V is used by the suthor. From V and
the total length n Guirgud oasloulated potential vocabulary

156 yeter (249), page 9.
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of an author as
L = 2n( 2V1/V)alpha

where V1 is the number of words used only onoce. Alpha the
interpretation of which is difficult depende upon the
structure of the vocabulary. Some words wiil be relatively
more frequent in one text, But in another text relatively
less frequent. Guiraud divides each text of length n into
smaller texts of length n' with corresponding vocabulary V',
The factor alpha is then given by

alpha = log n' - logn _
log. V' - 1og V) = (1o V,"Vy)

the subseript 1 denoted the number of words occnring-once

"in the corresponding texts.

The Type-~Ioken ratio has been suggested as a Dmeasure

of verbal divercificatlion. In the equation

X = 0
where x 18 related to the slope of the stendard curve, x is
en index of verbal diversification.'?! If an author hes a
wide range of different words x lies between 0 and 1. If
words are repeated over and over x falls between 1 and 2,
Carrol (1936) suggeetsianother method. The number of words
that sgeparate suceeaaivé occurrences of the most frequent

word is counted and tﬁeir mean is taken. With diversified

157, 158"
Miller (128).
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vocabulary there are more words in between. The average
value does not change systematically with the length of the

sanple. 158

In recent years HEKDAN has intensely occupled hiumself
with word counts, modifying the work of YULE to a great
extent.'®? The main themea of HERDAN are the characteristic
Vo the Type/Token ratio and the random partitioning
function. The characteristic v, is given by the emation

Vms:;!tna:‘!‘ﬁfz 160
+ .

The number of worde constituting the vocabulary of a writer,
though large, is finite, Hence as ocourrence increases
particular words are used often than other words. The
average number of occurrences per word, Kz. ghows an upward
trend ag the number of occurrences incroases. Dimilarly the
standard deviation eleo incresses but not at the same rate
as the frequencles of words, A characteriptic depending upon
mesn or gtandard deviation alone would thue be depondent
upon the vocabulary N, while vV, on the other hand 1a free

of this disadvantage.

This characteristic which 1g an index of the type
token relation, has been the object of study of severanl

159 vide Yule (290), chapter 3 and 4 on characteristic,
ahapte? 7 for random partitioning.
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statisticians, YULE regarded it as a nmeasure of conéentra»
tion of vocabulary.’61 WILLIAMS applied it to biologloal
distribution of animel species and called its reciprocal a
meagure of aiversity.162 GOOD conceived of the characterietic
ecnetant‘aa the repeat rate of species, words, etc. in a
great number of occurrences of such evants.163 Though the
characteristic K as given by YULE or v, a8 glven by HERDAN

is not amenable te an ‘interpretation’® it can serve as sn
indicator in questions of dlsputed authorship, taken in
oonjunction with other factors.

The regults on word counts boil down to 3 The repeant
rate of vocabula:y items in a given universe of discource
i senpibly the game for the whole universe ss for any part
thereof, sud this is quite regardless of the aampla‘aaze.
fhe distridutive law for the frequeney of words is hest
approximated by dividing the distridution into three parts,
and treating them separately 3 4

high frequency words like grmuner words

rare words

those in the middle region 164
4 good approximation for high fregquency worde is given by
the binomial distribution nC, p* &%, where p represents
probability of occurrence and Q i3 probability of none

ocourrence, i.e, 1=p,

160 y1ordan (220).

161, 162, 163
Herdan (221), p.83.
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In the case of rare events it goes over to Poseon's law,

I:‘ar p=0‘001 HERDAN finds the approximation quite close.

The gap length hetween successive ocourrences of
grammar forms ag seen in a psanple Lrom Rusaian follow the
low of chance, If L = océurrenoe of a particular word
divided by toial ocourrences, i.e. L is ?.ta relative
froquency {in a big sample) then the pro%babnity that the
nunber of words separating gecessive K"a (X being the ,‘
preposition in Russian) lese then or equal to x is glven
by

Ax) =1 -0 %, ?
lExc'ept for small values of x where the discrete natt:’r;a of

the gaps play a disturbing role the it between theory and -

oboervation is very aatiafactory.ws 6

Herden cites the results of CH.HWULLER as revealing
that the stylistioc differences are besti; brought out by
nouns, lese =0 by adjectivea and least of sll by verdb forms
and grammar forme.'®® The main theorenm of HERDAN ie 1

The proportion of linguistic form; belonging to

one partioular level of understanding or %0 one

stage of linguistic coding -~ phonological, |

grammatical, metrical - remain sensibly conatant

for a given language, &t a given time of its )

developnent snd for a sufficlently great and |

unbiagsed number of o‘baervatiana.w?



Exsmples of thease are the relative frequency distritution
of phonemes, of letiers, of word length in terme of number

of letters and syllablea; of grammatical forms.

Zhe random partitioning funetion : This has been used
previously by YULE end Ch.HULLER. Its object is to test

the vocabulary connectivity in two or more texts, The texts
nay be partitions from the same text, say A,B8,C,D. By
using capital letters to denote the set of words present
aund emall letters to denote that no word comes from that
particular text, we can c¢asloulate all the words common to
all the texts, i.e. (ABCD); (ABed) will Genote the number
of words which are common to texts A and B, but which do
not appear either in C or in D, (AbU04) will denote the
number words common to texts A and C, but not appearing
elther in B or D. Againat these observed values one might
check estimated values obtalned as fnllowé. If the 4 texts
are represented by four quadraents of s rotating clroular
tray and counters represent each occurrence of a type, then
the probabiliity of a counter fallinz in one quadrant is
0'25 and its probability of non-ocourring is 0'75. If the

164 jerden (222).

165 yevdan (223), page 129.
166 Hordan (223), page 170.
167 Herdan 1bid, page 15.

128
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sane word occurs, say 4 times, then the probabilities are
increased four times, i.e. (0'25)4 and (0‘75)4 respeétively.
1.e. 0'0625 and 0'5625,

In general the probability of appearing in omne of k
quadrants is k/r, the negative probability bdeing (r ~k)/r,
+. where r is the total number of samples and k is the number
of samples in which the word occurs. If there are fx such
words (the sum of all £, being the total number of words
in all samples or btexts put together), the expscted numbder

of them not appearing in any of the k sections is therefore

£, [r-k\*
x &)
The entire number of words not falling into any one of the

k sections is the sum of such expressions for all values

of x ¢
o IREDT
vithr =4, (a) = s £ (DT = (0) = (o) = (d)
(ab) = £ ()"

(abe) = > fl‘.‘(*ﬁ’s:)ﬂC
which gives 14 frequencies since (a)=(b)=(¢)=(d) and so
forth. Given N, the toial number of nouns in the frequency
digtribution and also (abed)=o0, we can calculate the complate
set of fourth order frequencies etc. There is good fit
botween the observed values and estimated values which shows

that there is a hidden regularity in the use of waras$168
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Ce Diatgibution in terms of transitionsl probabilities

have been studied althougﬁ the necessary calculation work
reaches unmanageable proportions sven with the deployment
of computers. Working with five classes tho possible
transitiong of first order are 5x% =25; for second order

it is 125 and if grammatical words are somehow included in
the study, the number of possibilities will have to be
maltiplied by the number of grammatical words. In order %o
be able to make meaningful statistical statements about .
these various possibilities o proportionately larger sample
will have to.be taken. Ip gplte of such difficultlies
interest has been evinced %o f£ind out the effect of conbext

on the statistical behaviour of linguistic uwnite.

WICKMANN (28%) hes tosted the suthorship of WACHTWACHEN
by using transition probabilities between word classes. The
disputed text was compared with works of WETZEL, JEAN PAUL,
BRENTANO, and HOFFUMANN, The 19 classes coneldered were 3

1. Noun 11 Verbal complementary
2. finite verd form particle.

3. infinite verbform 12 preposition

4, auxiliary verd 13 conjunction

5. flectod sdjective 14 proper noun

6. article 15 comma

16 period

17 wainflected adjective
18 nominalized verbd

19 nominalized adjective

7. pronoun - nonattribut.
8. atiribut. used pronoun
9. numerals

10. adverd

168 gordan (223), pp.219 £f.
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The comma was blanked out later for various reasons. Preli-
minary studlies showed that out of the 19 z 19 {traneition
possibilities ﬁany were weakly represented. Statistlcal
considerations of sampling led to the elimination of such
transitions so that 70 transitions were finally choaen for
study. The problem posed was: on the basis of the distri-
bution of the transitions selected, what is the praobability
that two samples drawn at random belonged to the seme
population. Since the degrees of frecdom was small the
generalized t-teat was not used, but chi~sguare distribution
with 2 degrees of frecdom was used to sum up the different
transitional frequencles. The results showed that Wetzel,
Jean Paul and Brentano have to be rejected as authors, at

5% significance level.

Among the most famous statistical studies in literary
angalysis one may count sInference énﬁ Disputed Authorship 1
The FEDERALIST®" by Frederick Mosteller und David L. Wallace
(254). Over 50 assistents participated in the caleculations,
notwithetanding the use of electronic computers. Their
results ascribe Madison's authorship to the disputed papers
as more likely. The statistical basis on which the study
rogte is Bayes' theorem, although in the four main atudics
and several ancillary ones the inferential methods and

interpretation have been to some extent modified.
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~ The Bayesian inference operates on two factors, one
an initial probability of authorship, say Hadison wrote
the 52nd paper, the other set of sanpling distributions
if Hadiﬁon had written the paper and alternately if
Hamilton had written the paper. The values inveatigated are
the frequencies of selected words. With these two factors
Bayesian theorem io used to colculste the finsl odds that
the one or the other wrote the disputed payef.

?hetpapérs odmpnieé ghort essays, 77 in the first
instance and then 8, Of the initial 77, John Jay wrote 5,
. Medison 14, Hemilton 43, 3 were jointly written by Madison
and Hamilton. The later 8 were by ﬁaﬂison. 12 papers ar;
however disputed. All the esaays wers written during 1787-88,

The average sentence length and standard deviation
does not help much beceause they are neerly equel for both

authors :

Mean : Hamilton 34.55 (words per sentence)
~ MNadison 34.59
8.8.- ¢ Hamilbon 19'2
. adlgon 20'3 %
The large standerd deviation mesns that some sentences were
very long. The suthors argue that in such investigstions a
single variable however carefully seleoted does not give s0
muech saﬁiefaotien as & large pool éf variables. The rate of
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usage for each word oan be regarded as a variable and a
largs colleciion of words would then provide overwhelming
“infersnce one way or the other for deciding the question,
Previous investigators had noticed for instance that
vhereas Hamllton uses "while" Madison uses "whilet® in a
corresponding situation. The problem was then to select

a set of such “discriminatory® words., Contextual words were
omitted from the list mince their variation with respect to
change of topic was to be expected and it was also not
possible to evaluate their value for individual suthorship,
Some meaningful words like go 1y, innoyation eeeﬁxeﬁ
relatively free from context.

Prequencies distribution for upon : {page 19, table 2.1-4).
rate per 1000 worde Hamilton Madison

0 (exactly) - 41
0=-1 1
1=2 10 2
2-3 1
3=4 11
45 10
5=6 3
6=7
- T=8 1
48 - 50

Thue low rates of upon favour Madison, high rates Hamilton.
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P

The spread of the distributions seema 2lso appropriate for
both authors t¢ Hamilton's with 3/1000 and Madison's with
0'18/1000.

The authors studied the effect of tinme on the word

usage by taking gny, by, froum, her, in, must, one, gome,
there, where, would end dividing the texts into 5 groupe
in chronological order and csalculating the rate of
oocurrence per 1000 words., The only word suggeating a trend

with time was in and poseible from.

~ The words gny, her, thers and would vary considerably
from one group to another, while by, from, must, one, gome

and gherg appesr falrly stable. The general conclusion of
the suthors is that pronouns and suxiliary verbforas are
potentially contextual and offer risky diacriminaﬁions.
Elaborate procedures were followed for eselecting the teat
worde., The Miller Nowman Priedman list of 363 funotion words
produced 70 “"unegelected™ high frequency worda end 20 random
low freguency words. Screening study based on ell different
words (about 3000) in 1t federalist papers produced 28
gelected words. Index with frequencies based on some
Hamilton federalist papers outpide the soreening study and
sone Hadisop non-Federal;at writinge produced 103 selected
worde, In the initial screening words were sliminated in
hundredsg for thelir potential dependence on context. The

papers were studied in lots of 10 papers nearly equally
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divided between the amuthors. The counts were made according
to the number of Madison snd Hamilton papers in wvhioh they
occurred, (3,2) meant that the word ocourred in 3 Hamilton
and 2 Ea_ﬂiaon papers. The cumulative noores were made and

after two pools the index

X+y
was introduced to measure the disorimination power of the
word. Only words whose z value was greater than 3'6 were
retalned. The suthors show that the discriminating power
can be taken to be real by showing that the frequency distri-
butions in the third poel for 22 Madison markers and 24
Hemilton markers do not distribute about zero, which should
be the case 1if they had had equall chance,

The anthors found that for most worde the binomial
distridbution gives a faiyr f£it, but clso that it is not
- entirely adequate. The word frequencies were oxsmined in
blocks of texts, say 1000 words. Table 2.3-3 Mosteller (254),
P+29 glves the ocourrence of 51 words in the 247 blocks,
Generslly 1f the number of repetitions of a word is increased,
then there are less dlocks which will have this many
" repetitiona of the particular word. fxceptions sre her
and hia: |
| 0 1 2 3 4 5 6 T 8 9 14
hex 241 3 1 1 1
his 19218 17 7 3 2 4 1 2 1
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The occurrencee for 10 words which ware typlcal in the
above sot were compared for Polsson and the negative
binomiale distributions. The words chopen were : ggngggg.

20y, may, upen, gam, every, hig, Q..t EI. The poisson

ﬁiatribution is glven by

X »x . where @ = 2'?18281;;
consLan

~ where x ig the averaze ﬂumberlot occurrences, ana_the
probability is for exactly x occurrences for g given bdlock.
The Polsson and the observed dlotritution fit well for
some words, but for may end hip there ig marked 4iffsrence.
To describe worde like may and hig one needs a femily that
offers a fatter tail then the Polsson. The negative binomial
is such & distribution, For large values of x it given
subatantially larger probabilities than the Pqieaan
distribution.

Mosteller and WABLAOE'A analysis is & highly sophise
ticated statistical approach calling for real mastery of
mathematical statistics.

HORGENTHALER's study of the statlotice of the
vocabulary of the New Testament dééa not employ advanced
statistical mathods, bul ig of interest for the wide
spectrum of veriables consldered. Statlotics of word classes

like prepoeitionse, verbs with prepositlons, prefizes, etc.
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are carefully analyzed giving duo welght to thematic
1n£1uenoe.169 ﬂext words whieh ooccur commonly in the
worke of the new testament are analyzed taking two texts
at a2 time, The ébject of study is not merely the frequency
of guch words but olsc which items of vocabulary are
common, and which words may be considered "preferred
words® of ome or the other author. Grammatical and
lexical preferences are evalusted, compared and contrasted
keeping in vigw all the time the possibility that such
items might be due to the specific nature of the sublect
-watter and not due to atyle.

d. Rank frequengy correlation

The relaticnsihip between rank end frequency hac been
the subject of intensive study starting wiith Zipf and
nndergoing modifications through JOOS, MANDELBROT and
othera.‘7° The most satisfactory way of regarding it seems

163 Morgonthaler (253, p.13) pointa out ¢ "Sachliche und
atilistisohe Homente gehen dauernd durcheinander.?
(topical and stylistie moments continually go through
one another). For instence the fact that ¢2¢ is a
preferred word in Johgnnaa gvangeliun and not in the
Johannes letters is a matter of theme. But in comparison
with the 'environment' (i.e. of the other writings) it
is considered Johanneg-type.
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to be the tripartite divieion suggested by Wegner ( 285)
(vide fig.1, page 139)

thayregions where H (frequency)wt (Hapax neéomona)
rank-frequency upto 31 J (3008 region)
="~ above 31 (Mendelbrot region)
Vagner sets the 1imit Ta at us31 on empirical groundsa.
However as CARROL pointed out (1938) the results depend to
& large extent on sample oige. With newspsper language
optimum size seema to be 120000 tokens. |

HERDAN has sgeverely criticised repeatedly all the
rank-frequency approximations, nevertheless such rank
eatimates serve a practical purpose, for instance, in
infornation retrieval systeme. WAGNER has for instance
modified the formulee and uses the following oriteria %o
entablish the algnificance of words 3

3

a) word rank Ty
b) word frequency B,
¢) word length L

d) no. of word palrs.

H,P,LUHN (243) makem the inclusion of a suepect clue
word in the final list depondent upon the fact whether it

appears in the same sentence with another olue word,

170 33p2 (291), Joos (226), Handelbrot (246), Simon (275).
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Sumuery

Sumning up one might say that both deseriptive
statistice as well ae inferential statistice have found
important application in language analysis, Descriptive
statiatics can be used in practically eny field of the
language study, the interpratatian‘Qr the statistical = .
data will of courss be purely the roaponzihility of the
linguiet., The data can be summarised by means of an index
- walch will range from ome particular valus to snother -
vide the indioces of FUCKE, but again the interpretation

of the 1n§ox is the sole responsibility of the‘analyat.171

The range might be from O to 3 (as in probabilities),
from -1 to +1 (as in correlation) or from 0 to 100% or
in fact any other range found suitable for the psrgienlar
problen on hand,

m For example, in Johasnnes I substantive pronouns occur
14'T#% while in Johannes 2 the value is 13'7. Fuoke
geto up a difference~index U ag follows:

Uy = (14°7 = 13'7)/ (14'7 + 13'7) = 0'0352

Zhe difference is taken always positive and the U-values

are added for the various word classes. This sun gives
the U-index which will summarise the results with
reference to the distridution of word classes in two
works and can gerve for purposes of comparing various

workas,
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A common applicstion of statistics has been to draw
inferences regarding cases of disputed authorship, In suoch
problems the methods of atatistice have to be carafully
applied due to the very nature of language, Béaic queations
which have to be settled firast are 3 doce the author ehahgo
hie etyle very much? If yes, in statistical terms this
would mean that the work or worke considered are hetero-
gensoug, By taking different sauples from the same text
one can establish the field under which the work lies.

As a test variable can be used for inatance the mean
nunber of worda per sentence. The other works of the same
author are tested and their fields are established, If now
these fields 1ie alome together one oan conclude that the
author is nat susceptible to much variation, If now the
disputed work showe values uhioh 1ie beyonid the fielde
established for a particular author then one ocan 1ﬁf¢r'
that in all probability the concerned author did not write
the disputed work. As Fucke puts it, in finger-prints the
ovurwholﬁing factora recommending their use are that they
remain unchanged for sach person, that they differ for each
pergon and thirdly, that they can be established caé&ly.

In authorehip studies one has to check if the author is
addicted to chengling hie style in respect of the paramsters
1nvoatiéateﬂ; one must eatablish that the parnmatef gives
diflerent results for different suthors so that a relevant
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coumparison ig possible. But as in determining the \
paternity of a child mceording to the blecod group the
negative test ils only powsidle. Agroement of the statistie
cal results can mesn litile for establishing the question
of authorship, but dleagreement with the results can be

of great weight for deciding the queation negativelye1?g

Statistical predictions in general take the following
shape.- An eseumption about the distridution of the para-
meter under consideration is tested for ite validity, say,
that it conforms to normal distribution. Semples dreawn are
usually by using random sampling methofls and if populaticon
ptatistics ars known then one can estimate whether any
pample canme from the population, Given two samples one
can estimate if they came from the same population, even
when population statistics are unknown. These and a variety
of giniler guestione can beo answered by measns of verious
tests with varying degrees of accuracy., If say the level
of gecuracy is 95% it means thet if the same experiment or
sempling is done 100 times, then 95 times the prediction
will come out true. In 5% of the cases we might be meking

a wrong judgement.

A partioularly useful fact in all these applicatione

is that various common paraneters like nmeoan, standard

172 pucks {210).
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doviation are thomselves approximately normaslly dietributed,
i.e. 1£ 10 different eamplings are done and the standard
doviations calculated for each of the 10 samples, then
although the population from whioh the samples had been
drawn might not be a normal one, the standard devigtione
themselves behave normally, so that a number of sténﬁan&
tests become applicable.

In language ntatlatios one has to remembor that there
might be correlation smong the unite considersed so that
epecial methods will have to be adopted. Secondly ithe
population might be *fictitious’ as in dealing with the
vocabulary of an author. No one knows what the entire
potential vocabulary of an author is, not even the suthor
himself ! Thirdly as in dealing with noun statisticas, theme
wmight have enormous influence. Fourthly what exactly is
the variable under *statistiocal' study might not be w0
abvtqus in language statietiocs.



144

Conelder for instance the following dlstribution of nouns .
from a random selection of 21 pegee from BUDDENBRROKS

x5 Xl £, Tepresents the mumber of
1 x994 = 994 words which are repeated
2 163 = 326 x{ times, 1.¢. 994 words are
3 53= 159 occurring only once, 163 nouns
4 29 =« 116 ocour twice and so on,
5 “s=s 70 Here the variable is not the
6 9= 54 noun nor 48 it the number of
7 6= 42 nouns which oeccur once or
8 2« 16 twice eto., but the number of
10 3w 30 times nouns can occur,
11 5= 55 B The mean of this dlatribution
13 2« 26 i.e, the mean repeat rate of
14 2= 28 & word is 1'586. and gtandard
9f 1= 130 deviation is 2'423., This does
12 5 not tell the linguist much,
5 sopoeolally since it is not |
:g g " olear 1f the detribution cen
18 § ~  be described uniparametrically.
21 g
22 ——
2046

R

The linguist would like to pose rether questions of a

different eort ¢ given s sample of 2000 nouns from & kncwn
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euthor, what is the probable number of worde whilch occur
only once, how many words are likely to ocecur twice ete.
To answer guch questions a proper fit has to be established
firgt of all with a known distribution. Secondly estimates

of the population parameters must be available.

Hotwithstanding the limitatione imposed by the nature
of language and by the methods of statistics, the zpplicoe
tion of statistics has thrown considerable light on
linguistio problems. But a unified approach is yet to

develop.



