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Appendix: I 

 

 

Department of Education [CASE] 

 Faculty of Education and Psychology 

The Maharaja Sayajirao University of Baroda 

Vadodara 390 002 

Phone: 0265 2795516, 2792631 

 

                        Date: 17
th

 Aug 2015 

To    

__________________________ 

__________________________ 

__________________________ 

__________________________ 

 

Sub: Validation of the Tool 

Respected Sir/Madam, 

I am Sonia Rohilla, Doctral Scholar at the Centre of Advanced Study in Education, Faculty of 

Education and Psychology, The Maharaja Sayajirao University of Baroda. The title of my study 

is “Development of an Educational Program on Data Analysis Techniques for M.Ed. Students 

through Cooperative Learning”. May I request you to kindly validate my tool “Entry level check 

on Statistical Data Analysis Techniques”. This tool is based on four components. These four 

components are: 

i. Frequency distribution  

ii. Diagrammatic and graphical representation of data 

iii. Measures of central tendency  

iv. Measures of dispersion 

Validation of this tool by you will facilitate my doctoral study. 

Thanking you, 

Yours truly, 

 

 

(Sonia Rohilla)                                                                         

Research Scholar                                                                     

 

(Dr. D. R.  Goel) 

      Guide 
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ENTRY LEVEL CHECK ON STATISTICAL DATA ANALYSIS TECHNIQUES 

Name of the student: _________________________________________________________ 

College Name:______________________________________________________________ 

Note: Tick only one most appropriate answer out of the given options (a), (b), (c) and (d). 

1. Data can be stored in the form of 

a) Text                                                                        c) graphs and diagrams 

b) Tables          d) all of the  above 

2. Data should be classified or tabulated first? 

a) Classification follows tabulation 

b) Classification precedes tabulation 

c) Both are done simultaneously 

d) None of the above 

3. In an exclusive type frequency distribution, the limits excluded are

a) Lower limits 

b) Upper limits 

c) Either of the lower or upper limits 

d) Lower limits and upper limits 

4. If the lower and upper limits of the class are 10.50 and 40.50 respectively, the mid-points of 

the class is 

a) 25.50 

b) 12.50 

c) 15.25 

d) 30.25 

5. Class interval is measured as  

a) The sum of the upper and lower limit 

b) Half of the sum of the upper and lower limit 

c) Half of the difference between the upper and lower limit 

d) The difference between the upper and lower limit 

6.  A group frequency distribution with uncertain first or last classes is known as

a) Exclusive class distribution  

b) Inclusive class distribution 

c) Open end distribution 

d) Discrete frequency distribution

7. Frequency of a variable is always  

a) In percentage  

b) A fraction 

c) An integer 

d)  A whole number 

8. Classification is applicable in case of 

a) Quantitative characters 

b) Qualitative characters 

c) Both (a) and (b) 

d) None of the above 

9. Graphs and charts facilitate 

a) Comparison of values 

b) To know  the trend 

c) To know the relationship 

d) All of  the above 

10. Choice of a particular chart depends on 

a) The purpose of the study 

b) The nature of the data 

c) The type of the audience 

d) All of  the above 

11. Year-wise production of rice , wheat, maize for last six  years can be displayed by 

a) Simple bar chart                                                 c) Subdivided column chart 

b) Broken bar diagram                                           d) Multiple bar diagram 

 



 

147 

 

12. Which of the following statement is not correct? 

a) The bars in a histogram touch each other 

b)  The bar in column chart touch each other 

c) There are bar diagrams which are known as broken bar diagrams 

d) Multiple bar diagrams also exist 

13. In case of frequency distribution with classes of unequal widths, the heights of bars of a 

histogram are proportional to 

a) Class frequency  

b) Class intervals 

c) Frequencies in percentage 

d) Frequency densities

14. Histogram is suitable for 

a) Time series data  

b) Chronological distribution 

c) Neither (a) nor (b) 

d) Both of (a) and (b) 

15. In a histogram with equal class intervals, heights of bar are proportional to 

a) Mid-values of the classes                                  c) Frequencies of respective classes 

b) Cumulative frequency                 d) Neither (a) nor (b) 

16. The data relating to the number of registered allopathic and homeopathic doctors in six 

different states can be most appropriately  represented by diagram 

a) Line graph 

b) Histogram 

c) Pie-diagram 

d) Double bar diagram 

17. The most appropriate diagram to represent the data relating to the monthly expenditure on 

different items by a family is 

a) Histogram 

b) Pie-diagram 

c) Frequency- polygon 

d) Line graph 

18. Mean is a measure of 

a) Location 

b) Dispersion 

c) Correlation 

d) None of the above 

19. Which of the following is a measure of central values? 

a) Median 

b) Standard deviation 

c) Mean deviation 

d) Quartile deviation 

20. If a constant value 5 is subtracted from each observation of a distribution. The mean of the 

changed distribution is 

a) Increased by 5 

b) Decreased by 5 

c) 5 times the original mean 

d) Not affected 

21.  If each observation is of a set is multiplied by 10, the mean of the new set of observations 

a) Remain the same 

b) Is 10 times the original mean 

c) Is one- tenth of the original 

mean 

d) Is increased by 10 

22. If each value of a series is multiplied by 10, the median of the coded value is 

a) Not affected 

b) Is 10 times the original 

median 

c) Is one- tenth of the original 

median 

d) Is increased by 10 
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23. If the grouped data has open end classes, one cannot calculate 

a) Median 

b)  Mode 

c) Mean  

d) Quartiles

24. Extreme value have no effect on 

a) Average  

b) Median 

c) Geometric mean 

d) Harmonic mean 

25. Expenditure during first five months of a year is Rs. 96 per month and during last seven 

months is Rs. 120 per month. The average expenditure per month during whole year is 

a) Rs. 180 per month 

b) Rs. 110 per month 

c) Rs. 100 per month 

d) Rs. 216 per month 

26. The average age of 50students in a bus is 20years. When the age of conductor is included, the 

average age is increased by one year. The age of the conductor is 

a) 51 

b) 55 

c) 71 

d) 50 

27. If the sum of N observations is 630 and their mean is 42, then the value of N (no. of 

observations) is 

a) 21 

b) 30 

c) 15 

d) 20 

28.  For  a set of observations, the empirical  relationship between mean, median and mode is 

a) Mean =median +mode 

b) Mode =3median  - 2 mean   

c) Mode = median +mean 

d) Median=3(mean-mode)

29. Mode is that value in a frequency distribution which possesses 

a) Minimum frequency 

b) Maximum frequency 

c) Frequency one 

d) None of the above 

30. Shoe size of most of the people in India is No. 8.  Which measure of central value does it 

represent? 

a) Mean 

b) Second quartile 

c) Eighth decile 

d) Mode 

31. To find the median, it is necessary to arrange the data in 

a) Ascending order 

b) Descending order 

c) Either (a) or (b) 

d) None of the above 

32. For the distribution given below, the modal class is 

classes                     No. of persons  

1500-1600   78 

1600-1700   80 

   1700-1800   90 

1800-1900   55 

1900-2000              33 

a) 1500- 1600 

b) 1600-1700 

c) 1700- 1800 

d) none of the above 
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33. Mean of a set of values is based on  

a) All values 

b) 50 % values 

c) First and last values 

d) Maximum and minimum value

34.  The sum of the deviations  of all observations about their mean is always 

a) Zero 

b) Minimum 

c) Maximum 

d) One

35. Histogram is useful to determine graphically the value of 

a) Mean 

b) Median 

c)  mode  

d) All  of  the above 

36.  For comparison of two different  series, the best measure of dispersion is 

a) Range 

b) Mean deviation 

c) Standard deviation 

d) Coefficient of variation 

37.  If the standard deviation (s.d.) of  variable X is 20 then  its variance is 

a) 400 

b) 200 

c) 20 

d) 10 

38.  Which measure of dispersion ensures highest degree of reliability? 

a) Range 

b) Mean deviation 

c) Quartile deviation 

d) Standard deviation 

39.  The range of the set of values 15, 12, 27, 6, 9, 18, 21 is 

a) 21 

b) 4.5 

c) 0.64 

d) 3 

40. If all the values in a sample are same. Then their variance is 

a) Zero 

b) One 

 

c) Not calculable 

d) None of the above 

--------------------------------*************************************------------------------------- 
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Appendix: II 

POST ACHIEVEMENT TEST 

Name of the Student: 

Name of the Institution: 

 

Note: Tick only one most appropriate answer out of the given options (a), (b), (c) and (d). 

 

1) ____________ is not a graph. 

a) Histogram    b) Line diagram 

c) Ogive curve               d) Frequency polygon 

2) ____________ is not a chart. 

a) Sub divided bar diagram  b) Deviation bar diagram 

c)   Duo- directional bar diagram       d) Histogram 

3) From the histogram we can trace the value of _________ as a measure of an average. 

a) Mean    b) Median      

c) Mode    d) None of the above 

4) For the following information which one is more suitable to represent the information? 

Class  VI-A   VI-B VI-C VI-D        VI-E VI-F 

No. of  students in class 65 64 58 54 57 60 

No. of  passed student in class 60 54 57 50 55 52 

              a) Pie chart                 b) Line diagram    

        c) Histogram       d) Multiple bar diagram 

5) Median can be traced from _________. 

       a) Histogram          b) Ogive curve 

             c) Frequency curve                      d) Frequency polygon 

6) For a data if third quartile Q3 =67.68 it means that_________________. 

a) 75% of cases are below the value 67.68. 

b) 25% of cases are below the value 67.68. 

c) 50% of cases are below the value 67.68. 

d) None of the above 

7) For a data if 35
th

 percentile P35 is 60.33 it means that ____________________. 

a) 35 % of cases are below the value 60.33. 

b) 65% of cases are below the value 60.33. 

c) 35% of cases are above the value 60.33. 

d) None of the above 

8) Year wise production of ores of different metals like iron, aluminium, copper and silver 

in terms of percentage for past 5 years can be displayed by: 

a) Simple bar diagram  b) Sub-divided column chart 

      c)   Broken bar diagram  d) Multiple column chart 

9) The census data published for state wise population of India will be termed as 

______________.  

a) Qualitative classification of data               b) Geographical classification of data 

c)   Chronological classification of data          d) None of the above 
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10) Distribution of students in different groups according to their percentage scored in the 

just previous passed class is known as _______________. 

a) Quantitative classification of data                  b) Chronological classification  of data 

c)   Geographical classification of data       d) Qualitative classification of data            

11) If the middle value of a class is 100 and the difference between two consecutive middle 

values is 10, then the class limits are _______________. 

a) 90-110                   b) 95-105   

c)   80-100                                   d) 100-120 

12) A systematic distribution of frequencies with respect to the values of a variate is known 

as ________.   

a) Tabulation                                  b) Classification 

c)   Frequency distribution                                    d) Graphical presentation 

13) _____________ is not a part of table. 

a) Stub             b) Caption 

c) Heading                                                   d) References 

14) Given the following information on 30 people, insert the missing frequencies. 

Class 

intervals 

 

Frequency Cumulative 

frequency 

20-40 2 2 

40-60 4 6 

60-80 6 12 

80-100 ----- ----- 

100-120 6 25 

120-140 5 30 

 

a) 7, 19                       b) 7, 18         

c)   8, 19                        d) 10, 22 

 

15) In a class of 50 students, science subject exam was conducted and it is found that 25 

students have scored more than 73 marks and rest 25 students have scored less than 73 

marks. Then 73 marks is____________ score of the class. 

a) Mean     b) Median 

c)   Mode    d) Standard deviation 

16) Every year some students dropped out from the B.Ed. Course in ABC College. The data 

of number of students dropped out per year is given below. Calculate mean, median and 

mode of students dropped out. 

 

Year 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 

No. of dropped 

students 

4 3 3 2 3 4 3 3 2 4 

a) 3.1, 3, 3        b) 3.1, 3.5, 3 

c)   3.25, 3, 4                                d) 3, 3, 3 
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17) In a class of 35 students with average score of 70, two more students added with score 74 

and 63 respectively. Calculate the new average score of the class. 

a) 65.47                           b) 70.43 

c)   75.34                                       d) 69.91 

18) Forty students of class IX participated in mathematics Olympiad test. The least score was 

22 and the highest score was 71. If the median score of these 40 students is 56 and least 

score is changed to 15 and the highest score is changed to 75 then the new median score 

will be__________. 

a) 45                                   b) 57 

c)   56                              d) 70 

19)  For a set of 20 observations in a data the mode was found to be 85. If every value is 

increased by 5 then new mode value will be ________. 

a)   90                                        b) 85 

            c)   80                                   d) 105  

20) The mean and standard deviation of 7, 7, 7, 7, 7, 7, 7, 7, 7, 7, 7 observations 

is_______&______ respectively. 

a) 7 & 1                                          b) 7 & 0 

c)   7 & 7                                         d) 0 & 7 

21) The variance of observations 5, 7and 10 is_____________. 

a)  4.2                               b) 5.0 

c)  3.6                              d) 7.33 

22) NPC stands for_______________ 

            a) Normal Percentile Curve                        b) Negative Probability Curve 

 c) Normal Probability Curve          d) None of the above 

23) NPC is _____________ shaped curve. 

             a) Symmetrical bell                                 b) Symmetrical ball  

             c) Symmetrical conical          d) None of the above 

24) According to area property of NPC curve μ – σ to μ + σ ,__________% of observations 
fall under the curve. 

a) 95                                                b) 68 

c) 97                                                d) 50 

25) Lack of symmetry in the distribution of data is known as _____________. 

a) Median                                         b) s.d.     

c) Kurtosis                                       d) Skewness 
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26) _______________ skewness is present in the following histogram of frequency 

distribution of data. 

 

  
   

a) Zero                                            b) Positive 

c)  Negative                        d) None of the above 

27) If coefficient of skewness of X- series is 0.14 and coefficient of skewness of Y- series is 

 -1.5 then which series is more skewed? 

a) Series X is more skewed  than series Y     b) Series Y is more skewed than series X 

c)   None of the series is skewed      d) None of the above 

28) Two series of data, namely A and B are plotted below. Identify which series is less 

skewed? 

                                                            
    Series A                        Series B 

 

a) Series A is less skewed than series B b) Series B is less skewed than series A 

c)  Cannot compare them    d) None of the above 

 

29) If the coefficient of skewness is -1.9. It indicates that there is ____________ skewness in 

the distribution of data. 

a)  Positive                                                b) Negative 

c)  No                                       d) None of the above        

30) On 600 students of FYBA of the academic year 2015-2016, an achievement test of 

English grammar was conducted, the coefficient of skewness of scores of students was 

calculated as -1.65. It indicates that __________. 

a) Large number of students have good score in English grammar. 

b) Less number of students have good score in English grammar. 

c) Both (a) and (b). 

d) None of the above 

31) Identify the odd one in the following. 

a) Platy kurtic                                 b) messo kurtic 

c) Probabilistic                                d) lepto kurtic 
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32) If coefficient of kurtosis is 4.2 it’s mean that distribution of data is _______________. 

a) Platy kurtic                                      b) Messo kurtic 

c) Lepto kurtic                                     d) Positively skewed 

33) In the following figure if series T is following messo kurtic curve then series U will be 

following ______________ curve. 

 

 

 

 

 

a) Lepto kurtic                                        b) Platy kurtic 

c)   Messo kurtic                    d) None of the above 

34) For NPC the relationship among first quartile, second quartile and third quartile 

is__________. 

a)  Q2 – Q1 = Q3 - Q2                               b) Q2 – Q1 ≤ Q3 - Q2 

c)   Q2 – Q1 ≥ Q3 - Q2                                d) None of the above 

35) Total area under the NPC is _______________. 

a)  2                                                          b) 0.5 

c)    1                                                          d) 100  

36) The nature of the distribution can be discussed by the determined measures of 

_________________. 

a) Central tendency                b) Dispersion           

            c) Skewness and kurtosis                           d) All (a), (b) & (c).                  

37) Match the following terms with appropriate symbols. 

 

a) (A) – V,   (B) -IV , (C)-I ,   (D)-II   , (E)-III 

b) (A) – III,  (B) -IV ,  (C)-I ,   (D)-II   , (E)-V 

c) (A) – III,  (B) -IV ,  (C)-II ,  (D)-I    , (E)-V 

d) (A) – V,   (B) -III ,  (C)-I ,   (D)-IV  , (E)-II 

 

 

                      Terms Symbols 

A)  Karl Pearson’s correlation I.     rxy. z 

B) Biserial correlation  II.     Rx . yz 

C) Partial correlation III.      rxy  

D) Multiple correlation IV.     rbis 

E) Regression coefficient V.      bxy 

Series U                                                                          

Series T 
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38) Match the following terms with appropriate types of scales used to calculate them. 

 

Correlation coefficient Types of scale 

A) Pearson’s Product moment  I)  both scales ordinal 

B) Spearman’s rank- order II)one scale naturally dichotomous (nominal), one scale interval or ratio 

C) Point – biserial  III) Both the scales are  interval (or Ratio) 

D) Biserial  IV) Both  scales are naturally dichotomous (nominal) 

E) Phi V) One scale artificially dichotomous (nominal), one scale interval (or ratio) 

 

a) (A) - III  , (B) - I    , (C) - II   , (D) - V    , (E) -IV 

b) (A) - III   , (B) - I   , (C) - V  , (D) - II    ,  (E) -IV 

c) (A) - II   , (B) -III    , (C) -IV   ,(D) -V    , (E) –I  

d) (A) -IV   , (B) - III   , (C) -I   ,(D) -II    , (E) –V 

 

39) Correlation is used to study the degree of _________________ between the variables. 

a) Relationship                        b) Partnership 

c) Association                                       d) Prediction 

 

40) If the correlation coefficient r= 0.84 between IQ score and age of school students. It 

means that ___________________________________. 

a) There is high positive correlation between IQ scores and age of students. 

b) There is low positive correlation between IQ scores and age of students. 

c) There is lack of correlation between IQ scores and age of students. 

d) None of the above. 

 

41) Match the following correlation coefficients with its appropriate range. 

Correlation coefficient Range  

A) Pearson’s Product moment  I)   0 to +1 

B) Spearman’s rank- order II) -1 to +1 

C) Point – biserial  III)  -1 t0 +∞ 

D) partial  IV)  -∞ to +∞ 

E) multiple  V)  + 1 to +∞ 

 

a) (A)-II  , (B) -III  ,(C) -IV  ,(D) -V  ,(E) -II  

b) (A)-II  , (B) -II  ,(C) -II  ,(D) -II  ,(E) -I  

c) (A)-I  , (B) -II  ,(C) -III  ,(D) -III  ,(E) -I  

d) (A)- I , (B) -II  ,(C) -II  ,(D) -IV  ,(E) -V  

 

42) If the correlation between scores in Physics subject and Mathematics subject is 0.60 then 

coefficient of determination will be____________. 

a) 12 %               b) 30%                c) 36%                    d) 50% 
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43) Two judges gave judgment on the performance of 10 candidates in a dance competition. 

Rank correlation is r = 0.77, it means that _________________. 

a) Opinion of both the judges is highly positively correlated.  

b) Opinion of both the judges is moderately positively correlated. 

c) Opinion of both the judges is extremely different.  

d) Cannot say about their judgments. 

44) If Cov(x,y) =2.45, v(x) = 8.5, v(y) = 2.22 and n= 20 then the correlation coefficient rxy 

will be_____________. 

a) 0.56                      b)  0.54                     c)  0.63                      d) 0.27    

45) If the two regression coefficients x on y and y on x are 0.20 and 0.45 then the correlation 

coefficient will be___________. 

a) 0.30                      b) 0.65           c) 0.90            d) 0.50 

46) If the regression equation of y (science project scores) on x (science achievement scores) 

of class X is given by Y= 1.25 X + 13.5 then estimate the science project score of a 

student if he has 35 as science achievement score. 

a) 57.25                     b) 60.25                    c)  40.25                    d) 45.00 

47) The relationship between percentage scored and gender of class XII grade students scored 

by___________________. 

a) Product moment                                b) Rank order 

c)   point biserial         d) Biserial 

48) In a simple regression analysis _______ independent and _______dependent variables 

are participating. 

a) One , one   b) one , two  c) two , one   d)two, two 

Basic Concepts of inferential statistics 

49) The type - I error is defined as 

a) reject  null hypothesis/ null hypothesis is true 

b) reject  alternate hypothesis/ null hypothesis is true 

c) accepting  null hypothesis/ null hypothesis is true 

d) reject  null hypothesis/ alternate hypothesis is true 

50) If β is the P[type – II error] then Power of the test is given by 

_________________________. 

a) 1- β             b) 1- α              c) 1+β                      d) none of the above  

51)  Standard error of the mean gives an idea about ________________________. 

a) Sampling error. 

b) The difference between the sample mean and the population mean. 

c) How far is the Sample mean from the population mean. 

d) None of the above. 

52) If the s.d. of a sample of 25 observations is 3.5 then the standard error of mean is 

___________. 

a) 28.5                    b)0.14                          c)87.5                             d)0.7 
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53) The educational researches are generally carried out at _____________________ % of 

level of significance.  

a) 5% and 1%            b)2% and 10%                    c)5% and 10%             d)10% and 20% 

54)  If 5% level of significance is defined for some research results it means that 

___________. 

a) If the experiment is repeated 100 times then at the most 5 times research results may 

change. 

b) If the experiment is repeated 100 times then at least 95 times research results remains 

the same. 

c) If the experiment is repeated 100 times then exactly 5 times research results will 

change. 

d) Both (a) & (b) are true. 

55)  In testing of hypothesis table value is also known as _____________. 

a) Degrees of Freedom           b)Critical Value          

c)    P- Value                    d) None of the above 

56)  A statistical constant describing population is called ____________________ and of 

sample is called __________________. 

a) Statistic , parameter              b) parameter , statistic       

            c)  Hypothesis, test statistic                d) none of the above 

57) Non parametric tests are also known as ______________________tests. 

a) Useless                                                        b) Distribution free      

            c) Difficult                   d) None of the above 

58) _________________ is not a parametric test. 

a) T- test        b) z- test 

c)  F- test                   d) U- test 

59) _____________is a parametric test. 

a) Sign test                   b) Wilcoxon Matched Pairs test 

c) Mann – Whitney U- test      d) Paired t - test 

60) If sample size increases then S.E. will______________________. 

a) Increase                                     b) Decrease              

c) Unaffected                   d) None of the above 

61)  For a 3x4 contingency table in chi-square test for testing the independence of two 

attributes, the degrees of freedom will be__________________. 

a) 5                  b)6                      c) 12                   d)1 

62) ANOVA stands for ______________________________. 

a) Analysis of variable                    b) Analysis of values 

c) Analysis of Variance                  d) None of the above  
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63)  Match the following test statistic distribution to the appropriate degrees of freedom and 

level of significance to determine the critical value from the statistical table. 

Test statistic distribution Table value at  

 A)           t i)           (r-1)(c-1)d.f. and α% level of significance 

 B)           z  ii)         n1 & n2  d.f. and α% level of significance 

C)            χ2 

 

iii)         (n-1) d.f. and α% level of significance 

 D)           F iv)          α% level of significance 

 

a) A)- iii , B)- iv , C)-i , D)-ii 

b) A)- iii, B)- i , C)-ii , D)-iv 

c) A)- iv , B)- iii , C)-i , D)-ii 

d) A)-iv , B)- iii, C)- ii, D)-i 

 

64) Draw the conclusion if   

Null hypothesis: The mean length of the tables produced by the company is 120 cm. 

(i.e. Ho:μ= 120) 
Alternate hypothesis: the mean length of the tables produced by the company is greater 

than 120 cm. (i.e. H1:μ> 120) 
A Sample of 26 table with mean length of 120.6 cm and s.d.= 1.002 cm 

Use t- table value = 2.06 at 5% level of significance and 25 d.f. 

 

a) Null hypothesis is rejected and mean length of tables produced from company is of 

greater than 120cm. 

b) Null hypothesis is  not rejected and mean length of tables produced from company is 

of  length  120cm. 

c) Neither (a) nor (b) 

d) None of the above 

 
65)

 _____________ is the only test used for both parametric as well as non-parametric 

testing of hypothesis.
 

a) χ2
 – test      b) t –test         c)  z – test         d) F- test 

 

66)  Eight patients were tested for hemoglobin level and a diet plan was implemented to 

improve the hemoglobin level in them. Readings were obtained before and after the 

implementation of diet plan. To study the effectiveness of diet plan which test is being 

used? 

a) Median test                b) χ2
 – test           c) paired t- test             d) z-test 
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67) A study was carried on VI class students to know the best teaching technique. Three 

parallel classes VI-A, VI-B and VI-C were selected and three different techniques T1, T2 

and T3 respectively were used to teach them mathematics. After the implementation of 

these three techniques to different groups an achievement test was carried out. Researcher 

wants to test whether mean score of all the three classes are significantly same or not? To 

test this claim which data analysis technique should the researcher use? 

a) Mann Whitney U- test                 b) ANOVA 

c) t- test    d) sign test 

68) In  χ2
 – testing for independence of attributes. The null hypothesis is _____________. 

a) The two attributes under the study are independent. 

b) The two attributes under the study are dependent. 

c) The two attributes under the study are unassociated. 

d) Both (a) and (c) are true. 

69) In two sample testing of mean. If the null hypothesis is Ho: μ1 =μ2. It means 
that____________________. 

a) There is no significant difference between the means of two populations. 

b) There is a significant difference between the means of two populations. 

c) Mean of  population -1 is equal to the mean of  population -2. 

d) None of the above. 

70) In a one sample problem for testing the mean scores of X - class students in English 

subject following information is obtained.                                                                                                           

Ho: μ= 68   H1:μ>68 

N=60, Zcal= 6.44 , Ztab= 1.6449 at 5% level of significance. Then, 

  

a) Null hypothesis is rejected at 5% level of significance and concluded that mean score 

of the class X students in English subject is significantly higher than score 68. 

b) Null hypothesis is not rejected at 5% level of significance and concluded that mean 

score of the class X  students in English subject is  not significantly different than 68. 

c) Cannot conclude from the given information. 

d) None of the above. 

 

________________________*********************************_____________________ 
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Appendix: III  

RATING SCALE ON COOPERATIVE LEARNING 

Name of the Student: 

Name of the Institution: 

Kindly register your level of agreement by putting tick (√ ) in the provided space 

against each statement on a five point scale. 

Sl.No. Components of Cooperative 

learning 

Strongly 

Agree 

Agree Undecided Disagree Strongly 

Disagree 

1. POSITIVE 

INTERDEPENDENCE 

     

i.  Every member was having 

positive outlook to accept the 

task. 

     

ii.  Every member helped each 

other to complete the task. 

     

iii.  Every member was fully 

involved in the task. 

     

iv.  Every member respected the 

other ones. 

     

v.  Encouragement and support 

were provided mutually. 

     

vi.  All the members converged 

on the solution. 

     

2. EQUAL PARTICAPTION      

i.  All members were involved to 

achieve the task. 

     

ii.  Every member was treated 

equally. 

 

     

iii.  Participation in team brought 

self confidence and 

fearlessness. 

     

iv.  Every member participated 

and presented. 

     

3. FACE TO FACE 

PROMOTIVE 

INTERACTION 

     

i.  Members posed questions to 

each other. 
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ii.  Members listened to each 

other. 

     

iii.  All the members got chance 

to express their ideas to one 

another. 

     

iv.  There was discipline during 

the interaction. 

     

v.  Members discussed in-depth 

to understand thoroughly. 

     

vi.  Members were probing 

deeply together. 

     

vii.  Members were explaining 

thoroughly. 

     

viii.  Very often interactions 

occurred during presentations. 

     

4. INDIVIDUAL 

ACCOUNTABILITY 

     

i.  Students were always 

interested in learning in 

cooperative setup. 

     

ii.  Every member of the team 

was eager to complete the 

task. 

     

iii.  Every one accepted the 

assigned role in the team. 

     

iv.  Every one completed the 

accepted task. 

     

v.  Every one contributed ideas, 

thoughts and suggestions to 

the team. 

     

vi.  Members helped other team 

members if they faced 

difficulty. 

     

vii.  Personal assignments were 

completed regularly. 

     

viii.  Everyone got chance to 

represent their own team in 

the presentation. 

     

ix.  All were regular in the class.      

5. APPROPRIATE USE OF 

COLLABORATIVE 

SKILLS 

     

5.1 LEADERSHIP      

i.  All the team members were 

engaged in the completion of 

task. 
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ii.  The team members were 

treated respectfully. 

     

iii.  All the team members 

observed high moral. 

     

iv.  Tasks were distributed 

properly among the team 

members. 

     

v.  Conducive environment of 

learning was created. 

     

vi.  Time was managed properly.      

vii.  Suggestions of all the 

members were considered. 

     

viii.  Team members were properly 

instructed. 

     

ix.  It was a collective learning 

through participatory 

approach. 

     

5.2 COMMUNICATION      

i.  Interactions were done in a 

healthy learning environment. 

     

ii.  Every member was free to ask 

and respond to the questions. 

     

iii.  Every member got chance to 

express the ideas. 

     

iv.  Members were free to interact 

in different languages (Hindi, 

English & Guajarati). 

     

v.  Members paid attention to the 

speaker. 

     

5.3 TRUST BUILDING      

i.  Members were ready to work 

in randomly selected teams. 

     

ii.  All members were allowed to 

express their ideas. 

     

iii.  Ideas of all were used to solve 

a problem. 

     

iv.  There was full faith in the 

work done by others. 

     

v.  Other’s explanations were 

relied on. 

     

vi.  Team work was fully 

observed. 

     

vii.  Credit of success/failure was 

attributed to all members of 

the team. 
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5.4 DECISION MAKING      

i.  All the ideas were 

comprehended to arrive at a 

common solution. 

     

ii.  Team members were directed 

to carry out the distributed 

task. 

     

iii.  Results were drawn by   

summarizing the work of all 

team members. 

     

5.5 RESOLVING CONFLICTS      

i.  All were made emotionally & 

mentally ready to work in a 

team. 

     

ii.  Members were convinced 

logically on their arguments. 

     

iii.  Necessary arrangements were 

made to work in a team. 

     

iv.  Conflicts were resolved 

amicable. 

     

6. GROUP PROCESSING      

i.  New teams were constituted 

in the progressive class. 

     

ii.  Members were selected 

randomly for team formation. 

     

iii.  Team goals and objectives 

were made clear to all the 

team members. 

     

iv.  Each team work was assessed 

periodically by the teacher. 

     

v.  Actions facilitating learning 

in this setup were promoted. 

     

vi.  Futile actions were dropped.      
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Appendix: IV 

List of Experts for Tools Validation 

1. Prof. D.R. Goel 

Department of Education (CASE & IASE) 

Faculty of Education and Psychology 

The Maharaja Sayajirao University of Baroda 

Vadodara, Gujarat 

 

2. Prof. Chhaya Goel 

Department of Education (CASE & IASE) 

Faculty of Education and Psychology 

The Maharaja Sayajirao University of Baroda 

Vadodara, Gujarat 

 

3. Prof. Mahesh Yagnik 

MB Patel College of Education 

Sardar Patel University  

Anand, Gujarat 

 

4. Prof. K. Muralidharan  

Department of Statistics  

Faculty of Education and Psychology 

The Maharaja Sayajirao University of Baroda 

Vadodara, Gujarat 

 

5. Associate Professor Sangita J. Parikh 

Department of Statistics  

Faculty of Commerce 

The Maharaja Sayajirao University of Baroda 

Vadodara, Gujarat 

 

6. Assistant Professor Arti Manish Khabia 

Faculty of Commerce 

The Maharaja Sayajirao University of Baroda 

Vadodara, Gujarat 
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7. Assistant Professor Rina M. Shah 

Faculty of Commerce 

The Maharaja Sayajirao University of Baroda 

Vadodara, Gujarat 

 

8. Assistant Professor Pratima Bavagosai 

Faculty of Commerce 

The Maharaja Sayajirao University of Baroda 

Vadodara, Gujarat 

 

9. Teaching Assistant Vaishali V. Mehta 

Faculty of Commerce 

The Maharaja Sayajirao University of Baroda 

Vadodara, Gujarat 
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Appendix: V 

Attendance Record of Students 
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Appendix: VI 

List of Resources for Learning 

 Books in Library 

Aggarwal, Y.P. (1998).  Statistical Methods Concept, Application and Computation. New Delhi:  

Sterling Publishers (Pvt.) Ltd.  

Best, J.W., & Kahn, J.V. (2009). Research in Education. New Delhi: Prentice Hall of India Pvt. 

Ltd. 

Creswell, J.W. (2011). Educational Research: Planning, conducting, and Evaluating, Quantitative 

and Qualitative Research. New Delhi : PHI learning Pvt. Ltd.  

Creswell, J.W. (2011). Educational Research: Planning, conducting, and Evaluating, Quantitative 

and Qualitative Research. New Delhi: PHI learning Pvt. Ltd.  

Fox, D. J. (1969). The Research Process in Education. New York: Holt Rinchart and winstoninc. 

Garrett, H.E. (1966). Introduction to Statistics in Psychology and Education. New York: 

Longman’s Green and Co. 

Gay, L.R., Mills, G. E., & Airasian, P. (2009). Educational Research. Competencies for Analysis 

and Applications. New Jersy: Merrill and Pearson. 

Ghose, B. N. (1969). Scientific Method and Social Research. New Delhi: Sterling publisher Pvt. 

Ltd. 

Graziano, M. & Raulin, M. (1980). Research Methods, A process of Inquiry. New York:  Harper 

and Row. 

Guilford, J. P. (1978). Fundamentals of Statistics in Psychology and Education. New York: 

Mcgraw Hill Series. 

Gupta, I. C. (2010). Business Statistics. Himalaya Publishing House. 

 Hogg, R.V., Mckean, J.W. & Craig, A.T. (2012). Introduction to Mathematical Statistics. 

Pearson Education India. 

Hollander, M., Wolfe, D.A. & Chicken, E. (2014). Nonparametric Statistical Methods. Wiley 

Publication. 

Kapoor, S. C. (2014). Fundamentals of Mathematical Statistics. Sultan Chand and Sons. 

Kapoor, V. (2019). Modern Approach to Fundamentals of Statistics for Business and Economics. 

Sultan Chand and Sons. 
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Keeves, J. P. (Ed.) (1990). Educational Research Methodology and Measurement: An 

International Handbook. New York: Pargamon Press. 

Kerlinger, F.N. (1967). Foundations of Behavioural Research, Education and Psychological 

Inquiry. New York: Richard and Winston. 

Lovell, K. & Lawson, K.S. (1970). Understanding Research in Education. London : University of 

London. 

Mangal, S. K. (2002). Statistics in Psychology and Education. PHI Learning Pvt. Ltd.  

Mann, P. S. (2010). Introductory Statistics. Wiley. 

Mouly, G.T. (1963). The Science of Educational Research. New Delhi: Eurasia Publishing 

House. 

Nagar, A. (1985). Basic Statistics. OUP India. 

Prasant Kumar, G. A. (2018). Introduction to Statistics Including Statistics Practical.Academic 

Publishers. 

Sharma, J. K. (2014). Business Statistics . Vikas Publishing House. 

Singh, K. (2001). Methodology and Techniques of Social Research. New Delhi: Kanishka 

publishers. 

Travers, R.M. (1969). Introduction to Educational Research. London: Macmillan Publishing Co. 

Tuckman, B.W.(1972).Conducting Fundamental  Research. New York: Harcourt Brace 

Javonovich Inc. 

Van, D.B., and Meyer, W.J. (1962).Understanding Educational Research: An introduction. New 

York: Mcgraw Hill Book Company. 

 

 Online e-books (free to download) in Pdf format 

Leon, R.V. (2004). Unit 14: Nonparametric Statistical Methods. Statistics 571: Statistical 

Methods. web.utk.edu. https://web.utk.edu/~leon/stat571/2004SummerPDFs/571Unit14.pdf 

Rao, S.R. (2015). Business research methodology by SRINIVAS R Rao. Free-

eBooks.net. https://www.free-ebooks.net/business-textbooks/Business-Research-

Methodology 

Scanlan,C.L. (n.d.). Introduction to Nonparametric statistics. Academia.edu - Share 

research. https://www.academia.edu/7805173/Introduction_to_Nonparametric_Statistics?s

=t 

https://web.utk.edu/~leon/stat571/2004SummerPDFs/571Unit14.pdf
https://www.free-ebooks.net/business-textbooks/Business-Research-Methodology
https://www.free-ebooks.net/business-textbooks/Business-Research-Methodology
https://www.academia.edu/7805173/Introduction_to_Nonparametric_Statistics?s=t
https://www.academia.edu/7805173/Introduction_to_Nonparametric_Statistics?s=t
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Sheskin, D.J. (2000). Handbook of PARAMETRIC and NON-PARAMETRIC STATISTICAL 

PROCEDURES. Fakultas MIPA dan Kesehatan. https://fmipa.umri.ac.id/wp-

content/uploads/2016/03/David_J._Sheskin_David_Sheskin_Handbook_of_ParaBookFi.or

g_.pdf 

Sprent, P.& Smeeton, N.C. (2001). Applied Nonparametric Statistical 

Methods. https://spu.fem.uniag.sk/cvicenia/ksov/prokeinova/Business%20Statistics%20and

%20Econometrics/Literature/20089702653110.pdf 

 

Kanji, G.K. (2006). 100 statistical tests : Kanji, Gopal K : Free download, borrow, and 

streaming : Internet archive. Internet 

Archive. https://archive.org/details/100statisticalte0000kanj 

Kothari, C.R. (2004). Research Methodology: Methods and Techniques. Tarbiat Modares 

University. https://www.modares.ac.ir/uploads/Agr.Oth.Lib.17.pdf 

Dowdy, S., Wearden, S.& Chilko, D. (2015, April 5). Statistics for research - PDF free 

download. epdf.pub. https://epdf.pub/statistics-for-research.html 

Singh, Y.K. (2015, April 21). Fundamental of research methodology and statistics - PDF free 

download. epdf.pub. https://epdf.pub/fundamental-of-research-methodology-and-

statistics.html 

Kothari, C.R. (2015, September 15). Research methodology: Methods and techniques - PDF 

free download. epdf.pub. https://epdf.pub/research-methodology-methods-and-

techniques.html 

Beins, B.C. & McCarthy, M.A. (2015, November 19). Research methods and statistics - PDF 

free download. epdf.pub. https://epdf.pub/research-methods-and-statistics.html 

Hesse, C.A., Ofosu, J.B. & Nortey, E.N. (2018, January 24). (PDF) Introduction to 

nonparametric statistical methods. 

ResearchGate.  https://www.researchgate.net/publication/322677728_INTRODUCTION_T

O_NONPARAMETRIC_STATISTICAL_METHODS 

 

 

https://fmipa.umri.ac.id/wp-content/uploads/2016/03/David_J._Sheskin_David_Sheskin_Handbook_of_ParaBookFi.org_.pdf
https://fmipa.umri.ac.id/wp-content/uploads/2016/03/David_J._Sheskin_David_Sheskin_Handbook_of_ParaBookFi.org_.pdf
https://fmipa.umri.ac.id/wp-content/uploads/2016/03/David_J._Sheskin_David_Sheskin_Handbook_of_ParaBookFi.org_.pdf
https://spu.fem.uniag.sk/cvicenia/ksov/prokeinova/Business%20Statistics%20and%20Econometrics/Literature/20089702653110.pdf
https://spu.fem.uniag.sk/cvicenia/ksov/prokeinova/Business%20Statistics%20and%20Econometrics/Literature/20089702653110.pdf
https://archive.org/details/100statisticalte0000kanj
https://www.modares.ac.ir/uploads/Agr.Oth.Lib.17.pdf
https://epdf.pub/statistics-for-research.html
https://epdf.pub/fundamental-of-research-methodology-and-statistics.html
https://epdf.pub/fundamental-of-research-methodology-and-statistics.html
https://epdf.pub/research-methodology-methods-and-techniques.html
https://epdf.pub/research-methodology-methods-and-techniques.html
https://epdf.pub/research-methods-and-statistics.html
https://www.researchgate.net/publication/322677728_INTRODUCTION_TO_NONPARAMETRIC_STATISTICAL_METHODS
https://www.researchgate.net/publication/322677728_INTRODUCTION_TO_NONPARAMETRIC_STATISTICAL_METHODS


177 

 

Appendix- VII 

Lesson Designs 

Announcement of topic in Class: This announcement was made three days prior to the class. 

For the coming class read about Graphs, their types and applications.  

Lesson No.1: Graphs 

 

Teaching Points:  

 Histogram 

 Frequency polygon 

 Frequency curve 

 Cumulative frequency Curve / Ogive curve 

Instructional Objectives:   

After completion of this class students will be able to  

i. List various types of graphs. 

ii. Distinguish among various types of graphs. 

iii. Use various types of graphs. 

iv. Interpret the drawn graph and trace useful information from them. 

Lesson Presentation: 

[Tr: Teacher and St: student] 

Tr: How many ways in print form information can be presented? 

St: Through text. 

St: With the help of tables. 

St: using graphs, charts and pictures or figures. 

Tr: Yes, you all are true we can represent information by text, pictures, tables, graphs and charts. 

Tr: Have you ever used graph? If yes, name them. 

St: Histogram, Frequency polygon, Frequency curve and Cumulative curve or Ogive curve. 

Tr: Yes, you are true. Now, when do we use histogram? 

St: Histogram is used to plot the frequency of score occurrences in a continuous data set that has 

been divided into classes, called bins. 
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Tr: Very true. Do you know we can trace the value of mode from the histogram? 

(if no one responded then only teacher will explain this and respond otherwise teacher will bring 

the discussion to the conclusion. 

Tr: Draw a histogram for the following data and trace the value of mode from it. 

Marks 20-30 30-40 40-50 50-60 60-70 70-80 80-90 90-100 

No. of Students 12 34 45 55 43 47 57 32 

St:  

 

Choose the column of maximum frequency and join the corner of adjutant columns as shown 

above. Where so ever these two lines intersect, draw a perpendicular from that point of 

intersection to the X- axis, read that value where it touches the X- axis.  Here the value is 83. So 

the mode value is 83.  

St: Madam, if there are two columns of same maximum heights then how to trace mode value 

from the histogram? 

Tr: In that case there will be two modes. Both the columns will be used for tracing mode values. 

Such data where two modes exist we call them as bimodal data. 

Now how do you draw frequency polygon for the same data given above? 

St: (students will draw the following graph) 
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Tr: You have rightly plotted the points of data at the mid - point of the classes given in the data. 

And you have also joined the end points of the curve with the x-axis.  

Can you draw frequency curve for the same data? 

St: Yes madam! 

Tr: What change will you make in drawing frequency curve? 

St: In frequency curve we have to join the points with a smooth hand curve instead of joining 

points with line segments. 

Tr: You are absolutely right. So now draw the frequency curve for the same data. 

St: (students will draw this graph) 
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Tr: Good. Now do you know we can also trace partition values like quartiles, deciles and 

percentiles from a graph? 

St:There may be right response. (But in case students don’t know about this teacher will explain 

it with the help of an example.) 

Tr: Cumulative frequency curve is also known as Ogive curve. 

Where we can trace decile, quartile and percentile values from the graph. 

Following calculation is required for that: 

Qi = i*(N/4) 

Di =  i*(N/10) 

Pi =  i*(N/100) 

Here Q2 = 2 *(325/4) = 162.5   is traced on Y axis and meet the less than type curve and then 

perpendicular is drawn to meet X- axis and obtained value for Q2 is 64.  

D2 = 2 *(325/10) = 65 is traced on Y axis and meet to the less than type curve and then a 

perpendicular is drawn to meet X- axis. This will meet the X-axis at a point, say here 43. 

Similarly for P70 = 70*(325/100) = 227.5 is traced on Y axis and meet to the less than type curve 

and then perpendicular is drawn to meet X- axis.So, the obtained value for P70 is 81.  

 

 

Tr: Now interpret the values Q2= 64, D2= 43 and P70= 81. 

c

f 

Marks  



181 

 

St: Q2= 64 means that 50% of the students have scored more than 64 score and rest 50% of the 

students have scored less than 64 score. 

St:  D2= 43 means that 20% of the students in class have scored less than 43 score or we can also 

state that 80% of the students have more than 43 score. 

St: P70=81 means that 70 % of the students have scored less than 81 score or 30 % of the students 

have more than 81 score. 

Tr: Yes you all are right.  

 

Now students will be grouped in 5 or 6 members per group and group task will be allotted for 

each group. 

 

Task allotment for each group: 

1. Construct frequency distribution for the following data and draw Histogram. Also trace 

the value of Mode from the histogram. 

 

For Group No. 1, 3, 5 

78 98 88 78 79 78 89 89 90 90 

77 79 87 76 67 78 79 98 92 84 

25 84 84 46 77 83 45 34 34 34 

45 56 54 57 67 68 77 77 67 69 

45 46 57 58 67 78 79 70 45 45 

45 34 45 46 57 58 78 79 70 56 

34 45 56 76 6 63 61 52 48 49 

23 43 4 41 45 34 65 28 63 45 
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For Group No. 2, 4, 6 

30 23 45 42 65 62 31 39 47 45 

34 23 34 23 20 21 04 34 32 22 

45 21 67 67 29 36 3 33 12 34 

44 22 35 23 64 55 35 33 54 51 

44 49 46 45 34 33 34 56 15 16 

57 23 45 46 65 42 23 14 24 24 

67 43 34 24 21 65 60 12 14 25 

17 45 44 34 31 32 353 61 37 41 

 

(All Groups) 

2. Construct frequency distribution for the following data and draw Ogive curve. Also trace 

the following partition values from the Ogive curve and interpret them:  

Q1, Q2,  D4 , D7, P 35, P65 

12 24 33 33 23 34 42 43 23 34 

35 44 54 53 32 33 33 43 42 32 

25 27 3 7 38 29 35 36 47 34 

32 34 35 33 45 46 47 46 45 34 

35 36 44 45 43 24 35 43 44 44 

24 34 14 15 16 23 24 25 35 45 

46 42 41 41 32 43 52 4 3 43 

 

Presentation and Discussion: 

After group work one student from each group presents their task. Depends upon the 

presentation teacher recapitulates and concludes the class. At the end teacher will give 

assignment to the students. Assignment work related to this topic is mentioned in the appendix- 

VIII. 

Announcement of topic in Class: This announcement was made two days prior to the class. For 

the coming class read about charts, their types and applications. 
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Lesson No.2: Charts 

 

Teaching Points:  

 Line Chart 

 Multiple Line Chart 

 Simple Bar Chart 

 Multiple Bar Chart 

 Pie Chart 

 Band chart 

 Percentage Bar Chart 

Instructional Objectives: 

After completion of this class students will be able to  

i. List various types of charts. 

ii. Draw various types of charts. 

iii. Choose an appropriate type of chart to represent information. 

Lesson Presentation: 

Tr: For the following information suggest suitable charts which can represent this information in 

a meaningful way.    

 Looking upon the given data if students will be able to identify the appropriate chart to 

be used then it will be fine otherwise teacher will suggest the chart and describe the cause 

of its selection. 

 Students may face difficulty in selection of Axis in the charts. Where mutual discussion 

among students and if needed teachers intervention may be employed. 
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(a) 

Year No. of students admitted in M.Ed. Course in Gujarat 

2010 230 

2011 245 

2012 243 

2013 265 

2014 168 

2015 157 

2016 140 

2017 190 

2018 210 

2019 240 

St:  

 

 

Tr: When to draw a simple line chart? 

St: Line graphs are used to track changes over short and long periods of time. When smaller 

changes exist, line graphs are better to use than bar graphs. Line graphs can also be used to 

compare changes over the same period of time for more than one group. 
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(b) Tr: 

Year 

No. of students admitted in 

M.Ed. Course in Gujarat 

No. of students admitted in B.Ed. 

Course in Gujarat 

2010 230 2190 

2011 245 2297 

2012 243 2195 

2013 265 2405 

2014 168 2456 

2015 157 1678 

2016 140 1576 

2017 190 1402 

2018 210 1365 

2019 240 1673 

 

St:  

 

 

Tr: When to draw a multiple line chart? 
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St: A multiple line graph shows the relationship between independent and dependent values 

of multiple sets of data. Usually multiple line graphs are used to show trends over time. In the 

graph, each data value is represented by a point in the graph that are connected by a line 

(c)  

Items Expenditure of Project (Rs) 

Planning 120000 

Execution 1500000 

Materials 40000 

Stationary 65000 

Human Resource 200000 

Evaluation 100000 

Miscellaneous  50000 

Total 2075000 

 

 

 

Tr: When to draw a pie chart? 

St: Pie charts are best to use when we are trying to compare parts of a whole. 

Tr: Yes, you are absolutely right. When we want to compare the component of a whole in terms 

of proportion or percentage we use pie chart.  
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(d) Tr: 

Items 

Expenditure of Project  

(A) 

Expenditure of Project  

(B) 

Planning 120000 150000 

Execution 1500000 2200000 

Materials 40000 35000 

Stationary 65000 80000 

Human Resource 200000 250000 

Evaluation 100000 85000 

Miscellaneous  50000 30000 

Total 2075000 2830000 

 

St: 

 

 

St: Madam, can we use two pie charts to represent the above information? 

Tr: You can use two pie charts but for comparison purpose Percentage Bar chart is more 

advisable rather making two pie charts. If you want to represent the expenditures of two separate 
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projects where you don’t want to compare the two project’s expenditures, just for showing their 

within bifurcation of expenditure in each project in different components two separate pie charts 

can be use. Now suggest chart for the following data: 

(e)  

Result of Students in Maths Subject in X- Board Exams 

Class / Strength of students X - A X - B X – C 

No. of Students Passed 65 47 54 

No. of Students Failed 4 6 5 

 

St: 

 

St:                                                                      Or 
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Tr: You can see the two charts shown above. Both are expressing the same information but 

different charts are used. In the first chart multiple bar chart is used and in the second chart 

percentage bar chart is used. In the multiple bar chart absolute data values are used where as in 

Percentage bar chart relative values are used to compare the data values. Depends upon the 

requirement of the reader different charts can be used to explain the context by the write. So for a 

same data multiple charts can be used. It depends upon the nature and demand of the writer to 

choose and use a chart. But the chosen chart should be meaningful enough to explain the intact 

information in pictorial form. 

 (f) Tr: 

Investment of Finance in Company in Crores of Rupees 

Quarters/ 

Branches Q1 Q2 Q3 Q4 

Branch  A 1.2 2.2 4.3 6.8 

Branch  B 2.1 3.5 4.8 7.5 

Branch  C 1.3 3.6 4.6 6.9 

Branch  D 3.1 4.6 7.1 9.4 

 

St: 

 

St: Madam, here can we use Multiple Bar Chart? 
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Tr: Yes, why not? Just draw a multiple Bar chart for this data. 

St: 

 

 

You can use Band char as well as Multiple Bar chat. It depends upon the requirement of the 

writer. If you want to compare the investment of each quarter then Band chart is more suitable 

but if you wants to compare investment of finance in each branch per quarter than Multiple Bar 

chart is more efficient. 

There are many more charts available to us for representing data. These are few charts which are 

often in use.  Therefore I chose these few charts you can explore more and use different charts. 

For a same data multiple charts can be formed. The nature of data available and the purpose of 

study decide the appropriateness in selection of chart for a problem.  

Now students will be grouped in 5 or 6 members per group and group task will be allotted for 

each group. 

 

Task allotment for each group: 

1. Use the appropriate chart to represent the following data: 

(a) Group No: 1, 3, 5 

Roll No. of Student 1 2 3 4 5 6 7 8 9 

% of marks  70 62 86 54 52 69 70 76 85 

 

1.2 

2.2 

4.3 

6.8 

2.1 

3.5 

4.8 

7.5 

1.3 

3.6 

4.6 

6.9 

3.1 

4.6 

7.1 

9.4 

0

1

2

3

4

5

6

7

8

9

10

Q1 Q2 Q3 Q4

In
v

e
st

m
e

n
t 

o
f 

F
in

a
n

ce
  

Quarters 

Multiple Bar Chart 

Comparison of Investment of Finance in Different Branches of 

Company 

Branch  A

Branch  B

Branch  C

Branch  D



191 

 

(b) Group No. 2, 4, 6 

Roll No. of Student 1 2 3 4 5 6 7 8 9 

Marks  in Biology Practical Exam 40 42 36 47 37 43 47 36 36 

Marks in Physics Practical Exam 43 43 42 43 39 48 43 33 35 

Marks in Chemistry Practical 

Exam 

45 47 41 44 32 49 32 39 32 

 

(c)  Group: 1, 3, 5 

Date 10/2 11/2 12/2 13/2 14/2 15/2 16/2 

Maxi. Temp. of Delhi city 17 °C 18 °C 18.5°C 19°C 21°C 22.6°C 24°C 

 

            (d) Group: 2, 4, 6 

Items  Expenditure of National Seminar (‘00000 Rs.) 

TA 9 

DA 1 

Accommodation 1.5 

Catering 3 

Stationary 1.3 

Publications 1.7 

Decoration 0.09 

Miscellaneous 0.05 

 

Presentation and Discussion: 

After group work one student from each group presents their task. Depending upon the 

presentation the teacher recapitulates and concludes the class. At the end teacher will give 

assignment related to the present topic to the students. Assignment work related to this topic is 

mentioned in the appendix- VIII. 

 

Announcement of topic in Class: This announcement was made two days prior to the class. For 

the coming class read about Measures of Central Tendency – Mean, Median and Mode. 
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Lesson No.3: Measures of Central Tendency 

 

Teaching Points:  

 Mean 

 Median 

 Mode  

Instructional Objectives:   

After completion of this class students will be able to: 

i. Define Mean, Median and Mode. 

ii. State the properties of Mean, Median and Mode. 

iii. Identify the best suitable measure of central tendency among mean, median and mode for 

a given data. 

iv. Calculate Mean, Median and Mode for Grouped and Ungrouped data. 

v. Interpret the obtained value of Mean, Median and Mode in context of given problem. 

Lesson Presentation: 

Tr: What are the different measures we use to calculate average? 

St: Mean. 

Tr: Else. 

St: Median, Mode. 

Tr: Among these measures of average mean is most exploited measure of average or central 

tendency of data. Do you know why? 

(Some student may answer this question but in case students would not answer then teacher will 

reply this.) In order to understand this first we need to understand the requisites of an ideal 

measure of an average. 

i. It should be easy to understand, easy to calculate. 

ii. It should be well defined and most appropriate. 

iii. It should be based upon all observations. 

iv. It should not be affected by extreme values. 

v. It should not be influenced by fluctuations of sampling. 

vi. It should be useful for the purposes of further algebraic analysis. 
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Now among the above mentioned requisites which one (mean, median or mode) satisfies the 

most? 

St: Mean satisfy most of the requisites.  

Tr: Yes! You are true. That is why Mean is used at most. Only it cannot be saved himself from 

the effect of extreme values in the data. Now define mean, median and mode? 

St: Mean: It is the quantity obtained by sum of all observations divided by the total number of 

observations. 

St: Median: It is the middle most value of the data in an arranged set of data.  It divides the data 

array into two equal parts.  

St: Mode: it is the most frequent occurring value in the data. 

Tr: Yes, you all are right. For the following Raw score/ Ungrouped data how you will you 

calculate Mean, Median and mode?  

Scores of Viva-Voce Exam: 

23 24 32 34 33 33 25 26 

32 36 37 38 33 21 23 24 

St:       

Mean 
N

x
x
  

   = 474 / 16 

   = 29.625 

Median  M = value of  nobservatio
N

th







 

2

1
            [ when  N is odd] 

                =value of  
2

1
22 















 






 








nobservationobservatio
NN

thth

   [when N is even] 

 

Here n= 16 and data is arranged in increasing order: 

21 23 23 24 24 25 26 32 32 33 33 33 34 36 37 38 
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M= (8th observation +9th observation)/2 

   = (32 + 32) / 2 = 32 

Mode Z = Number which is repeated maximum times in the data series. 

 Here Mode Z = 33                               [as 33 is repeated maximum times in the data series] 

Tr: Yes, you all are right. But how will u interpret these values? 

St: Mean: The average score of 16 students in Viva – Voce Practical Exam is 29.625. 

Or 

On an average students have scored 29.625 score in Viva – Voce Practical Exam. 

Tr: How will you interpret Median value? 

St: Median is the middle most value of data which divides the data in two equal  parts.  

Tr: Can you try to interpret this Median value in the given context? 

St: Half of the students have scored more than 32 score in Viva – Voce Practical Exam. 

Tr: Good. Here Median is 32 which means that 50% of students in the class of 16 students have 
scored more than 32 and rest 50% students have scored less than the 32 score. 

And how would you interpret mode value? 

St: Here mode is 33 which can be interpreted as, mostly students have scored 33. 

Tr: Yes, it’s true. 33 is the most repeated value. Now calculate the Mean, Median and Mode for 
the following grouped data (discrete frequency data) and interpret the values also:  

Given the following age frequency distribution of 10th standard students of a particular school. 

 

Age (Years)  13 14 15 16 17 

Number of Students 2 5 13 7 3 
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St: Here Variable involved is ages of 10th standard students. While the number of students’ 
represents frequencies. 

Ages (Years) 
x 

Number of Students 
f 

fx Cf 

13 2 26 2 

14 5 70 7 

15 13 195 20 

 16 7 112 27 

17 3 51 30 

Total 30 454  

 

        Mean of X =   




f

fx
x  

               year13.15
30

454


 

On an average the age of X standard students is 15.13 years. 

 

Median M nobservatio
N

th







 


2

1
 

[First we form a cumulative frequency distribution and median is that value which 

corresponds to the cumulative frequency in which nobservatio
N

th







 

2

1
 lies.] 

 

Median M=  (30 + 1)/2 = 15.5th observation =  15  

There are 50% of students whose age is more than 15 years in this group of students. 

 

Mode Z = Mode is calculated by inspecting the given data. We pick out that value which 

corresponds to the maximum frequency. 
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Mode Z= 15     

In this group mostly students are of 15 years of age. 

Tr: All the calculations and interpretation are correct. Now if you have grouped data with 

continuous frequency distribution then how will you find mean, median and mode values for the 

data. Let us find mean, median and mode values for the following continuous frequency 

distribution data:  

The following data shows distance covered by 100 persons to perform their routine jobs. 

Distance (Km)  0-10 10-20 20-30 30-40 

Number of Persons 10 20 40 30 

 St: Here the variable involved is “distance covered”. While the “number of persons” Represent 
frequencies. 

Distance (Km) Number of Persons (f) Mid Points (x) Fx 

0-10 10 5 50 

10-20 20 15 300 

20-30 40 25 1000 

30-40 30 35 1050 

Total 100   2400 

 

Mean  



f

fx
x        

 

km24
100

2400
  

Here mean is 24 km which interprets that on an average people travel 24 km to perform their 
routine jobs. 

Tr: Yes, you are absolutely right. It means that 24 km is the average distance travelled by people 
to perform their routine jobs. 

Now for the same data calculate median and mode also. 
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Median: For this we require to calculate cumulative frequencies of less than type. After than we 

calculate N / 2, with its help we determine the class whose cumulative frequency is nearly equal to 

N /2. This class is known as median class. Then, the median is calculated by the following formula: 

        Median = h
f

N

l
c f







 

 2
 

Where    l = lower bound of median class 

  Cf = cumulative frequency of class prior to median class. 

   f = frequency of median class. 

    h = class width. 

Mode is calculated by inspecting the given data. We pick out that value which corresponds to the 

maximum frequency. 

 

St:  

Distance (Km) Number of Persons (f) Cf  

0-10 10 10 

10-20 20 30 

20-30 40 70 

30-40 30 100 

Total 100  

 

        N/2 =100/2 = 50 

        M= 20 + (50-30)* 10/40 

           = 25 

Here median is 25 which mean that 50 % people travel more than 25 km to perform their routine 

jobs and rest 50 % people are such which travel less than 25 km to perform their routine jobs. 
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Mode: We first find the Modal Class, the class with the highest frequency then mode 

wecalculate from the modal class using the formula given below: 

 

L : lower class bound of the modal class  

f1: frequency of the modal class  

f0: frequency of the class before the modal class in the frequency table  

f2: frequency of the class after the modal class in the frequency table 

h: class interval of the modal class 

  

Distance (Km) Number of Persons (f) 

0-10 10 

10-20             20        f0 

20-30             40        f1 

30-40             30       f2 

Total 100 

 

Mode = 20 + [(40-20)* 10/(80-20-30)] =26.666 

Here the mode value is 26.666 which means that most of the people travel 26.66km to perform 

their routine jobs. 

Tr: Now you all are well acquainted with calculation and interpretation of mean, median and 

mode. But how will you decide which measure is best among mean, median and mode measures 

to describe the central value of your data. 
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As you know mean is very much affected by extreme values as it is based upon all the 

observations in the data. So if some extreme observations are found in the data which are 

affecting a lot to the central value of data then mean is avoided and instead of mean median or 

mode can be calculated. Even when end classes are open-ended mean is avoided to be use. And 

again median or mode is more suitable measures. It is also advisable not to use mean as a 

measure of central tendency for qualitative characteristics such as intelligence, honesty, beauty, 

or loyalty. More over mean cannot be located graphically where as median and mode can be 

located graphically. But mean is least affected of sampling fluctuations and It is capable of father 

algebraic treatments it is preferred for measures of central tendency. When quantitative variable 

is taken under study mean is more preferred than other measures of central tendency. 

Let us know the properties of Mean: 

Tr: State the Properties of Arithmetic Mean (Or Mean). 

St: 1.The sum of the deviations of all observations from their arithmetic mean is always zero. 

i.e.   0)( xx  

St: 2. Arithmetic mean is depending on change of origin and scale both.  

That is, if a fixed number is subtracted from each observation, their mean is diminished by this 

number and if each observation is divided by a fixed number, their mean is divided by this 

number.   i.e If Y = a + b X then Y = a + b X . 

 

St: 3. If x1
 and x2

 be arithmetic mean of two groups of observations N1 and N2 then the 

combined mean of these two groups can be computed by 
NN

xNxN
x

21

2211

12 


  

This can also be generalized in the same way for more than two groups of different observations 

having different arithmetic meas. 

Now students will be grouped in 5 or 6 members per group and group task will be allotted for 

each group. 
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Task allotment for each group: (All Groups) 

1. The information regarding the no. of children per family is given in the following table. Find 

the Mean, Median and Mode of the following data. Interpret the values: 

No. of children 0 1 2 3 4 5 

No. of families 3 20 15 8 3 1 

 

2. The frequency distribution of the marks obtained by 100 students in a test of Statistics subject 

is given below. Find the Mean, Median and Mode of the following data and interpret the values: 

Marks obtained 0 - 9 10 – 19 20 - 29 30 - 39 40 – 49 

No. of students 8 15 20 45 12 

 

3. A person had the following monthly bills for electricity. What are the mean and median of the 

collection of bills? 

January $67.92, February $59.84, March $52.00, April $52.50, May $57.99, June $65.35, 

July $81.76, August $74.98, September $87.82, October $83.18, November $65.35, 

December $57.00. 

4. Find the missing information in the following table: 

Group A B C Combine 

Number 10 8 ---- 24 

Mean 20 ---- 6 15 

 

5. Which average would be more suitable in the following cases? 

a) Average size of ready-made garments. 

b) Average intelligence of students in a class. 

c) Average production per shift in a factory. 
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d) The distribution has open end classes. 

[Ans:1. Mode, 2. Median, 3. Mean, 4. Median or Mode] 

6.  A HR team of Civil hospital began a study of the overtime hours of the enrolled nurses. Data 

was taken from fifteen nurses which were selected at random. Following overtime hours 

during Jan  month were recorded:  13,  13,  12,  15,  7,  15,  5,  12,  6,  7,  12,  10,  9,  5,  9. 

        (Answer the following questions) 

i. Average overtime hours of all nurses is _________. 

a) 15 hours 

b) 10 hours 

c) 12 hours 

d) None 

ii. Most of the nurses have done _______ hours of overtime. 

a) 13  

b) 12 

c) 7 

d) None 

iii. ________ Percentage of nurses have done overtime less than or equal to 12 hours. 

a) 73.33 

b) 26.67 

c) 50 

d) None 

iv. 50 % of nurses have done _______hours of overtime. 

a) 9 

b) 10 

c) 9.5 

d) None 

7.   Median can easily be obtained through_____________. 

a) Frequency curve 

b) Frequency polygon 

c) Histogram 

d) Cumulative frequency curves. 

 

Presentation and Discussion: 

After group work one student from each group presents their task. Depending upon the 

presentation the teacher recapitulates and concludes the class. At the end teacher will give 

assignment related to the present topic to the students. Assignment work related to this topic is 

mentioned in the appendix- VIII. 

 

Announcement of topic in Class: This announcement was made two days prior to the class. For 

the coming class read about Measures of Dispersion. 
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Lesson No.4: Measures of Dispersion / Variation 

 

Teaching Points:  

 Absolute measures and relative measures of dispersion 

 Range  

 Quartile Deviation 

 Standard deviation 

 Coefficient of Variation 

Instructional Objectives:   

After completion of this class students will be able to: 

i. Explain the significance of measures of dispersion. 

ii. Differentiate between absolute and relative measures of dispersion. 

iii. Define Range, Quartile Deviation and Standard deviation. 

iv. Calculate Range, Quartile Deviation and Standard deviation for grouped and ungrouped 

data. 

v. Calculate the coefficient of variation for a given data. 

vi. Interpret the value of coefficient of variation for a given data. 

 

 Lesson Presentation: 

Tr: Why do we need to study measures of dispersion? Are measures of central tendency alone 

are not enough to describe the nature of the distribution of data? 

St: I think…. measures of central tendency alone are not enough to describe the nature of the 

distribution of data. I read that measures of dispersion determine reliability of an Average. Is it 

so? 

Tr: Yes! You are right.  Let us take an example to understand it better. 

Following table shows the cricket scores of two batsmen. Compare the performance of the two: 

Match No. Batsman A Batsman B 

1 70 20 

2 50 35 

3 60 28 
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  4 65 194 

5 72 40 

Total 317 317 

Average  317/5 = 63.4 317/5 = 63.4 

 

Looking upon the above situation both the batsmen have scored same total runs hence both the 

averages are same. Now can you tell who has played well? 

St: Definitely A has played well.  

Tr: Why? 

St: Because in every match player A has scored good score where as player B has scored low 

score in almost all the matches except one.  

Tr: Your observation is quite valid. Can we say that player A is more consistent in playing than 

player B.  

St:  Yes. 

Tr: The spread of runs in first series is in between 72 to 50 whereas in series B the spread is in 

between 194 to 20. So the consistency of series first is more or we can say that the variations of 

runs in series first (batsman A) is less compared to variations of series (batsman B) second. So 

we can say that when averages are close enough then for comparing the series of data it is better 

to study the variation of the data also. Now what are different measures to study variation in 

data? 

St: Range 

St: Mean deviation 

St: Quartile Deviation 

St: Standard deviation 

Tr: Else? 

St: (may be no response) 

Tr: The above mentioned measures of variation are true. But all these measures are known as 

absolute measures of variations. In case if you want to compare two series but of different in 

measurement units like comparing butter in gm and milk in liters, wheat in quintals and spices in 

kg etc. now can you use these measures of variation for comparison? 

St: (may be or may not be any response) 
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Tr: For such cases we use relative measures of dispersions. These measures are free from their 

units in which the original data is measured. If the original data is in dollar or kilometers, we do 

not use these units with relative measures of dispersion. These measures are a sort of ratio and 

are called coefficients. Each absolute measure of dispersion can be converted into its relative 

measure. Thus the relative measures of dispersion are: 

i. Coefficient of Range or Coefficient of Dispersion.  

ii. Coefficient of Quartile Deviation or Quartile Coefficient of Dispersion.  

iii. Coefficient of Mean Deviation or Mean Deviation of Dispersion.  

iv. Coefficient of Standard Deviation or Standard Coefficient of Dispersion.  

Coefficient of Variation (a special case of Standard Coefficient of Dispersion)   

Tr: In this class we will learn about Range, Quartile Deviation, Standard deviation and 

Coefficient of Variation. For that let us find Range, Quartile Deviation, Standard deviation and 

Coefficient of Variation for the following raw data (ungrouped data): 

 The wheat production (in Kg) of 20 acres is given below. 

1120, 1240, 1320, 1040, 1080, 1200, 1440, 1360, 1680, 1730, 1785, 1342, 1960, 1880, 1755, 

1720, 1600, 1470, 1750 and 1885. 

 

 

 

 

 

St: Here range = 1960 – 1040 = 920 kg 

The wheat production of 20 acres of land varies in the range of 920 kg. 

The arranged observations are given below: 

1040, 1080, 1120, 1200, 1240, 1320, 1342, 1360, 1440, 1470, 1600, 1680, 1720, 1730, 1750, 

1755, 1785, 1880, 1885, 1960. 

Tr: 

 

Range = Highest value – lowest 

value 
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The quartiles are given by: 

Q1= value of  nobservatio
N

th







 

4

1
 

           Q2= value of  nobservatio
N

th







 

4

1
2  

Q3= value of  nobservatio
N

th







 

4

1
3

      
N: no.of observations of random variable X 

Quartile Deviation Q.D.= (Q3 – Q1)/ 2 

 

St:     Q1= value of  nobservatio

th







 

4

120

 

         =5.25th observation in the arranged data. 

         = 5th observation + 0.25(6th observation - 5th observation) 

         =1240 + 0.25(1320-1240) 

         =1260 kg 

                 Q3= value of  nobservatio

th







 

4

120
3  

          =15.75th observation in the arranged data. 

          =15th observation + 0.75(16th observation -15th observation) 

          =1750 + 0.75(1775- 1750) 

         = 1753.75 kg 

Tr: How do you calculate Quartile Deviation? 
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St: Quartile Deviation Q. D. = (Q3 – Q1)/ 2 = (1753.75 – 1260)/2 = 246.875 

The quartile deviation is 246.875. 

Tr: How do you define Standard deviation? 

Standard Deviation (s.d.) 

The standard deviation is defined as the positive square root of the mean of the square  

deviations taken from arithmetic mean of the data. It is denoted by σ(sigma) and is 

defined as: 

                      

Thus,      σ x =  
N

xx  )(
2

         or        

       
1

2_
2  XX

N


        for ungrouped data

 

 

 

St: Calculation of s.d. 

X X2 

1120 1254400 

1240 1537600 

1320 1742400 

1040 1081600 

1080 1166400 

1200 1440000 

1440 2073600 

1360 1849600 

1680 2822400 

1730 2992900 
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1785 3186225 

1342 1800964 

1960 3841600 

1880 3534400 

1755 3080025 

1720 2958400 

1600 2560000 

1470 2160900 

1750 3062500 

1885 3553225 

1517.9 47699139 

 

s.d. =         
20

47699139
9.1517

2  

    = 284.76 

The s.d. of wheat production is 284.76 kg. 

Tr: What is coefficient of variation? 

St: 

Co-efficient of Variation (C. V.) 

To compare the variations (dispersion) of two different series, relative measures of standard 

deviation must be calculated. This is known as co-efficient of variation or the co-efficient of   

s. d. Its formula is: 

C. V. = 100
x


 

 

Coefficient of variation C.V. = (284.76/1517.9) * 100 = 18.76 % 

The coefficient of variation for wheat production is 18.76% 

Tr: Say for another 20 acres of land the coefficient of variation for rice production is 20.6%. 

Therefore, it means that wheat production is comparatively more uniform as compare to rice 

production. Since  CVwheat <  CV rice.  
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Tr: Now Calculate Range, Quartile Deviation, Standard Deviation and Coefficient of Variation 

for the following (continuous data) grouped data. 

Hb level 
Number of students 

in a X Standard 

9.3 - 9.7 2 

9.8 – 10.2 5 

10.3 – 10.7 12 

10.3 – 11.2 17 

11.3 – 11.7 14 

11.8 – 12.2 6 

12.3 – 12.7 3 

12.8 – 13.2 1 

St:  

The range is 13.2 - 9.3 = 3.9.  

For calculating Quartile Deviation: 

Maximum Load 
(hemoglobin level) 

Number of 

students in a X 

Standard 

Class 

 Boundaries 

Cumulative 
Frequencies 

9.3 - 9.7 2 9.25-9.75 2 

9.8 – 10.2 5 9.75-10.25 7 

10.3 – 10.7 12   10.25-10.75 19 

10.3 – 11.2 17   10.75-11.25 36 

11.3 – 11.7 14   11.25-11.75 50 

11.8 – 12.2 6   11.75-12.25 56 

12.3 – 12.7 3   12.25-12.75 59 

12.8 – 13.2 1   12.75-13.25 60 
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Quartile Deviation: 

If   L1 – U1, L2 – U2, …, Ln – Un  are n  exhaustive and exclusive class of random variable X with 

frequency f1, f2, …, fn respectively, then first find C.F less than type and find i
th quartile class  i.e. 

class having C.F just greater than [i(N/4)].  

Then ith Quartile is given by,                    
 

h
f

Ni
LQ

c f

i 


 4    where, i = 1, 2,3 

 Where,  L  : Lower  boundary of i th quartile class 

 c f
 : C.F of class above i 

th quartile class 

    f   : Frequency of i th quartile class 

           h  : Class width of i th quartile class  

     

     Quartile Deviation: Q.D. = (Q3- Q1)/2 

 

            itemitemofvalueitemvalueof
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           Therefore, Q1 lies in the class 10.25 – 10.75 

          Now     h
f

N

L
c

Q
f




 4
1

 

            Where, L=10.25,    h=0.5,    f = 12,       15
4


N
    and   Cf  = 7 

58.1033.025.105.0
12

715
25.10

1







 

Q
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
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      Therefore,  Q3 lies in the class 11.25 - 11.75 

            Now       
 

h
f

N

L
c

Q
f 


 4

3

3
 

            Where,   L=11.25,    h=0.5,    f = 14,       45
4

3


N
    and  Cf  = 36 

57.1132.025.115.0
14

3645
25.11

3







 

Q                 

   Quartile Deviation: Q.D. = (11.57 – 10.58)/2 = 0.495 

 

Hb level 
Number of students 

in a X Standard (f) 

Mid value  

(X) 

 

fX 

 

fX
2
  

9.3 - 9.7 2 9.5 19 180.5 

9.8 – 10.2 5 10 50 500 

10.3 – 10.7 12 10.5 126 1323 

10.3 – 11.2 17 11 187 2057 

11.3 – 11.7 14 11.5 161 1851.5 

11.8 – 12.2 6 12 72 864 

12.3 – 12.7 3 12.5 37.5 468.75 

12.8 – 13.2 1 13 13 169 

Total 60  665.5 7413.75 

 

Standard Deviation: 

   σ x =   
N

xxf  )(
2

     or     

    
N

1
 

2_
2  XfX

   for grouped data
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     s.d. = σ x =     √ [7413.75  /  60    -   (665.5  /  60)2 ] = 0.7331 

Mean  X   665.5/60 = 11.0917 

Coefficient of Variation =    (0.7331 / 11.0917) * 100 = 6.609% 

Tr: Here you have calculated various values which shows the amount of variation in the data. We 

get range = 3.9, Q.D. = 0.495, s.d. = 0.7331, C.V.= 6.609%. How will you interpret all these 

values for the given problem? 

The range is interpreted as the overall dispersion of values in a data set or, more literally, as the 

difference between the largest and the smallest value in a dataset. The range is measured in the 

same units as the variable of reference and, thus, has a direct interpretation as such. 

The range can only tell you basic details about the spread of a set of data. It gives a rough idea of 

how widely spread out of the most extreme observations are, but gives no information as to 

where any of the other data points lie.  

St: Here range= 3.9 indicates that the hemoglobin level of students  varies in the amount of 3.9 

units.  

Tr: The Quartile Deviation is a simple way to estimate the spread of a distribution about a 

measure of its central tendency (usually the mean). So, it gives you an idea about the range 

within which the central 50% of your sample data lies. When data is open ended quartile 

deviation is the only measure used to study the dispersion of data. For a better understanding, look 

at the representation given below:                                     
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Q.D.  =
Q3 – Q12   

St: Here Q.D. = 0.495, it means 25% of observations of the data lies in the range of 0.495 units.  

Or 

St: We can say that 50% of student’s hemoglobin level lies in the range of 0.99 units. 

Tr: Good.  Now let us understand about Standard deviation. A small standard deviation means 

that the values in a statistical data set are close to the mean of the data set, on an average, and a 

large standard deviation means that the values in the data set are farther away from the mean, on 

an average. Let us take an example to make it more understandable. An IQ test score is 

calculated based on a norm group with an average score of 100 and a standard deviation of 15. 

The standard deviation is a measure of spread, in this case of IQ scores. A standard deviation 

of 15 means 68% of the norm group has scored between 85 (100 – 15) and 115 (100 + 15).  

  

Specifically, if a set of data is normally distributed about its mean, then about 2/3 of the data 

values will lie within 1 standard deviation of the mean value, and about 95/100 of the data values 

will lie within 2 standard deviations of the mean value. 

 St: Here s.d. is 0.7331 which is not a big value which means that the observations of data are not 

much spread from the average value of that data.  

St: It means that 68% of students have hemoglobin level between 10.3586 to 11.8248. 

[i.e. (µ- σ) and (µ+σ)  = (11.0917- 0.7331) and (11.0917 + 0.7331)] 
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Tr: Yes both of you are alright. Now express the meaning of C.V.= 6.609% 

The coefficient of variation shows the extent of variability of data in a sample in relation to 

the mean of the population. The coefficient of variation (CV) is the ratio of the standard 

deviation to the mean. When higher the coefficient of variation, greater is the level of dispersion 

around the mean. It is generally expressed as a percentage. The lower the value of the coefficient 

of variation, the more precise is the estimate. C.V. is generally used to compare two data series 

with different units of measurements. 

St: Here the C.V. is 6.609% which is not a very big in terms of percentage. This means that the 

observations are not much dispersed from mean.  

Tr: Variance is also used as a measure of studying data variation. 

Variance: The term variance was used to describe the square of the standard deviation.  

The concept of variance is of great importance in advanced work where it is possible to 

split the total into several parts, each attributable to one of the factors causing variations 

in their original series. Variance is defined as follows: 

Variance = 
N

xx  )(
2

 

Note : if  Variance V(x) =
N

xx  )(
2

 
 

Then s. d. (σ x ) =   
N

xx  )(
2

 

Thus   V ( x ) =  

 

Now students will be grouped in 5 or 6 members per group and group task will be allotted for 

each group. 

 

http://www.pinkmonkey.com/studyguides/subjects/stats/chap5/s0505501.asp
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Task allotment for each group: 

 Group No. 1, 3, 5 

1.  The following data represents the average prices of gold (in dollars per fine ounce) for the 

years 1981 to 2000.   Find out the range, quartile deviation, s.d . and coefficient of variation . 

Interpret the results. 

460, 376, 424, 361, 318, 368, 478, 438, 383, 385, 363, 345, 361, 385, 386, 389, 332, 295, 280, 

280 

Group No. 2, 4, 6 

2. The following table gives the distribution of wages in the two branches of a factory: 

 

Monthly wages (Rs) 

Number of workers 

Branch A Branch B 

100-150 167 63 

150-200 207 93 

200-250 253 157 

250-300 205 105 

300-350 168 82 

 

Find mean and standard deviation for the two branches for the wages separately. 

(a) Which branch pays higher average wages? 

(b) Which branch has greater variability in wages in relation to the average wages? 

(c)What is the average monthly wage of the factory as a whole? 

3. Multiple choice questions. (All Groups) 

i. If the mean and standard deviation of series A and B are as: XA = 15.0, XB = 20.0, A
2 = 

25, B
2  = 16 which of the series is more consistent? 

(a) Series A 

(b) Series B 

(c) Series A and series B are equally consistent 

(d) None of the above 
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ii. If Variance of distribution is 16 then standard deviation will be________. 

(a) 4 

(b) 16 

(c) 8 

(d) 2 

4. Differentiate between standard deviation and coefficient of variation. (All Groups) 

 

Presentation and Discussion: 

After group work one student from each group presents their task. Depends upon the 

presentation teacher recapitulates and concludes the class. At the end teacher will give 

assignment related to the present topic to the students. Assignment work related to this topic is 

mentioned in the appendix no. VIII. 

 

Announcement of topic in Class: This announcement was made two days prior to the class. For 

the coming class read about Skewness and their types. 
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Lesson No.5: Skewness and its Types 

 

Teaching Points:  

 Concept of Skewness 

 Types of skewness: positive and negative 

 Measures of coefficient of skewness 

Instructional Objectives:   

After completion of this class students will be able to: 

i. Define skewness. 

ii. Explain the types of skewness. 

iii. List the measures of coefficient of skewness. 

iv. Calculate coefficient of skewness for a given data. 

v. Interpret the value of coefficient of skewness. 

 Lesson Presentation: 

Tr: When you are drawing Frequency Curve or histogram, the distribution of frequencies over 

the X- axis is sometimes symmetrically distributed and sometimes may not be symmetrically 

distributed. See the following graphs and identify which are symmetric and which are not 

symmetrically distributed.  
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St: Graph 2 and 3 are not symmetrically distributed.  

Tr: and what about graph 1? 

St: To some extent it looks like symmetrically distributed.  

Tr: You are right. Can you see that in graph 2 and 3both the tails of graph are of different 

lengths? 

St: Yes! In graph 2 and 3 tails of curves are of different length. 

Tr: Do you know the name some characteristic of frequency distribution of curve where both 

tails of curve are not equally elongated towards the x- axis? 

St: Yes!  We call such frequency curves as skewed curves. 

Tr: Very true! They are called skewed distributions. So can you define skewness. 
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St: Lack of Symmetry in the frequency distribution of curve is called skewness. 

Tr: Good. Let us read some more properties of skewness.  

 

Negatively Skewed Distribution: 

 

Here you can see that in graph 2 left tail is more longer than the right tail of the frequency 

distribution curve. Such curve is known as negatively skewed distribution. In negatively skewed 

distribution most of the observations attain values towards high values of X- axis (i.e. towards + 

∞). We can also say that high frequencies are towards right side of the curve. 

Positively skewed Distribution: 
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Here you can see that in graph 3 right tail is more longer than the left tail of the frequency 

distribution curve. Such curve is known as positively skewed distribution. In positively skewed 

distribution most of the observations attain values towards lower values of X- axis (i.e. towards    

- ∞). We can also say that high frequencies are towards left side of the curve. 

Tr: Now give some more properties for positively and negatively skewed distributions. 

St: 

Sl. 

No.  

 

Positively Skewed Distribution 

 

Negatively Skewed Distribution 

1.  

 
 

2. For a positively skewed distribution curve 

rises rapidly, reaches the maximum and falls 

slowly.  In other words, if the frequency 

curve has longer tail to right the distribution 

is known as positively skewed distribution. 

A negatively skewed distribution curve rises 

slowly reaches its maximum and falls 

rapidly. In other words, if the frequency 

curve has longer tail to left the distribution is 

known as negatively skewed distribution. 

3. Mean > Median > Mode Mean < Median < Mode 

4.  Q3 – Q2 > Q2 – Q1 Q3- Q2< Q2 – Q1 

5.  Coefficient of skewness β1  > 0 Coefficient of skewness β1  < 0 

 

 Tr: well you have stated all the properties of positively and negatively skewness of distribution 

correctly. On the similar lines could you state the properties of symmetric distribution? 

St: Yes. 

1. Shape of the distribution: 
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2. For a positively skewed distribution curve rises rapidly, reaches the maximum and falls 

slowly.  In other words, if the frequency curve has longer tail to right the distribution is known as 

positively skewed distribution. 

3. Mean = Median=Mode 

4. Q3 – Q2 =  Q2 – Q1 

5. Coefficient of skewness β1 =  0. 

Tr: Great. Now answer the following which curve is more skewed: 

 

 

 

 

 

                  (a)     (b)            (c) 

St: It’s difficult to say that which one is more skewed.  

St: Looking upon this Figure (a) and (b) are positively skewed and Figure (c) is negatively 

skewed. But probably (b) is more skewed. 

Tr: I think you find it difficult to say about it because the amount of skewness is very close. But 

yes you are true direction i.e. positive and negative can be identified by looking upon these 

figures. Therefore we need to have some measures to study the degree of skewness present in the 

data. For that we have different measure of coefficient of skewness. Do you know how 

coefficient of skewness can be calculated? 

St:  i. Karl Pearson coefficient of Skewness- I 

                                      

Sometimes the mode is difficult to find. So we use another formula 

Symmetric Distribution 
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ii. Karl Pearson coefficient of Skewness-II 

                                      

Tr: If SK = 0, then there is no skewness 

If SK > 0, the skewness is positive. 

If SK < 0, the skewness is negative. 

The sign   '+'  or   '-'   of the coefficient of skewness would indicate the direction of skewness and 

its numerical value would give the extent of skewness. 

Note :  Although the co-efficient of skewness is always within  1, but the Karl Pearson’s        

co-efficient lies within ± 3. 

St:   iii. Measure of Skewness given by Bowley:  

 

 

Tr: This measure is based on quartiles. For a symmetrical distribution, it is seen that Q1 and Q3 

are equidistant from median.     

Thus, an absolute measure of skewness =(Q3 - Md) - (Md – Q1)  

A relative measure of skewness, known as Bowley's coefficient (Sk) is given above. 

If SK = 0, then there is no skewness 

If SK > 0, the skewness is positive. 

If SK < 0, the skewness is negative. 

Note: Limits for Bowley’s Coefficent of Skewness is 11  Sk  
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St: iii.  Measure of Skewness based on Moments 





3

2

2

3
1   

Tr: The coefficient 



3

2

2

3
1   is the relative measure of Skewness and  

1  is always positive 

so, type of skewness can achieve based on sign of third central moment ( 3 ). 

 If 3 is positive ( 3 > 0) then, the distribution is positively skewed, 

 if 3 is negative ( 3 < 0)then the distribution is negatively skewed. 

 

The measure of skewness is also sometimes represented by  
1 : 

      Gamma coefficient is      11 ±      




3

2

3±

 

 

                         =±




3

3  

If 1  <o skewness is negative 

If 
1 >o Skewness is positive 

If 1  =o distribution is symmetric (no skewness) 

Now students will be grouped in 5 or 6 members per group and group task will be allotted for 

each group. 

Task allotment for each group: 

GroupNo.1,  3,  5. 

1. Calculate coefficient of skewness and interpret the results. 

Marks 0 - 20 20 – 40 40 – 60 60 - 80 80 - 100  

Frequency 8 28       35     17       12 

Group No. 2, 4, 6. 

2. Find coefficient of skewness from the following data and show which section is more skewed. 
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                     Income(Rs.)            5-58              8-61                 61-64                  64-67                67-70 

                 Section A             12               17               23                18             11 

                 Section B              20                22               25                 13             4 

 

Multiple Choice Questions. (All Groups) 

 

1. The Coefficient of Skewness of a series A is -0.15 and that of series B is 0.062 which of 

the two series is less skewed? 

(a) Series A 

(b) Series B 

(c) No decision 

(d) None of the above 

2. Distribution having moment coefficient of skewness 1.45 and third central moment -34 is  

(a) Positively skewed 

(b) Normal  

(c) Negatively skewed 

(d) Symmetric 

3. The Coefficient of Skewness of a series A is 0.45 and that of series B is - 0.562 which of 

the two series is more skewed? 

(a) Series A 

(b) Series B 

(c) No decision 

(d) None of the above 

 

Presentation and Discussion: 

After group work one student from each group presents their task. Depends upon the 

presentation teacher recapitulates and concludes the class. At the end teacher will give 

assignment to the students. Assignment work related to this topic is mentioned in the appendix- 

VIII. 

 

Announcement of topic in Class: This announcement was made two days prior to the class. For 

the coming class read about Kurtosis and their types. 
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Lesson No.6: Kurtosis and its types 

 

Teaching Points:  

 Concept of Kurtosis 

 Types of Kurtosis: Platy kurtic, Messo kurtic and Lepto kurtic 

 Coefficient of Kurtosis 

Instructional Objectives:   

After completion of this class students will be able to: 

i. Define Kurtosis. 

ii. Explain the types of Kurtosis. 

iii. Calculate coefficient of Kurtosis for a given data. 

iv. Interpret the value of coefficient of Kurtosis. 

Lesson Presentation: 

Tr: When you draw frequency curve or histogram you may come across with different shapes of 

distributions with different heights of their Peakness. Based upon the peakness of the distribution 

we can categories various distribution of data. Do you know the property associated with 

peakness of distribution of curve? 

St: Yes. Kurtosis based upon peakness of the distribution of curve.  

Tr: Very good. You said well. 

Could you try to define kurtosis? 

St: The degree of Peakness of distribution of data is known as kurtosis.  

Tr: Do you know its types? 

St: They are of three types. 

St: Lepto Kurtic. 

St: Messo Kurtic. 

St: Platy Kurtic.  

Tr: How will you differentiate them? 

St: Depends upon their shapes we can differentiate them. Following picture shows the relative 

peakness of the distribution of data: 
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β2 gives the measure of Kurtosis or flatness of the mode. 

β 2 =  
4

4

2

2

4







  

If β2 =  3 then the curve is normal which is neither flat nor peaked i.e. Meso Kurtic.  

If β2  >  3 then the curve is more peaked than a normal curve and is called Lepto Kurtic. 

If β2  <  3 then curve is flatter than a normal curve and is called Platy Kurtic.  

 

The measure of kurtosis is also sometimes represented by 2: 

Gamma Coefficient, 322    

2= 0 curve is Mesokurtic  

2>0 curve is Leptokurtic 

2<0 curve is Platykurtic  
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Now students will be grouped in 5 or 6 members per group and group task will be allotted for 

each group. 

 

Task allotment for each group: (All Groups) 

1.  If β 1= +1 and β2=4 and variance =9. Comment upon nature of distribution. 

2.  Fill in the blanks:  

i. If for a distribution coefficient of kurtosis 2< 0 the frequency curve is__________.  

ii. If µ4 is 200 and s.d. 4.5 the coefficient of Kurtosis is ____________. 

iii. If β2=3 then distribution is ________________. 

iv. For Normal distribution β 1= ____________ and β2=________________. 

v. If 2 is 2.3 it means that distribution is _____________________, 

 

Presentation and Discussion: 

After group work one student from each group presents their task. Depends upon the 

presentation teacher recapitulates and concludes the class. At the end teacher will give 

assignment related to the present topic to the students. Assignment work related to this topic is 

mentioned in the appendix no. VIII. 

 

Announcement of topic in Class: This announcement was made two days prior to the class. For 

the coming class read about Correlation, types of correlation, Scatter Diagram and Pearson’s 

Correlation Coefficient. 
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Lesson No.7: Correlation 

 Karl Pearson Product Moment Correlation 

Teaching Points:  

 Concept of Correlation 

 Types of correlation based on: Sign, Magnitude, No. of variables under the study, nature 

of variables and pattern of plotted points. 

 Karl Pearson Correlation coefficient 

Instructional Objectives:   

After completion of this class students will be able to: 

i. Define correlation. 

ii. State the properties of correlation coefficient. 

iii. Draw scatter plot for depicting nature of correlation.  

iv. Explain the types of correlation based on Sign, Magnitude, No. of variables under the 

study, nature of variables and pattern of plotted points. 

v. Compute the value of Karl Pearson Correlation coefficient. 

vi. Interpret the value of correlation coefficient in context to the given problem. 

vii. Coefficient of determination. 

Lesson Presentation: 

Tr: Till now we described characteristics of Univariate data by means of measures of central 

tendency, measures of dispersion, skewness and kurtosis. But we may come across with a 

problem where more than one variable are coming into the picture. Such data where two related 

series of data are considered for some study is known as bi-variate data. If more than two 

variables are considered simultaneously in the study we call them as multi-variate data. Here in 

this class we will learn data analysis technique for bi- variate data. 

Sometimes it appears that the values of the various variables, so obtained are interrelated. It is 

likely that such relationship may be obtained in two series relating to the heights and weights of 

a group of persons. It may be observed that weight increases with increase in height. So that tall 

people are heavier than short sized people. Similarly, if the data are collected about the prices of 

a commodity and quantities sold at different prices, two series would be obtained. In two such 

series we are again likely to find some relationship. With increases in the price of the commodity 



228 

 

the quantity sold is bound to decrease. We can thus conclude that there is some relationship 

between price and demand. Such relationship can be found in many types of series.  

The term correlation (or co-variation) indicates the relationship between two such 

variables in which with changes in the values of one variable, the values of the other 

variable also changes. 

Thus correlation is statistical tool of studying the relationship between two variables. For 

correlation it is essential that the two phenomena should have cause-effect relationship.  If such 

relationship does not exist then one should not talk of correlation. 

Do you know the types of Correlation? 

St: Yes. Positive correlation and negative correlation 

St: Strong correlation and weak correlation 

St: No correlation, linear correlation, non- linear correlation. 

St: Karl Pearson’s correlation. 

St: Rank correlation, etc. 

Tr: Very nice. Now explain about them one by one.  

St: Positive Correlation: While studying the relationships of any two related variables, if we find 

the deviation of the value of variables are in the same direction i.e. if one variable increases (or 

decreases), the corresponding value of the second variable also increases (or decreases), then it is 

called a Positive Correlation.  For e.g. Height and weight of human beings, demand and supply, 

amount of rain fall and yield of crop have positive correlation. 

St: Negative Correlation: While studying the relationships of any two related variables, if we 

find the deviation of the value of variables in the opposite direction i.e. if one variable increases 

(or decreases), the corresponding value of the second variable   decreases (or increases), then it is 

called a Negative Correlation.  For e.g. price and demand of commodity, temperatures and sales 

of woolen clothes have negative correlation. 

St: Linear and Non-Linear Correlation: When the amount of change in one variable tends to bear 

a constant ratio to the amount of change in the other variable then the correlation is called a 

Linear Correlation.  In such a case if the values of the variables are plotted on a graph paper, then 

a straight line is obtained.  But when the amount of change in one variable does not tends to bear 

a constant ratio to the amount of change in the other variable, and then the correlation is called a 

Non-Linear Correlation or Curvilinear.  In such situation if the values of the variables are plotted 
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on a graph paper, then a curve is obtained. Correlation can either be simple correlation or it can 

be partial correlation or it can be multiple correlation.  

St: Simple Correlation: When we study the relationship between only two variables then it is 

called simple correlation. e.g. Let two variables be, volume of sale and price of item then 

correlation between them is simple.  

St: Partial Correlation and Multiple Correlation: When more than two variables are involved in a 

study relating to correlation then it can either be multiple correlation or partial correlation. Partial 

correlation may be defined as the correlation between one dependent variable with one 

independent variable by keeping the effect of other independent variables constant. e.g Let three 

variables are, volume of sale, expenditure on advertisement and price of item then correlation 

between Volume of sale and advertisement expense, by keeping the effect of price of item 

constant is called partial correlation. Multiple correlation may be defined as correlation between 

one dependent variable with all other independent variables. e.g multiple correlation is the study 

of joint effect of price and advertisement expenditure  on volume of sale.  

Tr: We can classify Correlation based on:  

i. By direction of Change  or Sign of correlation coefficient :Positive and Negative 

Correlation 

ii. Pattern of plotted points Linear and Non-Linear Correlation 

iii. By number of variables under study: Simple, Partial and Multiple Correlation 

We can also classify the correlation based on Magnitude of correlation coefficient and nature of 

variable (or scale of measurement of variable). 

Based on magnitude we can classify them as strong, weak and moderate correlation. The range 

of correlation lies between –1 to +1. Therefore we can classify them on magnitude basis as 

follow: 

Sl. No. Value of correlation coefficient Type of Correlation 

1 1 Perfect  correlation 

2 0.999 to 0.6 High correlation 

3 0.599 to 0.3 Moderate correlation 

4 0.299  to 0.1 Low correlation 

5 0 .0999 to 0.00 Lack of correlation 
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When value of correlation coefficient is positive or negative we associate the type of correlation 

as mentioned above with positive or negative prefix correspondingly for interpretation purpose.  

Based upon the nature of variable under the study or the scale of measurement we select the 

correlation type. Following table helps you to decide which correlation technique should be used 

in studying the correlation between the variables: 

  

Variables 

Y/ X 

Nominal Variable Ordinal Variable Interval or Ratio 

Variable 

Nominal 

Variable 

 Phi Correlation 

Coefficient (both are 

naturally dichotomous 

nominal variables) 

 Tetrachoric correlation 

coefficient (both are 

artificially 

dichotomous nominal 

variables) 

 

- 

 

- 

Ordinal 

Variable 

 Gamma Correlation 

Coefficient 

 Spearman rank – 

order correlation 

coefficient  

 Kendall’s tau 

coefficient  

 

- 

Interval 

or Ratio 

Variable 

 Biserial correlation (X 

is artificially 

dichotomous nominal 

variable) 

 Ponit  Biserial 

correlation (X is 

naturally dichotomous 

nominal variable) 

 Spearman rank – 

order correlation 

coefficient 

 Kendall’s tau 

coefficient 

 Karl Pearson 

Product 

moment 

correlation 

coefficient . 
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Tr: Do you know Scatter diagram? How scatter plot is useful to study Correlation? 

 Let us learn about Scatter diagram.   

St: Some students may be nodding their heads. They may reply. If not teacher will help them.  

Scatter diagram is simplest method to study the correlation between two variables.  Take value 

of one variable on x-axis and another variable on y-axis and the values of each pair we plot on 

the graph paper and the diagram so obtained are called scatter diagram or dot diagram. 

 If plotted dots lie on the straight line rising from the lower left-hand corner to 

the upper   right hand corner then the correlation is said to be perfect positive 

correlation.  

 

 If plotted dots lies on the straight line from the upper left hand corner to the 

lower right hand corner then correlation is said to be perfect negative 

correlation.  

 

 If plotted dots fall in a narrow band showing a rising tendency from the lower 

left hand corner to the upper right hand corner, then correlation is high degree 

positive correlation.  As the band becomes wider the degree of correlation 

becomes low and we called low degree positive correlation. 

 

 If plotted dots fall in a narrow band showing a decreasing tendency from the 

upper left hand corner to the lower right hand corner, then correlation is high 

degree negative correlation.  As the band becomes wider the degree of 

correlation becomes low and we called low degree negative correlation. 

 

 If the dots are widely scattered in haphazard manner, it indicates no correlation 

between two study variables. 
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Scatter Plots 

Tr: It is simplest method to study the correlation between two variables.  It helps to visualize 

the relationship between two related variables but does not enable us to measure the degree 

to which the variables are linearly related. To study the degree of relationship Correlation 

Coefficient need to be calculated. So, what is Karl Pearson’s Correlation Coefficient? 

St: Karl Pearson’s Correlation Coefficient:  It measures the degree of correlation between 

two variables.  It is denoted by rr or
xy

 denoting the measure of correlation between two 

variables x and y.  It can be written as  

 yx

yx
r

),cov(
       

   

Positive 

Perfect  

Correlation 

High 

Degree 

Positive 

Correlation 

Low degree 

Positive 

Correlation 

   

Perfect 

Negative 

Correlation 

High 

Degree 

Negative 

Correlation 

Low Degree 

Negative 

Correlation 

   

No 

Correlation        

or 

Lack of 

correlation 

 

Non Linear 

Correlation 

Non Linear 

Correlation 
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Tr: How do you interpret its value? 

St: Interpretation of r: 

If  1r xy
 means perfect positive correlation between variables x and y, 

 If  1r xy
 means perfect negative correlation between variables x and y, 

If  10 andbetweenliesr xy
 means positive correlation between variables x and y, 

If 01 andbetweenliesrxy
  means negative correlation between variables x and y. 

If  0r xy
 means no linear correlation between variables x and y.  

If the correlation coefficient is close to +1 that means you have a strong positive relationship. 

If the correlation coefficient is close to -1 that means you have a strong negative relationship 

Tr: You may use any of the following formula for calculating the Karl Pearson’s Correlation 

Coefficient. You will get the same result as these are equivalent forms of the same formula. 

   
     
 



yyxx
r

yyxx

xy 22

 

2222
ynxn

yxnxy

yx
rxy









 

   2222  
  






ynxn

yxxyn

yx
r xy

 

Tr: Do you know the properties of Correlation coefficient r? 



234 

 

St: Properties of Correlation Coefficient are: 

(i) Karl Pearson’s Correlation coefficient lies between -1 and +1,  i.e. -1 ≤  r ≤ +1 

(ii) Correlation coefficient is independent of the change of origin and scale. 

(iii) Two independent variables are uncorrelated but converse is not true. 

Hence rxy
 = 0 for independent variables. 

(Teacher explains each property with some illustrations) 

Tr:  What is Coefficient of Determination?  

(Probably students don’t know about this) 

Tr: Coefficient of Determination is useful to measure the strength of the relationship. This is 

done by calculating the coefficient of determination R2. In other words, the coefficient of 

determination gives the ratio of the explain variance to the total variance. The coefficient of 

determination is the square of the coefficient of correlation i.e r2. Thus. 

Coefficient of determination = 
Variance Total

Variance Explained
r 2   

Remark: This is true for models with only one independent variable. 

When R2 has a value of 0.6483. This means 64.83% of the variation in the Y is explained by 

your regression model. The remaining 35.17% is unexplained, i.e. due to error. 

In general the higher the value of R2, the better the model fits the data. 

R2 = 1: Perfect match between the line and the data points. 

R2 = 0: There are no linear relationship between X and Y. 

Now students will be grouped in 5 or 6 members per group and group task will be allotted for 

each group. 

Task allotment for each group: (All Groups) 

1. A test in Mathematics was given to 14 students who were about to bring a course in statistics.  

The scores (X) in their test were examined in relations to score (Y) in the final examination in 

Statistics.  The following Statistical data  were obtained: 
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∑x = 79, ∑y = 88, ∑x2 = 755, ∑y2 = 640, and ∑xy =765. 

2. Calculate correlation coefficient from the following results: 

N=10, ∑ (x- 15)2 =186, ∑ (y – 162 = 255, and ∑(x – 15) (y – 16) = 78. 

3. If coefficient of correlation between X and Y is -0.50 then find coefficient of correlation 

between (i) U = 3X +4 and V = 5Y-10.    (ii)  U= 3X+5    and V = -6Y + 3  

 4. From the following data, compute the compute the coefficient of correlation and interpret it. 

 X Y 

No. of pairs of observations 16 16 

Arithmetic mean 23 19 

Standard deviation 3.21 1.33 

Sum of squares of deviations from mean 156 128 

Sum of product of deviations of X and Y from their respective means          142 

 

5. Following is the distribution of students according to their heights and weights. Find out the 

correlation coefficient between height and weight and interpret it. 

Height (cm) 153 159.3 15353 153 153.5 154.3 157.5 158.5 160.4 

weight (kg) 47 45 47 57 56 62 65 63 64 

 

6. Multiple Choice Questions:  

i. Simple correlation is the degree of _______________ relationship between the two 

variables. 

(a) positive                  

(b) negative             

(c) linear                 

(d) non-linear 

ii. If two variables X (temperature of the day) and Y (cost of share) are independent then 

(a) Cov(X,Y) = 1     

(b) Cov(X,Y) = 0    

       

(c) Cov(X,Y) > 1        

(d) Cov(X,Y) < 0 
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iii. Cov (x,y) is given by 

(a) 
1 𝑛 ∑(𝑥 − 𝑥)2

  

(b)  
1 𝑛 ∑(𝑥 − 𝑥)2 ∑(𝑦 − 𝑦)2       (c) 

1 𝑛 ∑(𝑥 − 𝑥)(𝑦 − 𝑦)   

(d) ∑(𝑥 − 𝑥)1/2
 

iv. The coefficient of correlation is denoted by: 

(a) r2              

(b)  r                     

(c)  r/2                

(d) none of the them 

v. Variance of variable y is given by: 

(a) 
1 𝑛 ∑(𝑦 − 𝑦)2     

(b) 
1 𝑛 ∑(𝑦 − 𝑦)1/2

         

(c) 
1 𝑛 ∑(𝑦 − 𝑦)1

 

(d) none of the them 

vi. The correct expression for Karl Pearson’s coefficient of correlation is: 

(a) 
Cov(x,y)√v(x)√v(y)                       

(b) 
Cov(x,y)v(x).v(y)                      

(c) 
Cov(x,y)√σ(x)√σ(y)                

(d)  none of them 

 

vii. If rxy = + 0.89 it means that there is _____________ correlation between x and y 

variables. 

(a)  positive                 

(b) high             

(c) moderate positive              

(d) high positive  

 

viii. If rxy = -1 it means that there is ____________correlation between x and y variables. 

(a) negative              

(b) high negative          

(c) perfect negative               

(d)  no  

 

ix. If cov(x,y)= 3.5 , standard deviation of x is 10 and standard deviation of y is 20 then rxy  

will be: 

(a) 0.001                       

(b) 0.17               

(c)  - 0.247           

(d) 0.71

x. If rxy = 0.65,  cov(x,y)=10.45, s.d. of x is 6 then s.d. of y is: 

(a) 2.45         

(b) 2.67              

(c)  4.67                           

(d) 3.45 
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xi. If standard deviation  of X  is 10 then its variance is: 

(a) √102
  

(b) 5                

(c) 100             

(d) 20 

xii. If correlation between x and y is 0.45 and u= 10x + 5 , v=-2y +10 then ruv will be: 

(a) 0.45   

(b) - 0.45             

(c)  - 0.090              

(d)  0.90 

xiii. If cov(x,y) is zero it means that correlation between x and y is: 

(a) Zero  

(b)  less than zero               

(c) greater than zero  

(d) different from zero 

xiv. If x and y both variables are independent then the correlation between x and y will be: 

(a) +1    

(b)  -1    

(c) between 0.5 to +1         

(d) zero

xv. If correlation between x and y is 0.80 then coefficient of determination is: 

(a) 40% 

(b) 80%             

(c) 64%   

(d) 34%

      

Presentation and Discussion: 

After group work one student from each group presents their task. Depends upon the 

presentation teacher recapitulates and concludes the class. At the end teacher will give 

assignment related to the present topic to the students. Assignment work related to this topic is 

mentioned in the appendix no. VIII. 

 

Announcement of topic in Class: This announcement was made two days prior to the class. For 

the coming class read about Rank Correlation and its applications. 
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Lesson No.8: Rank Correlation 

 

Teaching Points:  

 Rank correlation. 

 Without Tie Case and with Tie Case of rank correlation 

Instructional Objectives:   

After completion of this class students will be able to  

i. Identify the problems for use of rank correlation. 

ii. Calculate the rank correlation coefficient for Without Tie Case and with Tie Case of 

ranks. 

iii. Interpret the value of rank correlation coefficient. 

Lesson Presentation: 

Tr: As we came to know that when variables are measured on ordinal scale we should use 

Spearman’s Rank Correlation Technique. Give some concrete examples where Spearman’s Rank 

Correlation can be used. 

St: Correlation between the scores given by two judges in a drawing competition. 

St: Correlation between the industry employee size (in different categories) and their revenue 

size (indifferent categories). 

St: Correlation of percentage of students who have free university meals in different states and 

their CGPA scores more than 8.5. 

St: Correlation between Price of Water bottle at shop and distance of shop to the Golden temple. 

St: Good. You have given very nice examples where rank correlation is more suitable as 

compared to Pearson correlation. Let us take an example for calculation of rank correlation.  

Without Tie Case of Ranks: 

Calculate the correlation between English Vocabulary test and English Spelling Test. Marks for 

the students are given below. 

 

Exam Marks 

Scores of English Vocabulary Test 55 74 44 72 60 65 57 88 75 59 

Scores of English Spelling Test 65 75 43 61 64 57 59 79 66 63 

https://www.toppr.com/guides/quantitative-aptitude/percentages/inverse-case-value-from-percentage/
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St: 

English 

Vocabulary Test 

(Marks) 

English 

Spelling Test 

(Marks) 

Rank 

(Vocabulary 

Test) 

Rank 

(Spelling 

Test) 

d d
2
 

55 65 9 4 5 25 

74 75 3 2 1 1 

44 43 10 10 0 0 

72 61 4 7 3 9 

60 64 6 5 1 1 

65 57 5 9 4 16 

57 59 8 8 0 0 

88 79 1 1 0 0 

75 66 2 3 1 1 

59 63 7 6 1 1 

    Total =  54 

Where d = difference between ranks and d2 = difference squared. 

We then calculate the following: 

 

 

Tr: How will you interpret this r = 0.67 value? 

The value of rank correlation is also interpreted in the similar way as Pearson”s coefficient of 

correlation is being interpreted. The value of rank correlation coefficient is also varies in the 

range of -1 to +1. So now you may try to interpret rank correlation coefficient r = 0.67. 

https://statistics.laerd.com/statistical-guides/img/spearman-4.jpg
https://statistics.laerd.com/statistical-guides/img/spearman-5.jpg
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St: Interpretation of rank correlation r = 0.67. There is high positive correlation between English 

vocabulary and English spelling test scores of students. it means that a strong positive 

relationship between the ranks of individuals obtained in the English vocabulary test and English 

spelling test exam. That is, the higher you ranked in English vocabulary test, the higher you 

ranked in English spelling test also, and vice versa. Now in case ranks will tie then, how will you 

calculate this rank correlation? 

With Tie Case of Ranks: Let us take an example. 

Calculate the strength of the link between the price of a 200 ml of cold water pouch and distance 

from the shop to the Contemporary Art Museum in Delhi. 

Shop 

No.  

Distance 

from shop 

to CAM 

(m) 

Rank 

distance 

Price of 200 

ml cold water 

pouch (Rs)  

Rank price 

Difference 

between 

ranks (d) 

d² 

1 57 10 1.85 2 8 64 

2 174 9 1.25 3.5 5.5 30.25 

3 275 8 2.10 1 7 49 

4 372 7 1.10 6 1 1 

5 423 6 1.10 6 0 0 

6 584 5 1.25 3.5 1.5 2.25 

7 712 4 0.82 9 -5 25 

8 795 3 0.65 10 -7 49 

9 892 2 1.10 6 -4 16 

10 985 1 0.84 8 -7 49 

  d² = 285.5 

  r =   1 −  6𝑛(𝑛2−1)* [∑𝑑2+∑m(m²-1)/12] ∑m (m²-1)/12   =   
112 *  [2*(4-1) + 3* (9-1)]  = 

3012  = 2.5 

 



241 

 

r =   1 −  610(100−1)* [285.5  + 2.5] = 1- 
6990*288  =  1- 1.7454 

r    = - 0.7454 

Tr: What do you mean by r = - 0.75? 

St: It means that there is a strong negative correlation between Price of 200 ml cold water pouch 

and Distance from shop to Contemporary Art Museum in Delhi. It means that as the distance 

from shop to Contemporary Art Museum in Delhi reduces the price of cold water pouch 

increases and vice versa. 

Now students will be grouped in 5 or 6 members per group and group task will be allotted for 

each group. 

 

Task allotment for each group: 

 Group No.: 1, 3, 5. 

1. Information is collected from state universities about the percentage of students who have 

university scholarships and their CGPA scores. Calculate the Spearman’s Rank Correlation between 

the two and interpret the result. 

 

 

 

Group No.: 2, 4, 6. 

2. Scientists wanted to know whether social dominance was associated with the number of 

nematode eggs of Colobus monkeys, so they converted eggs per gram of feces to ranks and used 

Spearman rank correlation. Calculate the rank correlation between dominance rank and eggs per 

gram for the following data and interpret the results. 

 

State 

University 

% of students having 

university 

scholarships 

% of students scoring 

above 9.0 CGPA 

New Delhi 0.13 23 

Jaipur 0.23 25 

Bhopal 0.22 22 

Mumbai 0.25 26 

Vadodara 0.26 28 

Ahmadabad 0.31 33 

Kolkata  0.42 36 

https://www.toppr.com/guides/quantitative-aptitude/percentages/inverse-case-value-from-percentage/
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Monkey 

Name 

Dominance 

Rank 

Eggs Per 

Gram 

Eggs Per 

Gram (Rank) 

A 1 5787 1 

B 2 4265 2 

C 3 2654 3 

D 4 1259 4 

E 5 709 8 

F 6 840 6 

G 7 832 7 

H 8 865 5 

 

Presentation and Discussion: 

After group work one student from each group presents their task. Depends upon the 

presentation teacher recapitulates and concludes the class. At the end teacher will give 

assignment to the students. Assignment work related to this topic is mentioned in the appendix- 

VIII. 

 

Announcement of topic in Class: This announcement was made two days prior to the class. For 

the coming class read about Partial Correlation and Multiple Correlation. 
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Lesson No.9: Partial and Multiple Correlations 

 

Teaching Points:  

 Partial correlation 

 Multiple correlation 

Instructional Objectives:   

After completion of this class students will be able to: 

i. Identify the problems for use of partial correlation and multiple correlations. 

ii. Calculate the partial and multiple correlation coefficients. 

iii. Interpret the value of partial and multiple correlation coefficients. 

Lesson Presentation: 

Tr: Dear students, till now we considered cases with two variables under the study and but 

considered that we are dealing 3 or 4 or even more number of variables and we want to find 

correlation among them. In that case we may use partial correlation or the multiple correlation 

for data analysis. Could you give some examples where we can use partial  correlations?  

St: Partial correlation measures the strength of a relationship between two variables, while 

controlling for the effect of one or more other variables. For example, you might want to see if 

there is a correlation between amount of food eaten and blood pressure, while controlling for 

weight or amount of exercise. 

St: correlation of sale value of a particular commodity is related to the expenditure on advertising 

when the effect of price is controlled. 

St: Correlation between test scores and GPA scores after controlling for hours spent studying. 

St: Correlation between body height and body weight keeping gender as constant. 

St: Correlation between diet and body weigh keeping exercise variable as constant. 

St: Correlation between learning strategy and achievement scores keeping IQ scores constant. 

Tr: Yes very true. All examples are correct. 

Give some examples of Multiple Correlation? 

St: Correlation between achievement score and the joint effect of IQ scores and EQ scores. 

St: Correlation between body weight and joint effect of diet and exercise. 

St: Correlation between mortality rate per year and the joint effect of finance invested in health 

sector and education sector, etc. 
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Tr: Yes! All examples are correct. So we can say that Partial correlation is a study of the 

relationship between one dependent variable and one independent variable by keeping the effect 

of other independent variables constant. 

Let X1, X2 and X3 are three variables. Then relationship between X1 and X2 by keeping effect of 

X3 constant is called partial correlation coefficient and denoted by r12.3 and defined as 

                          
)1)(1(

2

23

2

13

231312
3..12

rr

rrr
r




  

Similarly r 13.2 = Partial correlation coefficient between X1 and X3 by keeping effect of X2 

constant  

On the similar lines try to write for r 13.2 and r 23.1   

St: 
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2
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2
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r
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
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St:  r 23.1 = Partial correlation coefficient between X2 and X3 by keeping effect of X1 constant  
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2

13

2

12

131223
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r
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


 

Tr: State the properties of Partial correlation coefficient. 

St: Properties of partial correlation coefficient are: 

i. Partial correlation coefficient lies between –1 and +1   

ii. r 13.2  =  r 31.2  ,     r 23.1 =    r 32.1   and   r 12.3   =   r 21.3 

iii. Standard error (S.E.) of partial correlation coefficient is )3(1  NZ  

Tr: The Limitations of partial correlation coefficient are as follow: 

 The utility of the partial correlation analysis is great in inter-related series and in various 

experimental designs where inter-related phenomena are to be study. Partial correlation has 

following limitation. 
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i. In partial correlation it is assumed that correlation between two variables is linear but in 

practice there may not exists linear relation between variables. 

ii. In calculation of partial correlation it is assume that the various independent variables are 

independent of each other but in practice this may not be true. 

Tr: As we define partial correlation, define multiple correlation. 

St: Multiple correlation is the study of joint effect of all independent variables on dependent 

variable. 

Tr: Yes, well attempted.  It can also be explained as Multiple correlation coefficient is 

correlation coefficient between dependent variable and its estimated value which is obtain 

from multiple regression line. e.g. Let, X1, X2 and X3 are three variables X1 dependent 

variable and X2, X3, are independent variables then Multiple correlation coefficient is same 

as correlation coefficient between X1 and its estimated value (
^

1X ), which is obtained by 

multiple regression equation of X1 on X2  and  X3 . It is denoted by R1.23 and defined as 

             
2
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231312

2

13

2

12
^

1123.1
1

2
),

r

rrrrr
XXrR




  

Similarly, if X2 dependent variable X1 and X3 are independent variables then multiple 

correlation coefficient of X2 on X1 and X3 is,  

              
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Similarly try to write for R3.12. 

St: if X3 dependent variable, X1 and X2 independent variables then multiple correlation 

coefficient of X3 on X1 and X2 is  

             
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Tr:  Where, r 12 = Total correlation coefficient between X1 and  X2 =  r(X1, X2)     

r 13  = Total correlation coefficient between X1 and  X3 =  r(X1, X3)     
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 r 23  = Total correlation coefficient between X2 and  X3  =  r(X2, X3) 

Tr: State the properties of Multiple correlation. 

St: Following are the properties of Multiple Correlation Coefficient: 

i. It is non-negative coefficient. It’s value lies between 0 and 1.  

ii. R1.23.> r 12   and    R1.23.> r 13 

iii. If   R1.23 =0   then   r 12   = 0 and r 13 = 0.  

iv. R1.23 = R1.32 

v. If multiple correlation coefficients are zero then the variables are not linearly related. 

Closer to one multiple correlation coefficient indicate better linear relationship between 

variables. 

Tr: What are the Limitations of Multiple correlation coefficient? 

 St: The main limitation of multiple correlation is that it assumes linear relationship between the 

variables and it is also assumes that there does not exists any relationship between independent 

variables. But in practice there may exists inter-relation between independent variable and there 

may not be linear relationship between them.  

 

Now students will be grouped in 5 or 6 members per group and group task will be allotted for 

each group. 

 

Task allotment for each group: (All Groups) 

Q1.A dataset was taken of the confidence scales of 15 employees some years ago using 4 facets 

of confidence (Appearance, Emotional and Problem Solving, as well as their gender and their 

citizenship status). For the following data calculate r 13.2, r 12.3, R1.23 and  R2.13 and interpret the 

results. 

 

 

 

 

 



247 

 

Sl. 

No. 

Appearance 

Confidence 

(X3) 

Emotional 

Confidence 

(X2) 

Problem 

Solving 

(X1) 

Gender 

M=0 & F=1 

(X4) 

citizenship status 

0: Indian 

1: Non- Indian 

(X5) 

1 31 32 54 0 0 

2 33 58 66 0 0 

3 34 55 64 1 0 

4 32 57 62 1 0 

5 34 53 65 0 1 

6 36 55 65 1 1 

7 37 54 63 0 0 

8 34 56 67 0 0 

9 33 52 64 1 0 

10 36 56 65 1 0 

11 37 35 36 0 0 

12 35 48 57 0 0 

13 48 44 48 1 1 

14 49 49 59 1 0 

15 36 47 55 1 0 

 

Presentation and Discussion: 

After group work one student from each group presents their task. Depends upon the 

presentation teacher recapitulates and concludes the class. At the end teacher will give 

assignment related to the present topic to the students. Assignment work related to this topic is 

mentioned in the appendix no. VIII. 

 

Announcement of topic in Class: This announcement was made two days prior to the class. For 

the coming class read about Bi- serial and Point Bi-serial Correlations. 

 

 

 

 



248 

 

Lesson No.10: Bi-Serial & Point Bi-Serial Correlation 

 

Teaching Points:  

 Bi –serial correlation 

 Point bi-serial correlation 

Instructional Objectives:   

After completion of this class students will be able to: 

i. Identify the problems for use of Bi-serial correlation and Point bi-serial correlation. 

ii. Calculate the Bi-serial correlation and Point bi-serial correlation. 

iii. Interpret the value of Bi-serial correlation and Point bi-serial correlation coefficients. 

Lesson Presentation: 

Tr: Dear Students, till now we have studied Pearson’s and Spearman’s correlations. Now 

consider a situation in which one variable is on nominal scale and another is on interval or ratio 

scale of measurement. Which type of correlation will you use to calculate their degree of 

relationship between them? 

St: We will use Bi-serial correlation. 

Tr: Yes. You replied correctly. But can we find bi-serial correlation with any kind of nominal 

variable? 

St: No. The nominal variable should be of dichotomous in nature.  

Tr: What do you mean by dichotomous in nature? 

St: A variable which can take only two values. 

Tr: Good. Give some examples of Dichotomous variable. 

St: Gender: Male and Female. 

St: Resident: Indian and Non- Indian. 

St: Education level: Graduate or Non- Graduate. 

St: Religion: Hindus or Non- Hindus. 

St: Marital Status: Married or Unmarried. 

St: Result: Pass or Fail. 

St: Height of person: less than 5 feet or more than 5 feet. 

St: Age: less than 10 years or more than 10 years. 

 St: Health status: infected or uninfected. 
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St: Health status of child at the time of birth: Thalassemia patient or Non-Thalassemia patient. 

Species: Poisonous or non Poisonous, etc. 

Tr: Here all examples are true. But you can see that some are naturally dichotomous and some 

are artificially. Identify the natural and artificial dichotomous variables as mentioned above. 

St: Gender, Health Status, Species and Health status of child at the time of birth are naturally 

dichotomous. 

St: Resident, educational level, religion, Marital Status, result, Height of person and Age as 

described above are treated as artificially dichotomous. 

Tr: Well classified. You are true.  

If one variable is naturally dichotomous and another is on interval / ratio scale then we should 

use point Biserial Correlation where as when one variable is artificially dichotomous and another 

is on interval / ratio scale then we should use Bi-serial correlation. Lets us learn the process of 

calculating Bi-serial Correlation: 

Following data is related with the scores of 145 students on Music Appreciation Test. The total 

distribution of 145 scores has been broken down into subdivisions, the first made up of 21 

students who had training in music and the second of 124 students without any formal musical 

training. Find whether there is correlation between test scores and previous training in music. 

Scores Training Group 

F 

Non- Training Group 

f 

Total 

f 

85-89 5 6 11 

80-84 2 16 18 

75-79 6 19 25 

70-74 6 27 33 

65-69 1 19 20 

60-64 0 21 21 

55-59 1 16 17 

Total N1 = 21 N2 = 124 N = 145 

 

Mr = 71.35, Mean of all 145 scores. 

σ = 8.8, s.d. of all scores. 

Mp =77.00, mean of trained group. 
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Mq = 70.39, mean of un-trained group. 

p= 0.145, proportion in group 1 (trained) 

q= 0.855, proportion in group 2 (un-trained) 

u= 0.228, height of ordinate seperating 0.145 and 0.855 in a unit normal distribution. 

 

 

 

 

 

 

 

 

 

 

 

 

For  0.355   u=? 

U= ( 0.233 + 0.223) / 2 = 0.228 

 

    Bi-serial Correlation: 

rbis = 
Mp−Mq σ  − 𝑝∗𝑞𝑢  

 

rbis = 
77.00−70.398.8  − 0.145∗0.8550.228   = 0.41 

Conclusion: Here the nominal variable is artificially dichotomized or split into two categories 

namely trained (graduate in Music) and un-trained (non-graduate in Music). Also another 

variable is on interval scale i.e. Music Appreciation Test. Therefore bi-serial correlation is used 

to study the relationship between them. The value of rbis= 0.41 which means that there is a 

moderate association between training and test scores on Music Appreciation Test. 

Area from mean µ  Ordinate (u) 

0. 35 0.233 

0.36 0.223 

U= 0.228 

50% 

35.5% 

14.5% 
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There may be a situation in which nominal variable is naturally dichotomized like male – female, 

living – dead, loyal – disloyal, delinquent – non- delinquent, psychotic – normal, colour blind – 

normal, etc. for such cases we use point bi-serial correlation. The formula is slightly different 

from bi-serial correlation. 

 

 

 

 

 

 

Now students will be grouped in 5 or 6 members per group and group task will be allotted for 

each group. 

 

Task allotment for each group: (All Groups) 

1. In an IQ test of 155 students scores were gained and students were split in two categories as 

socially adjusted and socially maladjusted. Find the relationship between IQ scores and Social 

adjustment of students for the following data: 

 

IQ Scores Socially Adjusted Group 

F 

Socially Maladjusted group  

f 

100-110 10 2 

110-120 15 4 

120-130 19 3 

130-140 22 6 

140-150 16 5 

150-160 34 3 

160-170 14 2 

Total N1 = 130 N2 = 25 

 

 

Point Bi-serial Correlation: 

rpbis = 
Mp−Mq σ  − √𝑝𝑞 
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2. In an Achievement test of Mathematics of 288 students scores were gained and students were 

split in two categories as Indian and NRI. Find the relationship between Achievement Scores in 

Mathematics and Residency of students for the following data: 

Achievement  

Scores 

 No. of Indian Students 

F 

No. of NRI Students 

F 

30-40 12 4 

40-50 20 7 

50-60 37 3 

60-70 46 8 

70-80 57 14 

80-90 38 6 

90-100 27 9 

Total N1 =237 N2 = 51 

 

Presentation and Discussion: 

After group work one student from each group presents their task. Depends upon the 

presentation teacher recapitulates and concludes the class. At the end teacher will give 

assignment related to the present topic to the students. Assignment work related to this topic is 

mentioned in the appendix no. VIII. 

 

Announcement of topic in Class: This announcement was made three days prior to the class. 

For the coming class read Simple Regression Analysis and Concept of Multiple Regression. 
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Lesson No.11: Simple Regression Analysis and Concept of Multiple Regression 

 

Teaching Points:  

 Concept of Regression Analysis 

 Simple Linear Regression 

 Concept of Multiple Regression 

Instructional Objectives:   

After completion of this class students will be able to: 

i. Explain the meaning of regression analysis. 

ii. Explain the simple linear regression analysis. 

iii. Predict the value of a variable using regression equation. 

iv. Explain the use of multiple regression analysis. 

Lesson Presentation: 

Tr: Dear Students, as you Know that Correlation is the degree of relationship between the 

variables. But if we want to express this relationship in some mathematical model it is known as 

Regression Equation. And the process by which we can get these regression equations is all 

about regression analysis. Correlation is used to study the relationship between variables but 

regression is used for basically estimation or prediction purpose. Now with this basic information 

about regression you can understand its importance. Let me listen from you, what do you 

understand by regression? 

St: The general meaning of regression is stepping back or moving back. 

Tr: So, what does regression analysis means?  

St: may be no response… 

Tr: Here regression means stepping back towards mean or average. As the definition of 

regression analysis states that “Regression Analysis is the mathematical measure of the average 

relationship between two or more variables in terms of the original units of the data”. 

Tr: In regression analysis we deal with different types of variables. Do you know various types 

of variables used in regression analysis? 

St: Dependent Variable - The Variable whose value is to be predicted. 

Tr: What are the other names of dependent variables. 

St: Regressed or Explained Variable.   
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St : Independent Variable - The variable which influences the values or is used for prediction. 
 
Tr: What are the other names of independent variable. 

St: Regressor or Predictor or Explanatory Variable. 

Tr: So, in a regression analysis we must have at least one independent and one dependent 

variable. Therefore Simple Linear Regression is the technique for estimation of unknown value 

of the dependent variable from the known value of independent variable.  

There may be a situation where one dependent and more than one independent variables are 

under the study and the value of dependent variable is estimated using the set of independent 

variables, this technique is known as multiple regression analysis. 

What is regression Equation? 

St: Regression equations: The Regression equation also known as estimating equations, are 

algebraic expressions of the regression lines.  There are two regression equations – the regression 

equation of X on Y is used to describe the variations in the values of X for given changes in Y 

and the regression equation of Yon X is used to describe the variation in the values of Y for 

given changes in X.  

For simple regression analysis: 

Regression Equation of Y on X: 

The regression equation of Y on X is expressed as follows: 

                             Y = a + bX 

It may be noted that in this equation: 

‘y’ is a dependent variable and ‘x’ is independent variable.  ‘a’ is Y-intercept and ‘b’ is the slope 

of the line and it represents the change in Y variable for a unit change in X variable. 

The value of numerical constants ‘a’ and ‘b’ are obtained with the help of the best fit curve and 

this is based on the principle of least square.  The principle of least square is that we minimize 

the sum of squares of the deviations or the errors of estimates.  Thus the deviations between the 

given observed values of the variable and their corresponding estimated values are given by the 

line of best fit. 

What are the two regression lines? 
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St: Line of Regression of Y on X is given by: 

                                                                    xxyy byx
  

Where 



x

y

xyyx rb   is called regression coefficient of y on x. 

 

St: Line of Regression of X on Y is given by: 

                                                          

                                                                       yyxx bxy
  

Where 



y

x

xyxy rb   is called regression coefficient of x on y. 

Tr: How will you interpret regression coefficient? 

St: It is called the slope of the line. 

St:It gives the rate of change of the dependent variable when independent variable changes by 

one unit.   

St: b yx
 measures the how much unit change in variable y when x change by one unit. 

 and bxy
 measures the how much unit change in variable x when y change by one unit. 

Tr:  If we have data then following formulas can be used to calculate regression coefficients. 
  

   
  

 


yy
b

yyxx

xy 2
           and              
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                      and          
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x
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Tr: There are few important properties of regression coefficients: 
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(i) Correlation coefficient is geometric mean of both regression coefficients. i.e 

bbr xyyxxy
x    

(ii) If one regression coefficient is greater than one than other regression coefficient must be 

less than one.    i.e., 1bb yxxy
. 

(iii)Sign of both regression coefficients and correlation coefficients are same. 
 

(With illustrations these properties will be described by the teacher) 

Let us consider one example: 

1. Given the following information: 

Year 2009 2010 2011 2012 2013 2014 

Dropout of students in schools of  

Vadodara District per year 

234 217 183 130 102 78 

Annual investment of Government per 

student (in ‘000 Rs.) 

11 11.5 21.3 21.5 12.9 14.6 

 

a) Develop the estimating equation that best describes the given data. 

b) Estimate the dropouts of students when annual investment is Rs.15500 per student per 

year by the government. 

c) How much variation in dropouts of students is explained by the variation in Annual 

investment of Government per student? 

Tr: Here which one is independent variable and which one is dependent variable? 

St: Annual investment of Government per student (in ‘000 Rs.) is the independent variable. 

St: Dropout of students in schools of Vadodara District per year is dependent variable. 

Tr: Independent variable is usually denoted by Capital X and dependent variable is denoted by 

capital Y. 

So answer the (a) part? 

St: So, in this problem we have to estimate the value of Dropout of students in schools of  

Vadodara District per year (y) for given value of Annual investment of Government per student  

(in ‘000 Rs.) (X). 

(a) The regression equation Y on X is given by:  
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            xxyy byx
  

Where  𝑥̅ = 
∑ 𝑥𝑛   ,     𝑦̅ = 

∑ 𝑦𝑛     and  
  

  





22
xn

yxxyn

x
byx

 

 

Year 

Dropout of Students 

in Schools of  

Vadodara District Per 

Year (Y) 

Annual 

Investment of 

Government 

Per Student 

 (in ‘000 Rs.) 

(X) 

 

X
2
 

 

XY 

2009 234 11 121 2574 

2010 217 11.5 132.25 2495.5 

2011 183 21.3 453.69 3897.9 

2012 130 21.5 462.25 2795 

2013 102 12.9 166.41 1315.8 

2014 78 14.6 213.16 1138.8 

Total 944 92.8 1548.76 14217 

  𝑋̅ = 
92.86  = 15.46666667                   𝑌̅ = 

9446  = 157.3333333 

    
  

  





22
xn

yxxyn

x
byx

 = -3.380538254 

Therefore, (y – 157.33) = -3.381(x – 15.467) 

 

 

 (b) For X= 15.5, Y estimate is: 

Y ^ = 1.5.047 – 3.381 (15.5) = 52.649 

   Y =   105.047 - 3.381 X 
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(c)  r2 % amount of  variation in dropouts of students is explained by the variation in Annual 

investment of Government per student.  

Where  bbr xyyxxy
x  

byx = -3.380 and  
 22


  






yn

yxxyn

y
bxy

 = - 0.018987425 

Therefore   r2 = (-3.380)*(- 0.018987425) = 0.06419649 

r2= 6.419649 % amount of variation in dropouts of students is explained by the variation in 

Annual investment of Government per student.  

Tr: In case of simple linear regression we study the effect of one independent variable on other 

dependent variable while  multiple regression  is a study of more than one independent variables’ 

effect on one dependent variable i.e Let X1 , X2  and  X3 are three variables,  

(i)  X1   is depends on X2 and X3. Then for given value of X2 and X3 one can estimate X1 

by assuming linear relationship. Their relation can be expressed by the equation 

                                               321 cXbXaX   

Using method of least square we can find constants a, b and c. 

(ii) X2   is depends on X1 and X3. Then for given value of X1 and X3 one can estimate X2 

by assuming linear relationship. Their relation can be expressed by the equation 

                                               312 cXbXaX   

Using least square method find constants a, b and c. 

(iii)X3   is depends on X1 and X2. Then for given value of X1 and X2 one can estimate X3 

by assuming linear relationship. Their relation can be expressed by the equation 

                                               213 cXbXaX   

Using least square method find constants a, b and c. 

Now students will be grouped in 5 or 6 members per group and group task will be allotted for 

each group. 
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Task allotment for each group: (All Groups) 

1. Given the following information: 

Year 2007 2008 2009 2010 2011 2012 2013 

No. of new secondary schools opened 

in the Gujarat state 

14 19 34 19 29 13 12 

Permanent Recruitment of teachers in 

secondary schools 

130 165 256 159 213 140 110 

 

(i) Develop the estimating equation that best describes the given data. 

(ii) Estimate the Permanent Recruitment of teachers in secondary schools when number of 

new secondary schools opened in the Gujarat state is 40. 

(iii)How much variation in Permanent Recruitment of teachers in secondary schools is 

explained by the variation in number of new secondary schools opened in the Gujarat 

state? 

 

Presentation and Discussion: 

After group work one student from each group presents their task. Depends upon the 

presentation teacher recapitulates and concludes the class. At the end teacher will give 

assignment to the students. Assignment work related to this topic is mentioned in the appendix- 

VIII. 

  

Announcement of topic in Class: This announcement was made two days prior to the class. For 

the coming class read about Z- Score and their applications. 

 

 

 

 

 

 



260 

 

Lesson No.12: Z-Score 

 

Teaching Points:  

 Concept of Z-score 

 Application of Z- score 

Instructional Objectives:   

After completion of this class students will be able to  

i. Define Z-score. 

ii. Use Z-score for solving various problems. 

Lesson Presentation: 

Tr: What is a difference between a raw score and a Z- Score? 

St: A raw score X is a score gained from measurement on a variable collected from a tool when 

administered on some sample units. But Z score is a numerical measurement used in statistics of 

a value's relationship to the mean (average) of a group of values, measured in terms of standard 

deviations from the mean. Z- Score is defined as z = 
𝐱−𝛍𝛔  .                              

Tr: So, you can see that Z-score is a simple transformation of the raw score X. Now looking 

upon this transformation, what do you mean by Z- score is 0? 

St: It means that X = μ.  
St: It means data point's score is identical to the mean score. 

Tr: Yes! You are right. What do you say if Z- scores are positive? 

St: If a z-score is positive, its’ corresponding raw score X is above (greater than) the meanμ. 

Tr: When do the Z- score is negative? 

St: A Z-score is negative, when its’ corresponding raw score X is below (lesser than) the mean μ. 

Tr:  So, can we say that a Z-score describes the position of a raw score in terms of its distance 

from the mean, when measured in standard deviation units. The absolute value of the Z-score 

tells you how many standard deviations you are away from the mean. If a Z-score is equal to 0, it 

is on the mean. If a Z-Score is equal to +1, it is 1 Standard Deviation above the mean. If a z-

score is equal to +2, it is 2 Standard Deviations above the mean. If a Z-score is equal to -1, it is 1 

Standard Deviation below the mean. If a Z-score is equal to -2, it is 2 Standard Deviations below 

the mean. 
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95% of scores are going to be no more than 2 standard deviation units away from the mean. That 

means that most scores will fall between Z=-2 to Z=+2. However, some scores will be greater 

than the absolute value of 2. You can interpret these scores to be very far from the mean. 

Why Z-scores are important? 

St: Z- Scores are useful to standardize the values (raw scores) of a normal distribution by 

transforming them into Z-scores because: 

 Z- Scores allows researchers to calculate the probability of a score occurring within a 

standard normal distribution; 

 Enables us to compare two scores that are from different samples (which may have 

different means and standard deviations). 

Tr: How will you calculate a raw score when a Z-score is known? 

St:     X = (Z) * (SD) + mean 

Tr: Let us take some concrete example to study the applications of Z-Scores. 

Identify which student has performed best and which has performed least from the following 

information. Also arrange the name of students on merit basis. 

Sl. No. Name of The 

Student 

Obtained 

Marks 

Maximum 

Marks 

Mean S.D. 

1 Ashok 35 50 40 7 

2 Rina 58 75 65 10 

3 Jinal 18 25 17 4 

4 Hemant 70 75 58 2 

5 Urvashi 27 50 30 3 

6 Rita 34 50 36 5 

7 Mahek 44 50 41 3 

8 Pinal 56 75 56 5 

9 Payal 57 75 44 3 

10 Lavina 68 75 45 5 

https://www.simplypsychology.org/normal-distribution.html
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St:   Using the formula:      z = 
𝐱−𝛍𝛔    values will be calculated. Following table shows the Z- 

scores. Here, the maximum Z- score is 6.5 (shown in yellow band) of Rita and the minimum Z-

score is -1 of Urvashi. Therefore the best performer is Rita and the least performer is Urvashi.                         

Name of The 

Student 

Obtained Marks 

(x) 

Maximum 

Marks 

Mean       

(µ) 

S.D.  Z - Score 

Ashok 35 50 40 7 -0.714286 

Rina 58 75 45 2 6.5 

Jinal 18 25 17 4 0.25 

Hemant 70 75 58 2 6 

Urvashi 27 50 30 3 -1 

Rita 34 50 36 5 -0.4 

Mahek 44 50 41 3 1 

Pinal 56 75 56 5 0 

Payal 57 75 44 3 4.3333333 

Lavina 68 75 45 5 4.6 

The merit of students is given below: 

Name of The 

Student 

Merit No.  Z – Score 

Rina 1 6.5 

Hemant 2 6 

Lavina 3 4.6 

Payal 4 4.3333333 

Mahek 5 1 

Jinal 6 0.25 

Pinal 7 0 

Rita 8 -0.4 

Ashok 9 -0.714286 

Urvashi 10 -1 
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Now students will be grouped in 5 or 6 members per group and group task will be allotted for 

each group. 

Task allotment for each group: 

Q1. Select the 5 best students from the following Information: 

Name of The 

Student 

Obtained Marks (x) Maximum 

Marks 

Mean       (µ) S.D.  

A 30 40 25.4 2.3 

B 33 40 26.8 3.3 

C 24 40 26.2 3.5 

D 32 40 27 4.2 

E 23 30 22 5.3 

F 26 50 29 4.23 

G 35 50 31.8 3.7 

H 36 50 28.44 4.6 

I 45 50 43 4.83 

J 35 40 34 4.1 

K 35 50 32 2.9 

L 36 30 26 3.0 

M 37 30 37 4.12 

N 22 30 20.8 4.5 

P 19 40 15 3.47 

Q 24 30 17 3.33 

 

Presentation and Discussion: 

After group work one student from each group presents their task. Depends upon the 

presentation teacher recapitulates and concludes the class. At the end teacher will give 

assignment to the students. Assignment work related to this topic is mentioned in the appendix- 

VIII. 

Announcement of topic in Class: This announcement was made two days prior to the class. For 

the coming class read about probability sampling methods.  
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Lesson No.13: Sampling Methods  

(Probability Sampling Techniques) 

Teaching Points:  

 Sampling 

 Types of Sampling: Probability Sampling and Non-probability Sampling  

 Simple Random Sampling: Simple Random Sampling with replacement (SRSWR) 

and Simple Random Sampling without replacement (SRSWOR) 

 Cluster Sampling 

 Systematic Sampling 

 Stratified Sampling: Neyman Allocation Stratified Random Sampling and 

Proportional Allocation Stratified Random Sampling 

 Multi Phase Sampling: 

 Multi Stage Sampling 

Instructional Objectives:   

After completion of this class students will be able to:  

i. Explain the meaning of sampling. 

ii. Describe the significance of sampling. 

iii. Distinguish between probability and non-probability sampling techniques. 

iv. Explain simple random sampling, cluster sampling, systematic sampling, stratified 

sampling, multi phase sampling and multi stage sampling technique with illustrations. 

 Lesson Presentation: 

Tr: In Sampling theory, what is population? 

St: In studying various characteristics related to items or individuals or objects belong to a 

particular group.  This group of individuals under study is known as Population. 

 Tr: What is a sample? And how sample is different from sampling? 

St: For every inquiry complete enumeration of the entire population is quite difficult and 

therefore a sample needs to be selected in a scientific manner.  All the information contained in 

the selected sub-part (sample) is examined critically with respect to question under study.  

Finally, on the basis of available results predictions are drawn about whole population 

characteristics is known as Sampling.   The most important aim of the sampling studies is to 
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obtain maximum information about the phenomena under study with minimum use of money, 

time and energy. 

Tr: Therefore we can say that Sampling is a process and sample is the output of sampling. 

Population is the aggregate of statistical data forming a subject of investigation. Sample is a 

finite subset of population, selected from it with a view of estimation the characteristic of 

population is known as sample. 

Keep in mind that a sample is not studied for its own sake.  The main objective of its study is to 

draw inferences and estimating about population under consideration. 

Hence, Sampling is defined as the process of learning about the population on the basis of 

sample draw from it and the process of sampling is consists of: 

 Selecting the sample, 

 Examining it and collecting information required and  

 Drawing conclusions or inferring about the population. 

Do you know various types of populations? 

St: Finite Population, Infinite Population. 

St: Existent Population, Hypothetical Population. 

Tr: Explain each term with some example. 

St:  Finite Population: The finite population contains only finite number of elements in it. Eg. A 

study under which V standard students of CBSE of the academic year 2013. Say there are 

5,02,304 students. Then population Size N= 502304. For this study suppose 3000 students were 

taken then sample size n= 3000. 

St: Infinite Population: The population having an infinite number of elements or with the 

number of objects as large as appear practically infinite. Eg: A study under which People 

consuming tobacco in the Vadodara Distric in 2010. 

St: Existent Population: A population consisting of concrete objects is termed as existent 

population. 

St: Hypothetical Population: A population consisting of imaginary objects is termed as 

hypothetical population. 

Tr: what is parameter and statistic? 

St: Parameter (θ):  The statistical constants of population are known as parameters. 

E.g. population mean = μ, Population variance= σ2 
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St: Statistic (t): Statistic is any function of sample observations. 

E.g. Sample mean = 𝑥̅, Sample variance= s2 

Tr: What is the relationship between Parameter and Statistic? 

St: may not be able to answer. 

Tr: Statistic is used to estimate the value of parameter. Generally statistic is denoted by t and 

parameter is denoted by θ. What is an unbiased estimator? 

A statistic t=f(x1, x2,…, xn) is said to be an unbiased estimator of population parameter θ if E(t) = 

θ. i.e. E (statistic) = Parameter  

eg. . Average of sample statistics is same as population parameter. 

Here, t is said to be an unbiased estimate of the parameter θ. 

Basically, the technique of sampling estimates different characteristics of the population from 

which it is selected.  Therefore there may exist some errors in predicted results about the 

population.  The errors characterized during such estimation are known as sampling error.  This 

error is inherent and unavoidable in any sampling scheme. 

When error can be introduced in sampling?  

St: The sampling error can be involved at the time of collection, processing and analysis of the 

sample data. 

Tr: What are different types of errors in sampling surveys? 

St: In a sample survey errors may be classified as follows: 

Sampling Error: The errors which arise due to only a sample being used to estimate the 

population parameter is termed as sampling error or sampling fluctuation.  Whatever the degree 

of cautiousness in selecting a sample, there will always be a difference between the population 

parameter and its corresponding estimate.  This error is inherent and unavoidable in any and 

every sampling scheme.  A sample with a smallest sampling error is considered a good 

representative for the population.  Increasing sample size can reduce sampling error. Generally, 

sampling errors are due to the following reasons: 

(i) Improper selection of sample  

(ii) Substitution 

(iii) Faulty demarcation of statistical units  

(iv) Errors due to variability of population and wrong method of estimation. 
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St: Non-sampling Error: The sample estimates may be subject to other errors.  Following are 

some of the main sources that may result in Non-Sampling errors. 

                     (i)   Failure in measuring some of the units in the selected sample. 

                     (ii)  Observational errors due to defective measurement technique. 

                     (iii)  Errors in introduced in editing, coding and tabulating the results. 

In practice, the population census may results in non-sampling errors, but it is free from 

sampling errors.  The magnitude of non-sampling error is likely to increase with increase in 

sampling size. 

Data can be collected in two ways, first is through census method or complete enumeration and 

second is through Sample method. 

Do you know what is Census Method or Complete Enumeration? 

St: The census method or Complete Enumeration. 

This method deals with complete inspection of all the units/elements/objects of population.  Here 

all the units of population are examined and information is collected.  Since all the population 

units are to be examined, we get most precise information.  But on the other hand this method 

consumes lots of time, labor (manpower)), money.  This method is administratively inconvenient 

in certain cases.  More difficulties in terms of time, labor, funds etc., are added when whole 

population is scattered over large geographical area.  Non-sampling errors are those, which are 

attributed due to faulty planning, incorrect execution, processing and analysis of data.  Since in 

census method all the units of population are to be examined, magnitude of non-sampling error is 

high as compared to partial enumeration. Census method is recommended when 

 Complete information from all the units of population is required, 

 N, the population size is small, 

 Accuracy is of ultimate requirement, which otherwise may cause loss of life or 

serious causality of an object/unit/personnel under consideration. 

Tr: What is Sample Method? State the conditions when sample method is more advisable.  

St: The sample method has large number of advantages over the previous one.  Those are in 

terms of Speed, Economy, Administrative convenience, Greater scope in infinite as well as 

hypothetical population as well as in destructive experiments, Reliability, Adaptability etc.  This 

method may also attribute non-sampling errors but the magnitude is very less as compared to 

earlier one.  A property designed and executed sample survey yields in fairly reliable and good 
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results often better than that of population survey.  This method is also not free from Sampling 

and Non-sampling errors.  But the magnitude of these errors is relatively less as compared to 

census method.  Partial enumeration is preferred when, 

 Population consists of infinite number of units or it is hypothetical population. 

 In the process of inspection, the population unit itself is destroyed, 

 Entire population is scattered over wide geographical area etc. 

Tr: What do you mean by a sample size? 

St: The size of a sample is the number of sampling units which are selected from a population by 

a random method. 

Tr: The problem that arises is how to decide what should actually be the number of sampling 

units to be selected from a population. The sample size depends on a number of considerations 

which are as follows: 

i. The purpose for which the sample is drawn. 

ii. The types of population from which the sample is to be drawn. 

- If the sampling units constituting the population are highly variable, then a large 

sample is requiring. 

- If the population has less variable units then a small sample is good enough. 

- For perfectly homogeneous population, a single unit is sufficient to get the 

correct result for the whole population. e.g the blood of a person is perfectly 

homogeneous and hence a drop of a blood is taken for investigation. 

        iii. Availability of technical people or equipment needed. 

        iv. Resources allotted for the study in terms of time and money. 

What are the characteristics of a good sample? 

St: Characteristics of a good sample are: 

i. It should be a good representative of population. 

ii. It should be free from bias.  (The selection should be done by scientific method.) 

iii. The sample should be of appropriate size. 

iv. Selection of sample units should be done independently from one another. 

v. If heterogeneous population is give, stratification must be carried out. 

vi. Units of sample should be selected during the same time period. 
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Tr: What are the merits and demerits of sampling? 

St: Merits of sampling:  

i. Reduce cost 

ii. Greater speed 

iii. More accuracy 

iv. More scientific 

v. Provides greater scope of study 

vi. In large population or in some destructive experiment it is the only feasible method. 

St: Demerits of sampling: 

1) The results may be inaccurate and misleading if sampling is carried out and executed in 

non-scientific manner.   

2) Requires experienced and qualified personals. 

3) Sometimes due to complicated technique, it may even consume more time, labour and 

fund in comparison to complete enumeration. 

Tr: What are different types of Sampling techniques? 

St: There are two types: Probability Sampling, Non-Probability Sampling. 

Tr: Describe each of its types. 

St: Non-probability sampling: It is also known as Purposive or Subjective of Judgment sampling. 

In this method some criterion of selection is first laid down and sample is selected according to 

that purpose. Here the probability of selecting some units of population for the sample is very 

high whereas the probability for the rest of units, not satisfying predetermined criteria 

completely, is very less. 

Probability or random sampling: Here all the units from the population are selected at random. 

Random selection does not mean haphazard selection. By random selection we mean that, the 

probability of inclusion of each item of the population, in the sample is equal. 

Tr: State the names of Probability Sampling and Non-Probability Sampling methods? 

St: Following table shows the methods of sampling falling under probability sampling and non-

probability sampling. 
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         Probability Sampling (Random)          Non-probability Sampling 

 Simple random sampling 

 Stratified random sampling 

 Systematic sampling 

 Cluster sampling 

 Multi-Stage sampling  

 Multi phase sampling 

 Convenience sampling 

 Purposive sampling 

 Quota sampling 

 Judgment sampling 

 Snowball sampling 

 

 

Tr: Yes, your bifurcation is true.  Now explain Simple Random Sampling? 

St: Simple Random (Unrestricted) Sampling:  

Simple random sampling or unrestricted random sampling will refer to that technique of random 

sampling in which each unit of the population has an equal and independent chance of being 

included in the sample. Whenever population is homogeneous, sample can be selected by SRS. 

The method is completely free from bias of investigator and it is completely dependent upon an 

element of chance. The sample may be selected by any of the following techniques. 

 Simple Random Sampling Without Replacement (SRSWOR): This is the method of 

selecting n units out of N units such that each of N
Cn samples has an equal and 

independent chance of being selected. Here unit once selected is examined is not replaced     

back in the population before next selection is performed. 

             Number of simple random samples in case of without replacement =N
Cn=

n)!-(N n!

! N
 

 Simple Random Sampling With Replacement (SRSWR): This is the method of selecting 

n units out of N units such that each of Nn samples has an equal and independent chance 

of being selected. Here unit once selected is examined and replaced back in the 

population before next selection is performed.  

            Number of simple random samples in case of with replacement = Nn 

Tr: What are different methods of selecting simple random sample from the population? Or how 

will you administer simple random sampling technique? 
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St: A simple random sample can be drawn by any of the following methods. 

(a) Using Lottery method: This is the simplest method of selecting SRS. This consists in 

indentifying each population unit by a distinctive number, which is recorded on a 

chits/slip of paper/card. Therefore, there are as many slips as total number of 

population units. All such slips are homogenous and identical in shape, colour and size 

because of criterion of randomness. Thus bunch of N slips represent the miniature 

population for the purpose of sampling. All the slips are kept in a bag/container. After 

through shuffling slips are selected one by one up to require number of times. The 

sampling unit corresponding to a number on a selected slip will constitute a random 

sample. Practically this method is difficult to use when size of population (N) is very 

large. 

(b) Rotatory disk 

(c) Using Random Number tables:  

Tr: In practice if population size small the lottery method or rotatry disk methods are frequently 

used but when population size is very big Random table are advisable. Let me tell you the way 

these random tables can be used. 

A random number table is an arrangement of 0 to 9, in such a way that each number appears with 

approximately same frequency and independent of each other. Some random number tables in 

common use are listed below. 

i. Tippett’s random number tables, 

ii. Fisher and Yates tables 

iii. Kendall and Smith tables 

iv. Tables of RAND Corporation 

v. A million random number digits. 

Most popular random number tables are given by Fisher and Yates. Here steps for selecting 

random sample of size n from population of N units are: 

Step-1 Each population unit is number from 0 to (N-1). 

Step-2 If N is a two digit figure, the units can be numbered as 00, 01, 02, …., 98. In case N is 

three digit figure, the units can be numbered as 000, 001, 002, 003,…, 998 and so on. In this way 

the list of serially numbered population units is known as the sampling frame. 
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Step-3 Now the sample of size n can be selected. Let N be a d-digit number. Make use of  d-digit 

random number table . Read numbers one by one from the random number table . 

Step-4 If this observation is say K, is less than or equal to (N-1), then select Kth unit  ,  

If K = N select the unit at serial number 00.  

If K > N , then divide K by N and get the remainder ‘R’. Thus Rth unit is selected. 

Step-5 Continue this process till n sampling units are selected. 

e.g. N=18 and n=5 use 2 digit random numbers. Numbered all 18 units as 00,01, 02,…,17 

Five random numbers from tables are say, 65, 43, 62, 54, 06. 

On dividing 65( K > N) the remainder is 11 so 11 th unit is selected. Similarly 43(K > N) the 

remainder is 7 so 7th unit is selected, 62(K > N) remainder is 8 so 8th unit is selected, 54(K > N) 

the remainder is 0 so 00th unit is selected, 06(K < N-1) so 6th unit is included in the sample.  

Tr:  What is Stratified Random Sampling? 

St: According to the procedure of Stratified Random Sampling, whole population is first divided 

into k homogeneous, mutually exclusive and collectively exhaustive sub classes called STRATA 

or STRATUM. The procedure of division of heterogeneous population into relatively 

homogeneous sub classes is called STRATIFICATION. Now, from each stratum of the 

population of size N1, N2, N3, …, Nk such that N1,+ N2+ N3+ …+ Nk=N (population size). 

Select samples of size n1, n2, n3, …, nk such that n1+n2+ n3+ …+ nk=n(sample size) either by 

proportional allocation or by disproportional allocation. These samples of sizes n1, n2, n3, …, nk 

from each of k stratum respectively (of population) are called STRATIFIED SAMPLES. The 

process of selecting stratified random sample is called STRATIFIED RANDOM SAMPLING. 

The sample taken in such a way represents the characteristic of the whole population and hence 

reliable results can be obtained by employing such a sampling technique. In most of the surveys 

the number of samples taken from each stratum, i.e. the sample size of each stratum is 

proportional to the size of stratum. But this is not necessary in case of all surveys.  

Let us understand it with the help of an example. For determining the standard of statistics 

subject of the students, we can divide the number of students into different strata, vis. F.Y 

Students, S.Y Students, T.Y Students. From each class, i.e. from each stratum, we select 

randomly the number of students. When the three samples of each stratum are combined they 

form a single sample, which we call a stratified random sampling. 

Tr: What are the advantages of stratified random sampling? 
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St: Advantages of Stratified Random Sampling: 

i. Since each stratum is internally homogeneous, we get reliable information about the stratum 

even when the sample size is small.  

ii. Since the population is divided into different strata, accurate information can be obtained 

from all the parts of the population. 

iii. When different standard of accuracy is required for different strata, this method is 

convenient. 

iv. In the case where the cost of survey is fixed this method helps in reduction of error. 

Tr: What are the disadvantages of stratified random sampling? 

St: Disadvantages of Stratified Random Sampling: 

i. It is not always possible to divide the population into homogeneous strata. 

ii. This method may lead to faulty results if the stratification carried out is improper. 

iii. The calculation involved in this method, in order to estimate the characteristics of the 

population is more, and so the method becomes difficult to use. 

iv. Simple random samples are to be taken from strata. In case of no-availability of the number 

of efficient persons the desired standard of accuracy cannot be attained. 

Tr: How will you select sample from population using Stratified Random Sampling technique? 

St: This is the Structure of Stratified Random Sampling Data: 

 

St: 

Strata # 
Population Sample 

 Units Size Units Size 

1 Y11,Y12,Y13,…,Y1N1 N1 y11,y12,y13,…,y1N1 n1 

2 Y21,Y22,Y23,…,Y2N1 N2 y21,y22,y23,…,y2N1 n2 

… … … … … 

K Yk1,Yk2,Yk3,…,YkN1 Nk yk1,yk2,yk3,…,ykN1 nk 

 Total N Total N 

 

There are two ways sample can be drawn by Stratified Random Sampling, (i) Proportional 

Allocation, and (ii) Disproportional allocation. 
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Allocation in Stratified Random Sampling : To obtain efficient results, the allocation of sample 

size ni i.e. number of units selected in ith stratum (i = 1, 2, … ,k) , is such that the total sample 

size denoted as n, can be n1+n2+ n3+ …+ nk=n. This can be done in the following ways. 

(a) Proportional Allocation:  

According to this allocation the units in the sample are selected from each population stratum in 

the same proportion, as they exist in the population. The allocation of the sample size is termed 

as proportional if the sample fraction i.e. the ratio of the sample size to the population size of ith 

stratum remains same in all the strata. Mathematically, 

ni Ni  ni =c Ni where c is a constant of proportionality. 

We know that, n1+n2+ n3+ …+ nk=n 

 ni = c Ni 

 n=cN1+ cN2+ cN3+ …+ cNk 

n = c N 

c = n/N 

Substitute value of c in ni =c Ni 

 ni =(n/N) Ni 

Thus,  

N

Nn 
n 1

1 
, N

Nn 
n 2

2 
, N

Nn 
n 3

3 
,   ….   , N

Nn 
n k

k 
 

(b) Disproportional allocation (Neyman Allocation): 

In this case an equal number of units from each population stratum is selected regardless of how 

the stratum is represented in the population or proportion to variance of each stratum or fixing 

cost and minimizing variance or by other rule. In short, a stratified sample in which the number 

of units selected from each stratum is independent of its size is called disproportional allocation.  

Tr: What is Systematic sampling? 

St: Systematic sampling: 

Systematic sampling is used when the information from cards or registers which are in serial 

order is collected or in case when a sample of trees from forest of houses in a city is needed. In 

this scheme first unit is selected randomly and the rest such at equal interval. 

Tr: How will you select sample by Systematic sampling? 
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St: There are two ways of selection of sample by systematic sampling, Linear systematic 

sampling and another is Circular Systematic sampling. 

i. Linear Systematic Sampling: Suppose a population consists of N units and from this a 

systematic sample of n units is to be selected. Also N = kn i.e. N is multiple of n then 

Systematic sampling is known as Linear. Here select a random number between 1 to k, 

let it be j then jth and every subsequent j+k, j+2k,…,j+(n-1)kth positional units are 

selected. e.g. N=15 and n=3 the first unit is selected using random number table and 

every k= (N/n) =5th unit is selected. Let random number is 03 so 3rd unit and 8th(3+5) and 

13th(3+(2*5))  unit is selected in the sample  

ii. Circular Systematic sampling: This is applied when N ≠ kn. Here k = nearest integer of 

N/n. 

Eg. Select a Random Number between 1 to N. Let this number be m. Now select every (m+jK) 

th unit when m+jk < N and select every (m+jk-N) th unit when m+jk ≥ N putting j = 1, 2, 3, … 

till n units are selected. e.g. N = 13 , n=4 then k = 13/4 = nearest integer of 3.25 = 3. Now select 

random number between 1 to 13 let it be 09 then 12th, 2nd, 5th and 8th unit is selected.    

Tr: Give some illustration of Systematic sampling. 

St: Suppose a dissertation topic is “A Study into the Impact Leadership Style on Employee 

Motivation in ABC Company” and you have chosen semi-structured in-depth interview as 

primary data collection method. ABC Company has 200 operational level employees who could 

be potentially interviewed. Suppose our identified sample size as 24 subjects, i.e. you will 

interview 24 employees. 

You will have to do the following: 

1. Label each employee with a unique number. 

2. Calculate the sampling fraction. 

Sampling fraction = Actual Sample Size/Total Population = 24/200 = 3/25. 

This sampling fraction can be narrowed down to 1/8. Accordingly, every 8th member of the 

sampling frame needs to be selected to participate in the study. 

3. Choose the first sample randomly. Suppose you randomly selected the sample #47 as the 

starting point for selecting samples. Accordingly, your sample group will comprise of ABC 

Company employees under the following numbers: #47; #55; #63; #71; #79; #87; #95; #103; 

#111; #119; #127; #135; #143; #151; #159; #167; #175; #183; #191; #199; #7; #15; #23; #31. 
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Tr: What are advantages of systematic sampling? 

St: Advantages of Systematic sampling are: 

i. The method of selection is very simple and is not very expensive. 

ii. The sample is evenly distributed over whole population and hence all contiguous parts of 

the population are represented in the sample. 

iii. It has an advantage over other sampling plans because it has managerial control of field 

work. 

Tr: What are disadvantages of Systematic sampling? 

St: Disadvantages of Systematic sampling are: 

i. If the variation in units is periodic i.e. the units at regular intervals are correlated, then the 

sample becomes highly biased. For example, if the houses are in blocks and if the first 

randomly  selected house is corner house  then al other houses selected in the sample will 

be corner ones and this definitely gives biased sample. 

ii. No single reliable formula for estimating standard error of sample mean is available. 

Tr: What is Cluster Sampling? 

St: In cluster sampling, groups of elementary units are formed generally on location, class or area 

basis. These groups are called Cluster. These clusters are refers as mini populations and have all 

the features of population. Then a simple random sample of few clusters is selected and all units 

in the selected clusters are studied. Here within the cluster units are homogenous and between 

the cluster units are heterogeneous. 

Eg: An organization is looking to survey the performance of smart phones across India. They can 

divide the entire country’s population into cities (clusters) and further select cities with the 

highest population and also filter those using mobile devices. This multiple stage sampling is 

known as cluster sampling. The selection of clusters can be done by using simple random 

sampling or by systematic random sampling. 

Tr: How Stratified and Cluster samplings are different? 

St: Difference between Stratified and Cluster sampling is this, in stratified random sampling, all 

the strata of the population is sampled while in cluster sampling, the researcher only randomly 

selects a number of clusters from the collection of clusters of the entire population. Therefore, 

only a number of clusters are sampled, all the other clusters are left unrepresented. 

Tr: What is Multi-stage Sampling? 
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St: When a large scale surveys on district, state or national level are to be conducted, it is one of 

the most suitable sampling plan. For example, if the government or some other agency wants to 

collect information about the tax payer household in a city, it is better to select a sample of 

various mohallas (wards) or localities before selecting a sample of households from these 

selected localities. In this way, the localities are first stage unit and households are second stage 

unit. Such a sampling procedure is known as two-stage sampling. 

Again if a survey is conducted to estimate the crop production of a district, it is preferable to 

select villages as first stage units, sample of farms in selected villages as second stage units, and 

select a sample of plots from each selected farms as third stage units. In this case selection 

procedure is known as three-stage sampling. Selection procedure can be extended to any number 

of stages. Hence the sampling in various stages in general is known as multi-stage sampling. 

Another example:  to evaluate online spending patterns of households in the US through online 

questionnaires. You can form your sample group comprising 120 households in the following 

manner: 

i. Choose 6 states in the USA using simple random sampling (or any other probability sampling).  

ii. Choose 4 districts within each state using systematic sampling method (or any other probability 

sampling). 

iii. Choose 5 households from each district using simple random or systematic sampling methods. 

This will result in 120 households to be included in your sample group. 

 

Tr: What is Multiphase sampling? 

St: Multiphase sampling is essentially, applying various tests for the characteristic on a 

population in series. So at each level, you would apply a characteristic which would decide who 

would be a part of the next subset. This way, your subsequent subsets will be smaller in number 

than the previous subsets. 
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Multiphase sampling is an extension of two‐phase sampling, also known as double sampling. 

Multiphase sampling must be distinguished from multistage sampling since, in multiphase 

sampling, the different phases of observation relate to sample units of the same type, while in 

multistage sampling, the sample units are of different types at different stages. 

St: Multiphase sampling is defined as, Method that collects basic information from a large 

sample of units and then, for a subsample of these units, collects more detailed information. The 

most common form of multi-phase sampling is two – phase sampling (or double sampling), but 

three or more phases are also possible. 

 

Now students will be grouped in 5 or 6 members per group and group task will be allotted for 

each group. 

 

Task allotment for each group:  

Group No.: 1 and 2 

Q1. State two illustrations when Simple Random Sampling can be used effectively. 

Q2. State two illustrations when systematic sampling can be used effectively. 

 Group No. 3 and 4 

Q3. State two illustrations when Stratified Random Sampling can be used effectively. 

Q4. State two illustrations when Cluster Sampling can be used effectively. 

Group No. 5 and 6 

Q5. State two illustrations when Multistage Sampling can be used effectively. 

Q6. State two illustrations when Multiphase Random Sampling can be used effectively. 

 

Presentation and Discussion: 

After group work one student from each group presents their task. Depends upon the 

presentation teacher recapitulates and concludes the class. At the end teacher will give 

assignment to the students. Assignment work related to this topic is mentioned in the appendix- 

VIII. 

  

Announcement of topic in Class: This announcement was made two days prior to the class. For 

the coming class read about Non- Probability sampling methods.  
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Lesson No.14: Sampling Methods  

(Non-Probability Sampling Techniques) 

Teaching Points:  

 Purposive Sampling 

 Judgmental Sampling 

 Convenient Sampling 

 Quota Sampling 

 Snow Ball Sampling 

Instructional Objectives:   

After completion of this class students will be able to  

i. Explain Purposive Sampling with suitable illustrations. 

ii. Explain Judgmental Sampling with suitable illustrations. 

iii. Explain Convenient Sampling with suitable illustrations 

iv.  Explain Quota Sampling with suitable illustrations. 

v. Explain Snow Ball Sampling with suitable illustrations. 

Lesson Presentation: 

Tr: Dear Students, The non-probability sampling techniques may also use explicitly in cases 

where it is not feasible to use probability based methods. The main defect of this sampling is 

that, in these techniques, the extent of bias in selecting a sample is not known. The choice of 

sampling units thus there is room for bias. This makes it difficult to say anything about the 

representativeness or accuracy of the sample. However, this method is not scientific one, but still 

it is widely used by research in solving their problems. However, if the investigator is 

experienced, skilled and this sampling is carefully applied, then may yield valuable results.  

Let me ask from you, what are different types of Non-Probability Sampling Techniques. 

St: Purposive Sampling 

St: Judgmental Sampling 

St: Convenient Sampling 

St: Quota Sampling 

St: Snow Ball Sampling 

Tr: Explain about purposive sampling? 
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St: Purposive Sampling: In purposive sampling researcher chooses a sample based on their 

knowledge about the population and the study itself. The study participants are chosen based on 

the study’s purpose. Participants are selected according to the needs of the study (hence the 

alternate name, deliberate sampling), applicants who do not meet the profile are rejected. For 

example, you may be conducting a study on why high school students choose community college 

over university. You might canvas high school students and your first question would be “Are 

you planning to attend college?” People who answer “No,” would be excluded from the study. 

Tr: Do you know various types of Purposive Sampling techniques? 

St: Critical Case Sampling: collecting cases which are likely to give the most information about 

the phenomenon you are studying. 

St: Expert Sampling: Sampling to include only those with expertise in a certain area. 

St: Extreme Case Sampling: this technique focuses on participants with unique or special 

characteristics. 

St: Homogeneous Sampling: collecting a very specific set of participants. For example, age 20 to 

24 years of college educated male students. 

St: Maximum Variation Sampling: collecting a wide range of participants with different 

viewpoints to study a certain phenomenon.  So that researcher can uncover  with some common 

themes. 

St: Typical Case Sampling: allows the researcher to develop a profile about what is normal 

or average for a particular phenomenon. 

Tr: Explain about Judgment Sampling? 

St: Judgment Sampling: In the judgmental sampling method, researchers select the samples 

based purely on the researcher’s knowledge and credibility. In other words, researchers choose 

only those people who they deem fit to participate in the research study. It is expected that these 

samples would be better as the experts are supported to know the population. However, as the 

use of randomness is not there and moreover there is no way to find the accuracy of the samples, 

hence the method has its limitations and is used mainly for situations requiring extremely small 

size of samples, i.e. use of rare events, members having extreme positions, etc. 

Tr: Judgmental or purposive sampling is not a scientific method of sampling and the downside to 

this sampling technique is that the preconceived notions of a researcher can influence the results. 

Thus, this research technique involves a high amount of ambiguity. 

https://www.statisticshowto.com/critical-case-sampling/
https://www.statisticshowto.com/expert-sampling/
https://www.statisticshowto.com/extreme-case-sampling/
https://www.statisticshowto.com/maximum-variation-sampling/
https://www.statisticshowto.com/typical-case-sampling/
https://www.statisticshowto.com/arithmetic-mean/


281 

 

Tr: Explain about Convenient Sampling? 

St: Convenient Sampling: Convenience sampling is a non-probability sampling technique where 

samples are selected from the population only because they are conveniently available to the 

researcher. Researchers choose these samples just because they are easy to recruit, and the 

researcher did not consider selecting a sample that represents the entire population. 

Ideally, in research, it is good to test a sample that represents the population. But, in some 

research, the population is too large to examine and consider the entire population. It is one of 

the reasons why researchers rely on convenience sampling, which is the most common non-

probability sampling method, because of its speed, cost-effectiveness, and ease of availability of 

the sample. 

St: The selection of sample is left to the researcher who is to select the sample. The researcher 

normally interviews persons in groups at some retail outlet, supermarket or may stand at 

prominent point and interview the persons who happen to there. This type of sampling is also 

called ‘accidental sampling’ as the respondents in the sample are included merely because their 

presence on the spot. The data collection and sample cost is minimum in this sampling. However 

method suffers greatly from the quality. This type of sampling is more suitable in exploratory 

research where the focus is on getting new ideas/insights into a given problem. 

Eg: An example of convenience sampling would be using student volunteers known to the 

researcher. Researchers can send the survey to students belonging to a particular school, college, 

or university, and they would act as a sample in this situation. 

 For example, you could divide a population by the state they live in, income or education level, 

or sex. The population is Quota Sampling? 

St: Quota sampling means to take a much tailored sample that’s in proportion to some 

characteristic or trait of a population.  

Quota Sampling: this sampling involves the fixation of certain quotas, which are to be fulfilled 

by the interviewers. For example, you could divide a population by the state they live in, income 

or education level, or sex. The population is divided into segments on the basis of certain 

characteristics. Here the segments are termed as cells. A quota of unit is selected from each cell. 

The units are selected without randomization from each cell. But units are selected from each 

cell in the predetermined proportion. 

Tr: State the advantages and disadvantages of Quota sampling. 

https://www.statisticshowto.com/what-is-a-population/
https://www.statisticshowto.com/sample/
https://www.statisticshowto.com/what-is-a-population/
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St: Advantages:   

i. Quota sampling does not require prior knowledge about the cell to which population unit 

belongs. Therefore this sampling has a distinct advantage over the stratified sampling 

where every population units must be placed in the appropriate stratum before the sample 

selection.  

ii. It is simple to administer. Sampling can be done very quickly. 

iii. The necessity of the researcher going to various geographical locations is avoided and 

thus cost is reduced. 

St: Disadvantages: 

i. It may not possible to get a representative sample within the quota as the selection 

depends entirely on the mood and convenience of the interviewer. 

ii. Since too much liberty is being allowed to the interviewer, the quality of work suffers if 

they are not competent. 

Tr: What is Snow Ball Sampling? 

St: Snowball Sampling: Snowball sampling helps researchers find a sample when they are 

difficult to locate. Researchers use this technique when the sample size is small and not easily 

available. In this method, the initial group of respondents is selected randomly. Subsequent 

respondents are being selected based on the opinion or referrals provided by the initial 

respondents. Further referrals will lead to more referrals, thus leading to snowball sampling. The 

referrals will have demographic and psychographic characteristics that are relatively similar to 

the person referring them. Researcher asks them for assistance to seek similar subjects to form a 

considerably good size sample. 

Tr: Give some illustration of Snow ball sampling. 

St: A Research study on a particular illness in patients or a rare disease. Now researcher can seek 

help from subjects to refer to other subjects suffering from the same ailment to form a subjective 

sample to carry out the study.  

St: Researches on Prostitutes.  

St: Researches on Gays. 

St: Researches on lesbians. 

St: Researches on homosexuals, etc. 



283 

 

Now students will be grouped in 5 or 6 members per group and group task will be allotted for 

each group. 

 

Task allotment for each group: 

Group No.: 1, 3, 5 

Q1. State two illustrations when Purposive Sampling can be used effectively. 

Q2. State two illustrations when Judgmental sampling can be used effectively. 

Q3. State two illustrations when Convenient Sampling can be used effectively. 

Group No.: 2, 4, 6 

Q1. State two illustrations when Quota sampling can be used effectively. 

Q2. State two illustrations when Snow Ball Sampling can be used effectively. 

 

Presentation and Discussion: 

After group work one student from each group presents their task. Depends upon the 

presentation teacher recapitulates and concludes the class. At the end teacher will give 

assignment to the students. Assignment work related to this topic is mentioned in the appendix- 

VIII. 

  

Announcement of topic in Class: This announcement was made two days prior to the class. For 

the coming class read about Meaning of inference in statistical Analysis and Basic terms used in 

inferential statistics.  
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Lesson No.15: Introduction to Inferential Statistics -I 

 

Teaching Points:  

 Meaning of inference 

 Basic terms used in inferential statistics 

Instructional Objectives:   

After completion of this class students will be able to: 

i. Explain the meaning of inference in Statistical data analysis. 

ii. Explain the following terms:  

a) Parameter and statistic 

b) Hypothesis and its types 

c) Level of Significance 

d) Degrees of Freedom 

e) Sampling Distribution 

f) Standard Error 

g) Sampling Error. 

Lesson Presentation: 

Tr: Dear Students, today we will study about inferential statistics. Do you know the meaning of 

inference? 

St: The English dictionary meaning of inference is conclusion. 

Tr: Yes, that’s true. But in inferential statistics its meaning is quite specific. The population may 

be real or imaginary, it may be finite, countable or unaccountably infinite. It may be homogenous 

or heterogeneous. When the population is homogeneous it is not necessary to test sample for its 

significances. It gives complete information about the population. When population is 

heterogeneous then the one particular sample will not give complete information about the 

population. So, here problem of inference is arises. In statistics, Inference refers to the process of 

selecting and using sample information to draw conclusion about a population parameter. It is 

the process of moving to unknown population from known sample.  

 

 

 

    Known  

    Sample 

Unknown  

Population 
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According to nature of problem and techniques statistical inference is divided in main two 

parts. 

(1) Estimation: Here population parameter is estimated on the basis of sample 

information. 

(2) Hypothesis Testing: Here some hypothetical statement is made about population 

parameter and it is tested at certain significance level whether the made hypothesis is 

right or wrong on the basis of sample information.  

 

 

 

 

 

 

 

 

Estimation 

Statistical technique of estimating unknown population parameters like mean, variance, 

correlation and regression coefficient etc. from the corresponding sample is referred as 

Estimation. e.g. a manufacturer may be interested in estimating the average life of his product, 

proportion of defective item in his lot, average demand of his product etc. The Two ways of 

estimation of parameters are suggested. 

i. Point Estimation: A single value of a statistic (function of sample observation) that is 

point estimate is called an estimator and the value of statistic is the estimate.  

     Let, µ = population mean  

   .          = population s.d 

             x1, x2….xn  be the sample of size n   then  
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             x  = sample mean  

               s  =  sample s.d. 

Then sample meanx  is an estimator of µ and s is estimator of . 

Different samples will have generally different estimates. But a good estimator must be closer to 

the true value of the parameter as far as possible. 

ii. Interval Estimation: Unlike point estimates , in interval estimation it is desired to find 

out an interval which is expected to include the unknown parameter with a specified 

probability. The interval estimation method consists of the determination of two value 

of parameter say t1 and t2 such that  

             P( t1 <   < t2 )  =  1 -  

Where   = is the level of significance  

              = Unknown parameter 

The limits  t1 and   t2   , so determined are known as confidence limits . 

(1-  ) 100% confidence limits (C.L) for  is  

               t  S.E.(t) t  

Where, t is the sample statistic. 

Tr: What is hypothesis Testing? 

St: Theory of testing of hypothesis employs statistical technique to arrive at decision in certain 

situations where there is element of uncertainty on the basis of a sample whose size is fixed in 

advance. 

Tr: What do you meant by Hypothesis? 

St: The term hypothesis is nothing but some assumption made about a parameter. In other words a 

hypothesis in statistics is simply a quantitative statement about a population. It is denoted by ‘ H ’. 

Tr: What are different types of hypothesis? 
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St: Simple hypothesis: and composite hypothesis. 

St: Null hypothesis and alternative hypothesis? 

St: Directional hypothesis and non – directional hypothesis. 

Tr: Elaborate each term. 

St: If the hypothesis completely specifies the population then it is called a simple hypothesis.                               

e g.     

 H : µ= 30 , = 25 in case of normal distribution 

 H: X ~ B (n = 5,P = 0.5) 

 H: X ~P (   = 1.5) 

St: If the hypothesis does not completely specifies the population then it is called composite 

hypothesis e.g . 

 H: µ=µ0 ,  is unknown     

 H: n is unknown, P=p0 

 H: µ>µ0 , =0 

 H: µ<µ0 , =0    

 H: µ=µ0 , >0    

St: A statistical hypothesis which is stated for the purpose of possible acceptance is call Null 

Hypothesis. In other words null hypothesis is the hypothesis of no difference between true value 

and assume value of parameter. It is denoted by H0. 

Alternative hypothesis:  

St: Any hypothesis which is complementary to the null hypothesis is called as alternative 

hypothesis and usually denoted by H1. 

           e.g.  if H0 : µ = 163 cm  =  µ0 ,  is known  then  H1  could be  

 H1 : µ  163  (Two tailed alternative) 

 H1 : µ > 163  (one tailed  right sided alternative) 

 H1 : µ < 163  (one tailed left sided alternative ) 

Tr: What is critical region? 

St: Critical region or Rejection region:   
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Suppose several samples of the same size from a given population are taken. For each of these 

samples some statistic t is computed. Let t1, t2,…, tk be the values of the statistic for these 

samples. Each of these values may be used to test some null hypothesis H0. Some values of t lead 

to the rejection of H0, while others may lead to acceptance of H0. Thus statistic values t1, t2,…, tk  

may be divided into mutually disjoint groups. One leads to rejection of null hypothesis and other 

leading to acceptance of null hypothesis. The values of statistic that lead to rejection of null 

hypothesis is called rejection region or Critical region ( C ),  while those lead to acceptance of null 

hypothesis is called acceptance region (A) . Thus, if the value of statistic tC, H0 is rejected and if 

value of statistic tA, Ho is accepted. (where C and A are complementary sets of each other,       

C  A = , C  A =S sample space). 

Tr: In brief, A region (corresponding to a statistic t ) in the sample space S in which null 

hypothesis is rejected is term as critical region. The region under the normal curve which is not 

covered by the rejection region is known as Acceptance region. The value of the test statistic 

computed to test the null hypothesis is known as the Critical value. The critical value separates 

the rejection region from acceptance region. 

Tr: What do you understand for Errors in Testing? 

St: The decision to accept or reject null hypothesis H0 is taken on the basis of information 

supplied by sample data. There some error is involved. There are four possibilities with 

hypothesis testing. 

(i) Hypothesis is true but we reject it 

(ii) Hypothesis is true and we accept it 

(iii) Hypothesis is false but we accept it 

(iv) Hypothesis is false & we reject it 

In case of (ii) and (iv) we are not committing any error. 

   Tr: You can better understand from this Decision table from sample: 

 

     

 

 

 

                     Ho is Accepted          Ho is Rejected 

Ho is True               No Error           Type I Error 

Ho is False           Type II Error              No Error 
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       Type I error:  When we reject the correct Null hypothesis 

Type II error: When we accept the wrong Null hypothesis 

P(Type I error) = P(Reject H0 when H0  is true)= P(Reject H0 /H0  is true)  

                               =  P(tC / Ho ) 

                               =  

P(Type II error) = P(Accept H0 when H0 is false) = P(Accept H0 /H0 is false)  

                              = P(t A / H1)  

                               = p( Accept Ho/ H1 is true) 

                               =  

Thus 

    = P (Rejecting good lot) 

       = Producer’s Risk  

    = P (Accepting bad lot) 

       = consumer’s Risk 

Note: (1) Practically it is not possible to minimize both these errors simultaneously. 

(2)  In most of decision making problems in business and social science it is more risky to accept 

a wrong hypothesis than to reject a correct one i.e. consequences of Type II errors are more likely 

to be more serious than the Type I error .Therefore it is more advisable to minimize more serious 

error after fixing up the less serious error .Thus fix  i.e. P (Type I error) and minimize P(Type II 

error). 

Tr: Depending upon rejection region, whether on one side or two side there are two types of tests: 

two tailed test and one tailed test.   

What do you understand with Two tailed test or Two sided Test? 

St: When the test of hypothesis is made on the basis of rejection region represented by both sides 

of the sampling distribution curve then it is called two tailed test. In other words, a test of 

statistical hypothesis where the alternative hypothesis H1 is two sided such as: 
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Null Hypothesis Ho : µ = µo against Alternate Hypothesis H1 : µ ≠ µo (µ > µo and  µ < µo ) is 

called two tailed test.  

 

Tr: What do you understand with One tailed Test or One sided Test? 

St: A test of statistical hypothesis, where the alternative hypothesis is one sided is called one 

tailed or one sided test. There are two types of one tailed test. 

 

(i) Right tailed test: Here the rejection or critical region lies entirely on the right tailed 

of the sampling distribution curve.  

e.g. Null Hypothesis Ho : µ = µo against Alternative Hypothesis H1 : µ > µo . 

(ii) Left tailed test: Here the rejection or critical region lies entirely on the left tailed of 

the sampling distribution curve.  

e.g. Null Hypothesis Ho : µ = µo against Alternative Hypothesis H1 : µ < µo  

Tr: What is Level of Significance?  

St: The level of significance, usually denoted by α (alpha), is specified before the samples are 

drawn, so that the results so obtained should not influence the choice of the decision-maker. It is 
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specified in terms of the maximum probability of making type I error. Popular levels of 

significance are 1%, 5%, 10 %, depending upon accuracy desired. 5% level of significance means 

in 5 samples out of 100, we are likely to reject H0 whenever H0 is true i.e. we are 95% confident 

that our decision to reject H0 is correct. 

Tr: You have already studied about Population and Sample. Just recapitulate their meanings. 

St: The target group under investigation, about which we want to get information, is population. 

St: Population is the totality of persons, objects, items etc. corresponding to certain 

characteristics. The part of the population pertaining to which data is available is called a sample. 

The drop of blood examined in the laboratory is a sample from the population of all blood in the 

body.  

Tr: Similarly define Parameter and Statistics also? 

St: An exact but generally unknown measure (or value), which describe the entire population or 

process characteristics is called parameter. For example, quantities such as mean µ, variance 2, 

standard deviation (), median, mode and proportion P computed from population data set are 

called parameter. 

St: A measure (or value) found from analyzing sample data is called a statistic. For example, 

quantities such as sample mean (x), sample variance (s2), sample standard deviation (s), sample 

median, sample mode and sample proportion (p) computed from sample data set are called 

statistic.  

Tr: The value of every statistic varies randomly from one sample to another whereas the value of 

a parameter is considered as constant. The value for statistic calculated from any sample depends 

on the particular random sample dawn from a population. Inferential statistical methods attempt 

to estimate population parameters using sample statistic.   
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Tr: What is Sampling distribution? 

St: If a population is very large and the description of its characteristics is not possible by the 

census method, then to arrive at the statistical inference, sample of a given size are drawn 

repeatedly from the population and a particular ‘statistic’ is computed for each sample. The 

computed value of a particular statistic will differ from sample to sample. Thus, theoretically it is 

possible to construct a frequency table showing the values assumed by the statistic and the 

frequency of their occurrence. This distribution of values of a statistic is called a sampling 

distribution. Since the values of statistic are the result of several simple random samples, 
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therefore statistic is a random variable. Such sampling distributions are:  Z-distribution, 

Student’s t-distribution, chi-square 2-distribution, F-distribution. 

For example;  let X1, X2,….,XN are population having probability distribution as Normal with 

population mean  and population standard deviation , then statistic sample mean(x) has 

probability distribution  as Normal with mean  and standard deviation  
𝝈𝟐𝒏 . Here Normal 

probability distribution with mean  and standard deviation  
𝝈𝟐𝒏  is called sampling distribution of 

statistic x. Similarly sampling distribution of sample variance when population mean (), is 

Chi-square probability distribution with n degree of freedom. 

In notation X~𝑵(𝝁, 𝝈𝟐) then sampling distribution of statistic x~𝑵 (𝝁,    𝝈𝟐𝒏  ) when population 

mean () known. 

Tr: What is a difference between Standard Error (S.E) of statistic and standard deviation (S.D.)? 

St: (probably students won’t answer this therefore teacher will explain this with some 

illustration.) 

Tr: Standard deviation of sampling distribution of sample statistic measures sampling error and 

is also known as standard error of statistic. While, scatteredness of the population observations 

from population mean is measured by standard deviation of population.  

e.g. (i) Standard Error of statistic sample mean (x ) is   
n

s
or   

n


 

(ii)  Standard error of statistic sample proportion (p)  is 
n

pq
pES )(.

 

Thus, the population standard deviation describes the variation among values of the members of 

the population, whereas the standard deviation of sampling distribution (standard error) measures 

the variability among values of the sample statistic (such as mean values, proportion values) due 

to sampling error.  

So, we can conclude that the difference between S.D. and S.E is that the former concern original 

values and the latter concerns the statistic computed from sample of original values. 
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Now students will be grouped in 5 or 6 members per group and group task will be allotted for 

each group. 

 

Task allotment for each group: (All Groups) 

In the multiple choice questions choose the most appropriate option from the given choices: 

1) If you drew all possible samples from some population, calculated the mean for each of 

the samples, and constructed a line graph (showing the shape of the distribution) based on 

all of those means, what would you have?  

a.  A population distribution 

b.  A sample distribution 

c.  A sampling distribution 

d.  A parameter distribution 

 

2) What does it mean when you calculate a 95% confidence interval? 

a.  The process you used will capture the true parameter 95% of the time in the long run. 

b.  You can be “95% confident” that your interval will include the population parameter. 

c.  You can be “5% confident” that your interval will not include the population parameter 

d.  All of the above statements are true 

 

3) What would happen (other things equal) to a confidence interval if you calculated a 99 

percent confidence interval rather than a 95 percent confidence interval? 

a.  It will be narrower 

b.  It will not change 

c.  The sample size will increase 

d.  It will become wider 

 

4) Which of the following statements sounds like a null hypothesis? 

a.  The coin is not fair 

b.  There is a correlation in the population 

c.  There is no difference between male and 

female incomes in the population 

d.  The defendant is guilty 

5) What is the standard deviation of a sampling distribution called? 

a. Sampling error 

b. Sample error 

c. Standard error 

d. Simple error
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6)  A ______ is a subset of a _________. 

a. Sample, population 

b. Population, sample 

 

c. Statistic, parameter 

d. Parameter, statistic 

7) A _______ is a numerical characteristic of a sample and a ______ is a numerical 

characteristic of a population. 

a. Sample, population 

b. Population, sample 

c. Statistic, parameter 

d. Parameter, statistic 

 

8) A sampling distribution might be based on which of the following? 

a. Sample means 

b. Sample correlations 

c. Sample proportions 

d. All of the above 

 

9) As a general rule, researchers tend to use ____ percent confidence intervals. 

a.99% 

b.95% 

c.50% 

d. none of the above 

 

10) Which of the following is the researcher usually interested in supporting when he or she 

is engaging in hypothesis testing? 

a. The alternative hypothesis 

b. The null hypothesis 

c. Both the alternative and null hypothesis 

d. Neither the alternative or null hypothesis 

 

11) When p<.05 is reported in a journal article that you read for an observed relationship, it 

means that the author has rejected the null hypothesis (assuming that the author is using a 

significance or alpha level of .05). 

a. True b. False 

 

12) When p>05 is reported in a journal article that you read for an observed relationship, it 

means that the author has rejected the null hypothesis (assuming that the author is using a 

significance or alpha level of .05). 

a. True b. False 
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13) _________ are the values that mark the boundaries of the confidence interval. 

a. Confidence intervals 

b. Confidence limits 

c. Levels of confidence 

d. Margin of error 

 

14) _____ results if you fail to reject the null hypothesis when the null hypothesis is actually 

false. 

a. Type I error 

b. Type II error 

c. Type III error 

d. Type IV error 

 

15) A good way to get a small standard error is to use a ________. 

a. Repeated sampling       

b. Small sample        

c. Large sample       

d. Large population 

 

16) The car will probably cost about 16,000 dollars; this number sounds more like a(n): 

a. Point estimate 

b. Interval estimate      

 

17) A ________ is a range of numbers inferred from the sample that has a certain probability 

of including the population parameter over the long run. 

a. Hypothesis 

b. Lower limit 

c. Confidence interval 

d. Probability limit

 

18) The use of the laws of probability to make inferences and draw statistical conclusions 

about populations based on sample data is referred to as ___________. 

a. Descriptive statistics 

b. Inferential statistics 

 

c. Sample statistics 

d. Population statistics 

19) The cutoff the researcher uses to decide whether to reject the null hypothesis is called the: 

a. Significance level 

b. Alpha level 

c. Probability value 

d. Both a and b are correct 
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20)  As sample size goes up, what tends to happen to 95% confidence intervals? 

a. They become more precise 

b. They become narrower 

 

c. They become wider 

d. Both a and b 

21) What is the key question in the field of statistical estimation? 

a. Based on my random sample, what is my estimate of the population parameter? 

b. Based on my random sample, what is my estimate of normal distribution? 

c. Is the value of my sample statistic unlikely enough for me to reject the null hypothesis? 

d. There is no key question in statistical estimation 

 

22) Assuming innocence until “proven” guilty, a Type I error occurs when an innocent 

person is found guilty. 

a. True b. False 

 

23) This is the difference between a sample statistic and the corresponding population 

parameter. 

a. Standard error 

b. Sampling error 

c. Difference error 

d. None of the above 

 

24) ‘Children can learn a second language faster before the age of 7’. Is this statement: 

a. A non-scientific statement 

b. A one-tailed hypothesis 

 

c. A two-tailed hypothesis 

d. A null hypothesis 

25) The p-value used in statistical significance testing should be used to assess how strong a 

relationship is. For example, if relationship A has a p=.04 and relationship B has a p=.03 

then you can conclude that relationship B is stronger than relationship A. 

a. True 

 

b. False 
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26) What is the relationship between sample size and the standard error of the mean?  

a. The standard error decreases as the 

sample size decreases. 

b. The standard error is unaffected by 

the sample size. 

c. The standard error increases as the 

sample size increases. 

d. The standard error decreases as the 

sample size increases. 

27) If my experimental hypothesis were ‘Eating cheese before bed affects the number of 

nightmares you have’, what would the null hypothesis be? 

a. Eating cheese before bed gives you 

more nightmares. 

b. Eating cheese before bed gives you 

fewer nightmares. 

c. Eating cheese is linearly related to 

the number of nightmares you have.  

d. The number of nightmares you have 

is not affected by eating cheese 

before bed. 

28) If my null hypothesis is ‘Dutch people do not differ from English people in height’, what 

is my alternative hypothesis? 

a. All of the statements are plausible 

alternative hypotheses. 

b. Dutch people are taller than English 

people. 

c. English people are taller than Dutch 

people. 

d. Dutch people differ in height from 

English people. 

 

Presentation and Discussion: 

After group work one student from each group presents their task. Depends upon the 

presentation teacher recapitulates and concludes the class. At the end teacher will give 

assignment to the students. Assignment work related to this topic is mentioned in the appendix- 

VIII. 

  

Announcement of topic in Class: This announcement was made two days prior to the class. For 

the coming class read the difference between parametric and non parametric tests and Steps of 

doing hypothesis testing. 
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Lesson No.16: Introduction to Inferential Statistics -II 

 

Teaching Points:  

 Difference between parametric and non parametric tests. 

 Steps of doing hypothesis testing. 

Instructional Objectives:   

i. State the major steps of doing hypothesis testing. 

ii. Differentiate between parametric and non parametric tests. 

Lesson Presentation: 

Tr: Dear students, You must have gone through with many tests used for hypothesis testing. But 

you can definitely observe that there are certain steps which every hypothesis testing is 

following. So, today we will study the steps of doing hypothesis test. Let me ask from you, what 

should be those steps? 

St: Following are the steps in testing of hypothesis  

I. Formulating null hypothesis (Ho) and Alternate hypothesis (H1). Alternative 

hypothesis (H1) will help in deciding whether the test is one sided or two sided.  

II. Fixing Level of significance: Choose appropriate level of significance () depending 

on the reliability of the estimates and permissible risk. This is to be decided before 

sample is drawn. The commonly used levels of significances in practice are 5% and 

1%. If 5% level of significance is used, it means that the probability of making type one 

error is 0.05. In other words, there is 95 % confident that a correct decision has been 

made.  

III. Computation of test statistics. The test statistic is a statistic based on appropriate 

probability distribution. It is used to test whether the null hypothesis is accepted or 

rejected. 

Eg: Most commonly used test statistic is Z-statistic, t-statistic etc. 

      The Z-statistic is defined as 
).(.
)(

tES
tEt

Z


 

IV. Establish Critical region. The region in which null hypothesis is rejected is called 

critical region. The value of the sample statistic that separates the region of rejection 
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and acceptance is called critical value. Generally critical value is obtained from table of 

sampling distribution of test statistic for given parameter and level of significance. 

V. Defining Rejection Criteria of Null Hypothesis: Formulate the Decision rule to 

accept or reject the null hypothesis. Rejection Criteria depends upon whether the test is 

one sided or two sided.  

VI. Drawing inference: Compare the calculated value of the test statistic with the critical 

value. The decision rule for the null hypothesis is Accept Ho if the test statistic value 

falls within the area of acceptance and reject otherwise. 

 Tr: These steps of hypothesis testing are applicable for both the types of tests i.e. Parametric and 

non parametric tests. Do you know, what is a parametric and non parametric test? 

To make the generalization about the population from the sample, statistical tests are uses. These 

hypothetical testing related to differences are classified as parametric and nonparametric tests. On 

one hand, the parametric test is one which has information about population parameter while on 

the other hand, nonparametric tests, is one where the researcher has no idea regarding the 

population parameter. 

The parametric test is the hypothesis test which provides generalizations for making statements 

about the mean of the parent population. A t-test based on Student’s t-statistic, which is often 

used in this regard. The t-statistic rests on the underlying assumption that there is the normal 

distribution of variable and the mean in known or assumed to be known. The population variance 

is calculated for the sample. It is assumed that the variables of interest, in the population are 

measured on an interval scale. 

The nonparametric test is defined as the hypothesis test which is not based on underlying 

assumptions, i.e. it does not require population’s distribution to be denoted by specific parameters. 

The test is mainly based on differences in medians. Hence, it is alternately known as the 

distribution-free test. The test assumes that the variables are measured on a nominal or ordinal 

level. It is used when the independent variables are non-metric. 

 

State the differences you know. 

St: The Key Differences between Parametric and Nonparametric Tests are following: 
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I. A statistical test, in which specific assumptions are made about the population parameter 

is known as the parametric test. A statistical test used in the case of non-metric 

independent variables is called nonparametric test. 

II. In the parametric test, the test statistic is based on distribution. On the other hand, the test 

statistic is arbitrary in the case of the nonparametric test. 

III. In the parametric test, it is assumed that the measurement of variables of interest is done 

on interval or ratio level. As opposed to the nonparametric test, wherein the variable of 

interest are measured on nominal or ordinal scale. 

IV. In general, the measure of central tendency in the parametric test is mean, while in the 

case of the nonparametric test is median. 

V. In the parametric test, there is complete information about the population. Conversely, in 

the nonparametric test, there is no information about the population. 

VI. The applicability of parametric test is for variables only, whereas nonparametric test 

applies to both variables and attributes. 

VII. For measuring the degree of association between two quantitative variables, Pearson’s 

coefficient of correlation is used in the parametric test, while spearman’s rank correlation 

is used in the nonparametric test. 

Tr: Parametric statistics is a branch of statistics which assumes that sample data come from a 

population that can be adequately modeled by a probability distribution that has a fixed set 

of parameters. Conversely a non-parametric model differs precisely in that the parameter set is 

not fixed and can increase, or even decrease, if new relevant information is collected. 

Most of the statistical tests we perform are based on a set of assumptions. When these 

assumptions are violated the results of the analysis can be misleading or completely erroneous. 

State those typical assumptions used for parametric tests. 

St: typical assumptions used for parametric tests are following: 

 Normality: Data have a normal distribution (or at least is symmetric) 

 Homogeneity of variances: Data from multiple groups have the same variance 

 Linearity: Data have a linear relationship 

 Independence: Data are independent 

Now students will be grouped in 5 or 6 members per group and group task will be allotted for 

each group. 

https://en.wikipedia.org/wiki/Probability_distribution
https://en.wikipedia.org/wiki/Statistical_parameter
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Task allotment for each group: (All Groups) 

Q1. Differentiate Between Parametric and non parametric Test in tabular form. 

Q2. State the equivalent non-parametric test for the given parametric test mention below: 

Independent t - test (difference between the means of two independent groups), Paired t- test, One 

way ANOVA, Repeated Measures ANOVA, Pearsons’ correlation coefficient, Simple linear 

regression, Assessing the relationship between two categorical variables. 

Answer: 

Parametric tests Non-Parametric tests 

Independent t - test (difference between the means 
 of two independent groups) 

Mann Whitney Test 

Paired t- test Wilcoxon Signed Rank test 

One way ANOVA Kruskal Wallis Test 

Repeated Measures ANOVA Friedman Test 

Pearsons’ correlation coefficient Spearman’s rank correlation 

Simple linear regression Not applicable 

For Assessing the relationship between 
two categorical variables – no applicable 

in parametric test. 

Chi- square test 

 

Presentation and Discussion: 

After group work one student from each group presents their task. Depends upon the 

presentation teacher recapitulates and concludes the class. At the end teacher will give 

assignment to the students. Assignment work related to this topic is mentioned in the appendix- 

VIII. 

  

Announcement of topic in Class: This announcement was made two days prior to the class. For 

the coming class read about Z- distribution and their applications and hypothesis testing for mean 

(one sample problem and two sample problem). 
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PARAMETRIC TESTS 

Lesson No.17: Z-test and its applications 

 

Teaching Points:  

 Z- distribution 

 Applications of Z- distribution. 

 Testing for mean  (one sample problem) 

 Testing for mean  (two sample problem) 

Instructional Objectives:   

After completion of this class students will be able to  

i. Describe Z- distribution. 

ii. Use Z- test for hypothesis testing of population mean for one sample problem. 

iii. Use Z- test for hypothesis testing of population mean for two samples problem. 

iv. Infer the results after using Z- test for hypothesis testing of population mean for one 

sample and two sample problems. 

Lesson Presentation: 

Tr: Dear students Z- distribution is one of the most exploited distribution in the entire Sampling 

distributions family. 

What is a Z- distribution? 

St: Z- distribution is also known as standard normal distribution (SND). 

SND is a special case of normal distribution with mean µ= 0 and s.d.  = 1. Following graph 

shows the curve of SND (or Z- distribution): 

 

Tr: Who proposed normal distribution and what is the other name of this distribution? 
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St: The normal distribution is also called Gaussian distribution because it was discovered by 

Carl Friedrich Gauss. 

Tr: What is a Z- test? 

St:A Z-test is any statistical test for which the distribution of the test Statistic under the null 

hypothesis can be approximated by a normal distribution. Because of the central limit theorem, 

many test statistics are approximately normally distributed for large samples. 

Tr: What are the applications or uses of Z- test? 

St: z-test is based on the normal probability distribution and is used for judging the significance 

of several statistical measures, particularly the mean. The relevant test statistic*, z, is worked out 

and compared with its probable value (to be read from table showing area under normal curve) at 

a specified level of significance for judging the significance of the measure concerned. This is a 

most frequently used test in research studies. This test is used even when binomial distribution or 

t-distribution is applicable on the presumption that such a distribution tends to approximate 

normal distribution as ‘n’ becomes larger. 

 Z-Test is generally used for comparing the mean of a sample to some hypothesized mean 

for the population in case of large sample, or when population variance is known.  

 Z-Test is also used for judging the significance of difference between means of two 

independent samples in case of large samples, or when population variance is known. 

  Z-Test is also used for comparing the sample proportion to a theoretical value of 

population proportion or for judging the difference in proportions of two independent 

samples when n happens to be large.  

 Z- Test may be used for judging the significance of median, mode, coefficient of 

correlation and several other measures. 

 

Tr: Now we will learn hypothesis testing for mean (for one sample problem and two sample 

problem). 

 Testing mean of single Normal Population: 

       µ: population mean     : population s.d. 

     x: sample mean           s: sample s.d.          n: sample size 

 

 

 

https://en.wikipedia.org/wiki/Statistics
https://en.wikipedia.org/wiki/Statistical_hypothesis_testing
https://en.wikipedia.org/wiki/Probability_distribution
https://en.wikipedia.org/wiki/Test_statistic
https://en.wikipedia.org/wiki/Null_hypothesis
https://en.wikipedia.org/wiki/Null_hypothesis
https://en.wikipedia.org/wiki/Normal_distribution
https://en.wikipedia.org/wiki/Central_limit_theorem
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  is Known 

Null 
Hypothesis 

Alternative 
Hypothesis 

Test statistic Rejection criterion 

Reject H0  if 

H0 : µ = µ0 (1) H1 : µ > µ0 

(2) H1 : µ < µ0 

(3) H1 : µ  µ0            
n

o
x

cal
Z






  

       (1)  Z cal  >  Z 

       (2)  Z cal  < -  Z 

       (3)  Z cal >  Z/2 

 

  is unknown,  large sample (n≥30) 
Null 

Hypothesis 

Alternative 
Hypothesis 

Test statistic Rejection criterion 

Reject H0  if 

H0 : µ = µ0 (1) H1 : µ > µ0 

(2) H1 : µ < µ0 

(3) H1 : µ  µ0 
           

ns

o
x

cal
Z




  

(1) Z cal  >  Z 

   (2) Z cal  < -  Z 

    (3)Z cal  >  Z/2 

 

 Testing Means of two Independent normal populations (Two population test) 

               1 and  2 Known  

Null Hypothesis Alternative 
Hypothesis 

Test statistic Rejection criterion 

Reject H0  if 

H0 : µ  1 = µ2 (1) H1 : µ1> µ2 

(2) H1 : µ1< µ2 

(3) H1 : µ1 µ2 

2

2
2

1

2
1

21

nn

xx

cal
Z









             

(1)      Z cal  >  Z 

(2)      Z cal  < -  Z 

(3)     Z cal  >  Z/2 

 

                1 and  2 unknown, large sample (n1≥30 or n2≥30) 
Null 

Hypothesis 

Alternative 
Hypothesis 

Test statistic Rejection criterion 

Reject H0  if 

H0 : µ  1 = µ2 (1) H1 : µ1> µ2 

(2) H1 : µ1< µ2 

(3) H1 : µ1 µ2 

2

2
2

1

2
1

21

n

s

n

s

xx

cal
Z








               

 (1)  Z cal  >  Z 

(2)   Z cal  < -  Z 

(3)  Z cal  >  Z/2 

 
Tr: In the above tables’ null hypothesis, alternate hypothesis, test statistic and rejection criteria 

are shown. Let us take some examples to learn hypothesis testing: 
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Tr: Example (1) From Bajaj insurance company an agent has claimed that the average age of the 

policy holders who insure through him is less than the average age for all the agents, which is 

30.5 years. A random sample of 100 policy holders who had insured through him has mean 28.8 

years and standard deviation 6.35 years. Test his claim at 5% level of significance. (Given table 

value 1.645).   

Null hypothesis: H0: µ=30.5 years (claim is not true) against 

Alternative Hypothesis: H0: µ < 30.5 years (claim is true) 

Sample mean:x  =  28.8 Years   

Sample standard deviation: s = 6.35 years 

Sample observations: n = 100 (large sample, population s.d. () unknown) 

Test statistic           

677.2
10035.6

5.308.28









ns

o
x

cal
Z



 

Rejection Criteria: Reject H0 if   cal
Z

< - tab
Z

,    

Here 


tab
Z

05.0
Z

= 1.645 

i.e. Reject H0 if cal
Z

<   -1.645 

Conclusion: Here cal
Z

=  - 2.677 <  -1.645.  

So we reject null hypothesis at 5% level of significance and conclude that claim of agent is true. 

That is, the average age of the policy holders who get insurance through him is less than the 

average age for all the agents, which is 30.5 years. 

Tr:  Example (2): The average breaking strength of the cables supplied by a manufacturer is 1800 

with s.d. 100. Through some new modification technique in manufacturing process, test whether 

the average breaking strength of the cables increased or not. In order to test this, a sample of 50 

cables is examined. It is found that the mean breaking strength is 1850. Use α = 0.01. (Given table 

value 2.33) 

St: Solution:  Null hypothesis: H0: µ=1800 against 

Alternative Hypothesis: H0: µ >1800 
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Sample mean:x  =  1850  

Population standard deviation:  = 100 

Sample observations: n = 50 (population s.d. () known) 

 Test statistic           5355.3
50100

18001850









n

o
x

cal
Z




 

 Rejection Criteria: Reject H0 if cal
Z

>  tab
Z

   

Here 


tab
Z

01.0
Z

= 2.33 

i.e Reject H0 if cal
Z

>  2.33 

Conclusion: Here cal
Z

= 3.5355 > 2.33  

So, we reject null hypothesis at 5% level of significance and conclude that by a new technique in 

manufacturing process, the mean breaking strength of the cable increased. 

Tr: Example (3): The average production of wheat from a sample of 100 fields in 200 lbs. per 

acre with a s.d. of 10 lbs. Another sample of 150 fields gives the average of 220 lbs. with a s.d. 

of 12 lbs. Can the two samples be considered to have been taken from the same population 

whose s.d. is 11 lbs? Use 5%  level of significance. 

Solution: Taking the null hypothesis that the means of two populations do not differ, we can 

write H0 : µ 1 = µ2 

           H1: 1 2 

n1 = 100; n2 = 150; 


x 200 lbs.;   


x 2 220 lbs. 

s1  10 lbs.      s212 lbs.     and p 11 lbs. 

Test Statistic:   

]

2

2

1

1[p  

21

2

nn

xx

cal
Z












 

Zcal= 
200−220√112[ 1100+ 1150) = -14.08 
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 Z cal = 14.08 

Ztab = Zα/2 = Z0.05/2 = Z0.025= 1.96 

Rejection Criteria: Reject H0 if  Z cal  >  Z/2 

Conclusion: Since if  Z cal  >  Z/2 at 5% level of significance we reject Ho and conclude that 

the two samples have been taken from the different populations.  

Now students will be grouped in 5 or 6 members per group and group task will be allotted for 

each group. 

 

Task allotment for each group: (All Groups) 

1.  A random sample of hand gloves worn by 200 combat soldiers in a hill region showed an 

average life of 2.2 years with a standard deviation of 0.04. Under the standard conditions, the 

hand gloves are known to have an average life 2.53 years. Is there reason to assert at a level of 

significance of 0.05 that use in the hills causes the average life of such hand gloves to decrease? 

 

2. A simple random sampling survey in respect of weekly wages earned by balloon sailors’ 

workers in two cities gives the following statistical information: 

City Weekly Earning s.d. of sample data 

of weekly earning 

Sample Size 

Mumbai 2560 259 400 

Ahmadabad 2678 342 370 

Test the hypothesis at 5 per cent level that there is no difference between weekly earnings of 

workers in the two cities. 

 

Presentation and Discussion: 

After group work one student from each group presents their task. Depends upon the 

presentation teacher recapitulates and concludes the class. At the end teacher will give 

assignment to the students. Assignment work related to this topic is mentioned in the appendix- 

VIII. 

  

Announcement of topic in Class: This announcement was made two days prior to the class. For 

the coming class read hypothesis testing for proportion (one sample and two sample problems). 
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Lesson No.18: Z-test Application 

 

Teaching Points:  

 Testing for proportion (one sample problem) 

 Testing for proportion (two sample problem) 

Instructional Objectives:   

After completion of this class students will be able to:  

i. Use z-test for hypothesis testing of population proportion for one sample problem. 

ii. Use z-test for hypothesis testing of population proportion for two sample problem. 

iii. Infer the results after using Z- test for hypothesis testing of population proportion for one 

sample and two sample problems. 

Lesson Presentation: 

Tr: Dear students, today we will learn about hypothesis testing of population proportion for one 

sample problem. and two sample problems. Following tables will help you to decide about null 

hypothesis, alternative hypothesis, test statistic and rejection criteria for a given problem. 

 Testing for proportion (one population test) 

  P: population proportion 

  X: no. of observations in favour of certain characteristics in population 

  N: population size  

  p: sample proportion  

  x: no. of observation in favour of certain characteristics in sample  

  n: sample size  

P: X / N 

 P: x / n 

 

Null Hypothesis Alternative Hypothesis Test statistic Rejection criterion 

Reject H0  if 

H0 : P = P0 (1) H1 : P  >  P0 

(2) H1 : P  <  P0 

(3) H1 : P    P0 

00

00

1

P

 

P

PQ

Q

where

n

op
cal

Z




            

    
     

      (1)  Z cal  >  Z 

      (2)  Z cal  < -  Z 

      (3)  Z cal  >  Z/2 
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Tr: Solve the following example:  

A famous producer of an advertising company claims that 40% of the people saw an 

advertisement put out on the television by the company, remembered the brand name of the 

product even 24 hours after they had seen the show. In a sample survey conducted 24 hours after 

the show found that 152 out of 400 persons remembered the brand name of the product 

advertised. Test if the claim of the company at 1 % level of significance. (Table value 2.57) 

St: Solution: 

 Null hypothesis: H0: P = 0.4 (claim) against 

Alternative Hypothesis: H0: P  0.4 

n = 400,    x = 152,    𝑝 = 𝑥𝑛 = 152400 = 0.38 

       Test Statistic:  

00

00

1

P

 

8165.0
400/)6.04.0(

4.038.0P

PQ

Q

where

n

op
cal

Z







 

                    Rejection Criteria: Reject H0 if 
cal

Z
  >  2Z

 

                     

57.2
005.0201.02

 ZZZ
 

                     i.e. Reject H0 if cal
Z > 2.57 

Conclusion: Here   
cal

Z
   

= 0.8165 < 2.57. So we do not reject null hypothesis at 1 % level of 

significance and conclude that claim of company is true. That is, 40% of the people who saw an 

advertisement put out on the television by the company, remembered the name of the product 

even after 24 hours they had seen the show. 

 Testing for differences in proportions of two samples (two population test) 

  P1: proportion of success in population one                                       

  P2: proportion of success in population two 

  X1: no. of observations in favour of certain characteristics in 1st population 

  X2: no. of observations in favour of certain characteristics in 2nd population 
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  N1:  1
st population size  

  N2:  2
nd population size p1:  proportion of success in sample one 

p2: proportion of success in sample two 

 x1: no. of observations in favour of certain characteristics in sample taken from  1st   population 

 x2: no. of observations in favour of certain characteristics in sample taken from  2nd population 

 n1: sample size from 1st population 

 n2: sample size from 2nd population 

  P1: X1 / N1           P2: X2 / N2 

 P1: x1 / n1         P2: x2 / n2  

Null 
Hypothesis 

Alternative  
Hypothesis 

Test statistic Rejection criterion 

Reject H0  if 

H0 : P1 = P2 (1) H1 : P1  > P2 

(2) H1 : P1  <  P2 

(3) H1 : P1    P2 

}
2

2̂2̂
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1̂1̂
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2/1
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

             

    
Is used in case of heterogeneous 

populations. But when populations are 
similar with respect to a given attribute, 

we work out the best estimate of the 
population proportion as under: 

 

p0 =   
𝑛1 ^

1p + n2 ^
2p𝑛1+𝑛2  

 
q0 = 1- p0 in which case we calculate 
test statistic as: 

]
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1
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
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  (1)  Z cal  >  Z 

  (2)  Z cal  < -  Z 

  (3)  Z cal  >  Z/2 

 

Tr: Example: A clinical industry is testing two drugs newly developed to reduce blood pressure 

levels. The drugs are administered to two different sets of animals. In group one, 350 of 600 
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animals tested respond to drug A and in group two, 260 of 500 animals tested respond to drug B. 

The clinical industry wants to test whether there is a difference between the efficacies of the said 

two drugs at 5 % level of significance.  

St: Null hypothesis: H0:  P1 = P2 

Alternate hypothesis: H1 : P1    P2 

p1 = 350/ 600  = 0.583      q1=  1-   p1 =  1- 0.583 = 0.417 

p2 = 260/500   = 0.520       q2=  1-   p2 =  1- 0.520 = 0.480 

n1= 600    n2= 500 

Test Statistic:  

 

 

Zcal = 
0.583−0.520√0.583∗0.41 600 + 0.52∗0.48500  = 2.093 

Ztable : Zα/2 = Z0.05/2 = Z 0.025= 1.96 

Rejection Criteria: Reject Ho if  Z cal  >  Z/2. 

Conclusion: Since Zcal= 2.093 > 1.96 = Zα/2 at 5% level of significance we reject Ho and 

conclude that there is a significant difference between the efficacies of the said two drugs A and 

B. 

Now students will be grouped in 5 or 6 members per group and group task will be allotted for 

each group. 

 

Task allotment for each group: (All Groups) 

1. A certain process produces 6% defective articles (bottles). A supplier of new raw material 

claims that the use of his material would reduce the proportion of defectives. A random sample 

of 450 units using this new material was taken out of which 27 were defective units. Can the 

supplier’s claim be acceptable at 1% level of significance? 
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2. A railway ticket Master said that 30% of the passengers go in first class, but management 

recognizes the possibility that this percentage could be more or less. A random sample of 1550 

passengers includes 430 passengers holding first class tickets. Can the claim of railway ticket 

Master be rejected at 5% level of significance? 

 

3. In a City Mall on a certain day 156 out of a random sample of 1500 men were found to be 

smoking. After awareness program on effects of smoking another sample was drawn after three 

days at the same City Mall. Sample was of 1900 men and it was found that 120 were smokers. 

Was the observed decrease in the proportion of smokers significant? Test at 5% level of 

significance. 

 

Presentation and Discussion: 

After group work one student from each group presents their task. Depends upon the 

presentation teacher recapitulates and concludes the class. At the end teacher will give 

assignment to the students. Assignment work related to this topic is mentioned in the appendix- 

VIII. 

  

Announcement of topic in Class: This announcement was made two days prior to the class. For 

the coming class read hypothesis testing for t- distribution and its Applications, Testing for mean 

for one sample problem and for two sample problem, Confidence Interval. 
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Lesson No.19: t- test and its applications 

Teaching Points:  

 t- Distribution. 

 Applications of t- distribution. 

 Testing for mean (one sample problem) 

 Testing for mean (two sample problem) 

 Confidence Interval 

Instructional Objectives:   

After completion of this class students will be able to: 

i. Use t-test for hypothesis testing of population mean for one sample problem. 

ii. Use t-test for hypothesis testing of population mean for two sample problem. 

iii. Infer the results after using t- test for hypothesis testing of population mean for one 

sample and two sample problems. 

Lesson Presentation: 

Tr: What did you know about t- distribution? 

St: The t- distribution, also known as the Student's t-distribution. 

St: t-distribution is a type of probability distribution that is similar to the normal distribution with 

its bell shape but has heavier tails.  

St: t- distributions have a greater chance for extreme values than normal distributions, hence the 

fatter tails. Tail heaviness is determined by a parameter of the t- distribution called degrees of 

freedom, with smaller values giving heavier tails and with higher values making the                    

t-distribution resemble a standard normal distribution with a mean of 0 and a standard deviation 

of 1. 

Tr: You are right. Then, what is difference between a t - distribution and a normal distribution? 

St: Normal distributions are used when the population distribution is assumed to be normal. The t 

distribution is similar to the normal distribution, just with fatter tails. Both assume a normally 

distributed population. t - Distribution has higher kurtosis than normal distributions. The 

probability of getting values very far from the mean is larger with a t distribution than a normal 

distribution. Following graph will help you to understand when n tends to infinity or very large, 

t- distribution converges to standard normal distribution. 

https://www.investopedia.com/terms/d/degrees-of-freedom.asp
https://www.investopedia.com/terms/d/degrees-of-freedom.asp
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Tr: What is t-test? State their applications. 

St: t-test is based on t-distribution and is considered an appropriate test for judging the 

significance of a sample mean or for judging the significance of difference between the means of 

two samples in case of small sample(s) when population variance is not known (in which case 

we use variance of the sample as an estimate of the population variance).  

St: In case two samples are related, we use paired t-test (or what is known as difference test) for 

judging the significance of the mean of difference between the two related samples. 

St: It can also be used for judging the significance of the coefficients of simple and partial 

correlations. The relevant test statistic, t, is calculated from the sample data and then compared 

with its probable value based on t-distribution (to be read from the table that gives probable 

values of t for different levels of significance for different degrees of freedom) at a specified 

level of significance for concerning degrees of freedom for accepting or rejecting the null 

hypothesis.  

Tr: It may be noted that t-test applies only in case of small sample(s) when population variance is 

unknown. 

Following table will help you to learn t- test for Testing of hypothesis for mean for one sample 

and two sample problems. 
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 Testing for mean for one sample: 

 population s.d.( unknown and small sample(n < 30)  

 

Null 

Hypothesis 

Alternative Hypothesis Test statistic Rejection criterion 

Reject H0  if 

H0 :  = 0 (1) H1 :  > 0 

(2) H1 :  < 0  

(3) H1 :   0 

    
ns

x
tcal

/

0



           

      

(1) t cal  >  tn-1, 

(2) t cal  < -  tn-1, 

(3) t cal  >  tn-1,/2 

 

Tr: Let us solve some examples. 

Example: Mohan Samosa Stall near the railway station at Vadodara has been having average 

sales of 500 per day. Because of the development of City Mall nearby, it expects to increase its 

sales. During the first 12 days after the start of the City Mall, the daily sales were as under: 550, 

570, 490, 615, 505, 580, 570, 460, 600, 580, 530, 526. On the basis of this sample information, 

can one conclude that Mohan Samosa’s sales have increased? Use 5%  level of significance. 

 St: Solution: Null hypothesis H0: µ = 500  

           Alternative hypothesis H1: µ > 500 (as we want to conclude that sales have increased) 

  Test Statistics: 
ns

x
tcal

/

0



  

Sl. No. Xi (Xi-  


x  ) (Xi - 


x )
2
 

1 550 2 4 

2 570 22 484 

3 490 -58 3364 

4 615 67 4489 

5 505 -43 1849 

6 580 32 1024 

7 570 22 484 

8 460 -88 7744 

9 600 52 2704 

10 580 32 1024 

11 530 -18 324 

12 526 -22 484 

Total 6576 

 

23978 



317 

 

         n= 12          


x = 548      𝜎 = √2397812−1  = 46.68         Degree of freedom = n – 1 = 12 – 1 = 11  

tcal= 
548−50046.68√12   = 48/ 13.49 = 3.558 

ttab= tn-1, = t 11, 0.05 = 1.796 

Rejection Criteria: Reject Ho if   t cal  >  tn-1,. 

Conclusion: Since tcal = 3.558 > tn-1,.= 1.76 we reject Ho. at 5% level of significance we 

conclude that Mohan Samosa’s sales has significantly increased or claim of the shopkeeper is 

true. 

Tr: Example: A random sample of 36 New Delhi civil service personnel, the average age and the 

sample Standard deviation was found to be 40 years and 4.5 years respectively. Construct a 95% 

Confidence interval for the mean age of civil servants in New Delhi. 

Solution: Here n = 36, X = 40 years, σs = 4.5 years  

Z0.05,= 1.96 (as per the normal curve area table).  

Thus, 95% confidence interval for the mean age of population is: X ± Zα  σS√n 

Therefore, 40 ± 1.96 4.5√36    =   40 ± 1.47 = (38.53, 41.47)  

At 95 % C.I. the mean age of civil servants in New Delhi is lies in (38.53, 41.47).  

 

 Testing of means of two independent normal population means  

 

        Population s.d. unknown but equal i.e. 2 but unknown, small samples (n1<30 &  

n2<30) 

 Null 

Hypothesis 

Alternative 

Hypothesis 

Test statistic Rejection criterion 

Reject H0  if 

H0 : 1 = 2 (1) H1 : 1> 2 

(2) H1 : 1< 2 

(3) H1 : 1 2 

   

2

1

1

1
*

21

nn
s

xx
tcal








          

where 

2

)1()1(

21

2

22

2

112





nn

snsn
s         

(1) t cal  >  tv , 

(2) t cal  < -  tv , 

(3) t cal  >  tv  ,/2 

 

where, 

v = n1+n2-2 
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Tr: Example: A Sample of sales in similar shops in two towns are taken for a new product with 

the following results:      

    Town 

 

    Mean Sales       Variance 

 

      Size of sample 

A 57           5.3 
 

5 

B 
 

61 
 

          4.8 
 

7 

                                  

Is there any evidence of difference in sales in the two towns? Use 5% level of significance for 

testing this difference between the means of two samples. Construct 95% C.I. for the difference 

between the means of sales of two towns. 

St: Null hypothesis H0: µ1 = µ2  

                                   H1: µ1 ≠ µ2 

   

Since in the given question variances of the population are not known and the size of samples is 

small, we shall use t-test for difference in means, assuming the populations to be normal. 

Test statistic t: 

                                  
ns

xx
tcal

*

21




   = 

57−61√5∗0.3428   = - 4 /1.309 = - 3.05576       

                                t cal = 3.05576 

where 

                            
2

)1()1(

21

2

22

2

112





nn

snsn
s          = 

(5−1)∗5.3+(7−1)∗4.85+7−2    = 5 

           s = 2.236 

 

Sample from town A as sample one 

 

1



x  = 57 

 

 

σs1
 2 = 5.3 

 

 
n1 = 5 

 

 

Sample from town B As sample two 

 

2



x = 61 

 

σs2 
2 = 4.8 

 

 

n2 = 7 
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                           n = (1/ n1)+ (1/ n2) =(1/5) +(1/7) =0.342857 

 

ttab=    tv  ,/2= t 10,0.05/2 = 2.228 

where, 

d.f. = v = n1+n2-2 = 5 + 7 - 2 = 10 

Rejection Criteria: Reject Ho if t cal  >  tv  ,/2 

Conclusion: Since t cal = 3.05576 > 2.228 = ttab we reject Ho at 5% level of significance and 

conclude that there is significant difference in the sales of the product in two towns. 

The 95% C.I. for the difference between the means of sales of two towns is given by: 

When n1>30 and n2> 30: (X1 − X2) ± Zα s √ 1n1 + 1n2      

When n1< 30 and n2< 30: (X1 − X2) ± tn1+n2−2 ,   α s √ 1n1 + 1n2      

Where  

                          2

)1()1(

21

2

22

2

11





nn

snsn
s  

Therefore,  (61- 57) ±tn1+n2−2 ,α%*2.236 *0.342857 

                    = 4  ±  2.228139 *0.7666 

          = 4 ± 1.7081 

         = (2.291, 5.708) 

(2.291, 5.708) is the 95% C.I. for the difference between the means of sales of two towns.  

 

Now students will be grouped in 5 or 6 members per group and group task will be allotted for 

each group. 
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Task allotment for each group: (All Groups) 

1. The specimen of Silver wires drawn form a large lot have the following breaking strength (in 

kg weight): 522, 542, 550, 548, 562, 558, 530, 542, 556, 534 Test whether the mean breaking 

strength of the lot may be taken to be 540 kg weight. Test at 2% level of significance. 

 

2. The management of big bazar market wanted to investigate whether the male customers spend 

more money on average than the female customers. A sample of 220 male customers who 

shopped at this supermarket showed that they spend an average of Rs. 530 with s.d. of Rs.96. 

Another sample of 300 female customers, who shopped at the same big bazaar, showed that they 

spend an average of Rs. 266 with s.d. of Rs.80. Assume that the amounts spend at this big bazar 

by all male and female customers are normally distributed with equal but unknown population 

standard deviation. Construct 95% C.I. for the difference between the mean amount spent by all 

male and female. 

 

Presentation and Discussion: 

After group work one student from each group presents their task. Depends upon the 

presentation teacher recapitulates and concludes the class. At the end teacher will give 

assignment to the students. Assignment work related to this topic is mentioned in the appendix- 

VIII. 

  

Announcement of topic in Class: This announcement was made two days prior to the class. For 

the coming class read hypothesis testing for paired observations and testing for correlation (one 

sample test) 
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Lesson No.20: t- test Applications 

Teaching Points:  

 Paired t – test 

 Testing for Correlation (one sample problem) 

Instructional Objectives:   

After completion of this class students will be able to  

i. Use t-test for hypothesis testing for differences of paired observations in population. 

i. Use t-test for hypothesis testing of population correlation coefficient for one sample 

problem. 

ii. Infer the results after using paired t- test. 

ii. Infer the results of hypothesis testing of population correlation coefficient for one sample 

problem. 

Lesson Presentation: 

Tr: Dear Students, when did we use paired t – test? 

St: Paired t-test is a way to test for comparing two related samples, involving small values of n 

that does not require the variances of the two populations to be equal, but the assumption that the 

two populations are normal must continue to apply.  

St: For a paired t-test, it is necessary that the observations in the two samples be collected in the 

form of what is called matched pairs i.e., “each observation in the one sample must be paired 

with an observation in the other sample in such a manner that these observations are somehow 

‘matched’ or related, in an attempt to eliminate extraneous factors which are not of interest in 

test.” 

Tr: Such a test is generally considered appropriate in a before-and-after-treatment study. For 

instance, we may test a group of certain students before and after training in order to know 

whether the training is effective, in which situation we may use paired t-test. Following table will 

help you to know about the null and alternate hypothesis, test statistic and rejection criteria. 
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 Testing of means of two dependent normal population (Paired t-test) 

 

Null 

Hypothesis 

Alternative 

Hypothesis 

Test statistic Rejection criterion 

Reject H0  if 

H0 : D = 0 

 

Where, 

µD = 1- 2 

(1) H1 : D > 0 

(2) H1 : D <  

(3) H1 : D  

   

22

21

/

,

/
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xxd

where
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d

d
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(1) t cal  >  tn-1 , 

(2) t cal  < -  tn-1 , 

(3) t cal  >  tn-1  ,/2 

 

 

 

Tr: Let us take an example. 

Example: Memory capacity of 9 students was tested before and after training. Test at 5 percent 

level of significance whether the training was effective from the following scores:  

Student 1 2 3 4 5 6 7 8 9 

Before 10 15 9 3 7 12 16 17 4 

After 12 17 8 5 6 11 18 20 3 

 

St: Solution: Null hypothesis: H0: D = 0        Where, µD = 1- 2 

     H1: H1 : D < 

Test Statistic:  

                  
1.617802

0.77778 -/

,

-1.44229
9/617802.1

77777.0

/

22
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tcal = -1.44229 

                        ttab= tn-1 ,= t 8, 0.05 = 1.860 
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                      - tn-1 ,  = -1.860

 

  

 

 

 

 

 

Rejection Criteria: Reject Ho if  t cal  < -  tn-1 , 

Conclusion: Since t cal   = -1.44229 is not greater than  -  tn-1 , = - 1.860 we do not reject Ho at 5% 

level of significance and conclude that there is no significant difference between before and after 

scores of students. Hence training is ineffective. In other words, we should conclude that the 

training was not effective. 

 Testing for Correlation Coefficient (r):   

Null 
Hypothesis 

Alternative 
Hypothesis 

Test statistic Rejection criterion 

Reject H0  if 

H0 : ρ = 0 

 

Where, ρ is 
population 
correlation 
coefficient 

(1) H1 : ρ > 0 

(2) H1 : ρ  <  

(3) H1 : ρ   

 

 

 

     1

2*

r
2




nr
tcal

        

Where r: simple correlation 
coefficient 
d.f. = n-2        

(1) t cal  >  tn-2 , 

(2) t cal  < -  tn-2 , 

(3) t cal  >  tn-2, /2 

 

 

 

Tr: Example: The correlation coefficient between achievement scores of Mathematics and 

Science subjects for sample of 27 students of IX standard students is 0.76. Using 5% level of 

Student 
No.  

Before 
(X1) 

After 
(X2) 

d= X1- 
X2 d2 d-𝑑̅ (d- 𝑑̅)2 

1 10 12 -2 4 -1.22222 1.493822 

2 15 17 -2 4 -1.22222 1.493822 

3 9 8 1 1 1.77778 3.160502 

4 3 5 -2 4 -1.22222 1.493822 

5 7 6 1 1 1.77778 3.160502 

6 12 11 1 1 1.77778 3.160502 

7 16 18 -2 4 -1.22222 1.493822 

8 17 20 -3 9 -2.22222 4.938262 

9 4 3 1 1 1.77778 3.160502 

Total      -7 49 

 

23.55556 
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significance test whether the linear correlation coefficient between achievement scores of 

Mathematics and Science subject scores is positive. Assume that the population of both variables 

is normally distributed. 

St: Null hypothesis           H0 : ρ = 0    (Correlation is not significant) 

      Alternate hypothesis   H1 : ρ > 0  (Correlation is significant) 

Test Statistic:  

                1

2*

r
2




nr
tcal

        

tcal = 
0.76∗5√1−0.5776  = 5.7099 

t tab =  tn-2 ,= t25, 0.05= 2.059539 

Rejection Criteria: Reject Ho if t cal  >  tn-2 , 

Conclusion: Since tcal = 5. 7099 > t tab = 2.059539 we reject null hypothesis and conclude that 

there is significant positive correlation between achievement scores of Mathematics and Science 

of IX std. students. 

 

Now students will be grouped in 5 or 6 members per group and group task will be allotted for 

each group. 

 

Task allotment for each group: (All Group) 

1. The sales data of an item in ten shops before and after a special promotional campaign are: 

Shops A B C D E F G H I J 

Before the promotional Campaign 50 25 30 46 57 45  33 44 32 43 

After the campaign 57 
 

28 

 

37 

 

57 

 

67 

 

48  

 

39 46 39 58 

Can the campaign be judged to be a success? Use paired t-test at 5% level of significance. 
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2. The correlation coefficient between achievement scores of Economics and Statistics for a 

sample of 25 students is 0.69. Using 1% level of significance test whether the linear correlation 

coefficient between achievement scores of Economics and Statistics is positive. Assume that the 

population of both variables is normally distributed. 

Presentation and Discussion: 

After group work one student from each group presents their task. Depends upon the 

presentation teacher recapitulates and concludes the class. At the end teacher will give 

assignment to the students. Assignment work related to this topic is mentioned in the appendix- 

VIII. 

  

Announcement of topic in Class: This announcement was made two days prior to the class. For 

the coming class read F- distribution and its application, ANOVA. 
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Lesson No.21: F- test and its application: ANOVA 

 

Teaching Points:  

 F- distribution 

 Applications of F- distribution. 

 ANOVA 

Instructional Objectives:   

After completion of this class students will be able to: 

i. Describe F- distribution. 

ii. Explain the concept of ANOVA. 

iii. Draw ANOVA table for one way and two way analysis. 

iv. Use f-test for hypothesis testing of comparison of means from various samples. 

v. Infer the results of hypothesis testing of comparison of means from various samples. 

 Lesson Presentation: 

Tr: What do you know about F- distribution? 

St: F distribution is a probability density function that is used especially in analysis of variance 

and is a function of the ratio of two independent random variables each of which has a chi-

square distribution and is divided by its number of degrees of freedom.  

Tr: The graphical representation of F-distribution is given below: 

 

 

 

For F- distribution there are two degrees of freedom d1 and d2.  

Tr: What is F-test? 
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St: F-test is based on F-distribution and is used to compare the variance of the two-independent 

samples.  

St: This test is also used in the context of analysis of variance (ANOVA) for judging the 

significance of more than two sample means at one and the same time. 

St: It is also used for judging the significance of multiple correlation coefficients.  

Test statistic, F, is calculated and compared with its probable value (to be seen in the F-ratio 

tables for different degrees of freedom for greater and smaller variances at specified level of 

significance) for accepting or rejecting the null hypothesis. 

Tr: ANOVA technique is used when multiple sample cases are involved. As stated earlier, the 

significance of the difference between the means of two samples can be judged through either z-

test or the t-test, but the difficulty arises when we happen to examine the significance of the 

difference amongst more than two sample means at the same time. The ANOVA technique 

enables us to perform this simultaneous test. The ANOVA technique is important in the context 

of all those situations where we want to compare more than two populations such as in 

comparing the yield of crop from several varieties of seeds, the gasoline mileage of four 

automobiles, the smoking habits of five groups of university students and so on. In such 

circumstances one generally does not want to consider all possible combinations of two 

populations at a time for that would require a great number of tests before we would be able to 

arrive at a decision. This would also consume lot of time and money, and even then certain 

relationships may be left unidentified (particularly the interaction effects). Therefore, one quite 

often utilizes the ANOVA technique and through it investigates the differences among the means 

of all the populations simultaneously. 

Tr: Who has developed this technique? 

St: Professor R.A. Fisher was the first man to use the term ‘Variance’ and in fact it was he who 

developed a very elaborate theory concerning ANOVA, explaining its usefulness in practical 

field. 

Tr: What does ANOVA explains? 

St: ANOVA explains the total amount of variation in a data set broken down into two types that 

is amount which can be attributed to chance and that amount which can be attributed to specified 

causes. There may be variation between samples and also within sample items. ANOVA consists 

in splitting the variance for analytical purposes. Hence, it is a method of analyzing the variance 
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to which a response is subject into its various components corresponding to various sources of 

variation. 

Tr: What are the assumptions of ANOVA to use? 

St: The use of an ANOVA assumes that:  

• All the populations are normally distributed (follow a bell shaped curve) 

• All the population variances are equal,  

• And all the samples were taken independently of each other and are randomly collected 

from their population.  

Tr: How do you frame null and alternate hypothesis for ANOVA? 

St: Ho: All the population means are equal. 

H1:  At least one of the population means is not equal. 

Tr: Give some examples where ANOVA can be used? 

St: You have a group of individuals randomly split into smaller groups and completing different 

tasks. For example, you might be studying the effects of tea on weight loss and form three 

groups: green tea, black tea, and no tea. 

St: You have a group of individuals randomly split into smaller groups based on an attribute they 

possess. For example, you might be studying leg strength of people according to weight. You 

could split participants into weight categories (obese, overweight and normal) and measure their 

leg strength on a weight machine. 

Tr: Let us learn the ANOVA application of F- distribution. 

Example: A study is designed to test whether there is a difference in mean daily calcium intake 

in adults with normal bone density, adults with osteopenia (a low bone density which may lead 

to osteoporosis) and adults with osteoporosis. Adults 60 years of age with normal bone density, 

osteopenia and osteoporosis are selected at random from hospital records and invited to 

participate in the study. Each participant's daily calcium intake is measured based on reported 

food intake and supplements. Is there a statistically significant difference in mean calcium intake 

in patients with normal bone density as compared to patients with Osteopenia and 

Osteoporosis?  The data are shown below: 
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Normal Bone Density Osteopenia Osteoporosis 

1200 1000 890 

1000 1100 650 

980 700 1100 

900 800 900 

750 500 400 

800 700 350 

Solution:  

H0: μ1 = μ2 = μ3 (There is no significant difference in mean calcium intake in patients with 

normal bone density as compared to patients with Osteopenia and Osteoporosis) 

H1: All Means are not equal (There is significant difference in mean calcium intake in patients 

with normal bone density as compared to patients with Osteopenia and 

Osteoporosis) OR (There must be at least one such pair of means for that 

                            μi ≠ μj   where i≠j and i=1,2,3 & j= 1,2,3) 

Test Statistic: 

Fcal = 
MSBMSE  

To organize our computations we will complete the ANOVA table. In order to compute the sums 

of squares we must first compute the sample means for each group and the overall mean.   

Normal Bone Density Osteopenia Osteoporosis 

n1=6 n2=6 n3=6 

   

 If we pool all N=18 observations, the overall mean is 817.8. 
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We can now compute: 

 

Substituting: 

 

 

   

SSE requires computing the squared differences between each observation and its group mean. 

We will compute SSE in parts. For the participants with normal bone density: 

       Normal Bone Density               (X - 938.3) (X - 938.3333)
2
 

1200 261.6667 68,486.9 

1000 61.6667 3,806.9 

980 41.6667 1,738.9 

900 -38.3333 1,466.9 

750 -188.333 35,456.9 

800 -138.333 19,126.9 

Total 0 130,083.3 
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For participants with Osteopenia: 

Osteopenia (X - 800.0) (X - 800.0)
2
 

1000 200 40,000 

1100 300 90,000 

700 -100 10,000 

800 0 0 

500 -300 90,000 

700 -100 10,000 

Total 0 240,000 

 

For participants with osteoporosis: 

Osteoporosis (X - 715.0) (X - 715.0)
2
 

890 175 30,625 

650 -65 4,225 

1100 385 148,225 

900 185 34,225 

400 -315 99,225 

350 -365 133,225 

Total 0 449,750 
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 ANOVA table:  

Source of 

Variation 

Sums of Squares 

(SS) 

Degrees of freedom 

(df) 

Mean Squares 

(MS) 

F 

Between 

Treatments 

152,477.7                 2 76,238.6 1.395 

Error or Residual 819,833.3                 15 54,655.5  

Total 972,311.0                 17   

In order to determine the critical value of F we need degrees of freedom: 

df1=k-1 and df2=N-k 

In this example, df1=k-1=3-1=2 and df2=N-k=18-3=15.  

F3, 15, 0.05 = 3.68 (The critical value of F at 3,15 d.f. and at 5% level of significance is 3.68.) 

Rejection Criteria: Reject Ho if Fcal > Ftab. 

Conclusion: Since Fcal = 1.395 < Ftab = 3.68, we do not reject Ho. Hence conclude that there is no 

significant difference in mean calcium intake in patients with normal bone density as compared 

to osteopenia and osterporosis. 

Another Method: 

For calculating sum of squares for Total sum of squares and within sum of squares: 
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Normal Bone 

Density 

Osteopenia Osteoporosis 

 

1200 1000 890 

 

1000 1100 650 

 

980 700 1100 

 

900 800 900 

 

750 500 400 

 

800 700 350 

sum 5630 4800 4290 

mean 938.33 800 715 

 

 

Normal 

Bone 

Density 

X1 

Osteopenia 

X2 

Osteoporosis 

X3 
X1

2
 X2

2
 X3

2
 

1200 1000 890 1440000 1000000 792100 

1000 1100 650 1000000 1210000 422500 

980 700 1100 960400 490000 1210000 

900 800 900 810000 640000 810000 

750 500 400 562500 250000 160000 

800 700 350 640000 490000 122500 

Total  5412900 4080000 3517100 

 

 

 

 

 

 

Grand sum 14720 
General mean 817.7778 

CF= (GRAND SUM)2 / N=   (ΣX)2/ N = 12037688.89 
 

SST= ΣX2- CF =972311.1111 

SSB= (ΣX1)
2/n1+ (ΣX2)

2/n2+ --------+ (ΣXn)
2/nn- CF =152477.8 

SSw= TSS-BSS =819833.3333 
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ANOVA TABLE: 

Source of Variation SS DF 
MSS = 
SS/DF FCAL 

Among the means of condition 152477.8 2 76238.89 1.394897 

Within condition 819833.3 15 54655.56 
 

Total 972311.1 17 57194.77 
 In both the methods you will get same Fcal value. 

 

Now students will be grouped in 5 or 6 members per group and group task will be allotted for 

each group.  

 

Task allotment for each group: (All Groups) 

Example: An experiment shows following results in which 48 subjects were assigned at random 

to 8 groups of 6 subjects each. Groups are tested under 8 different experimental conditions, 

designed respectively A, B, C, D, E, F, G and H. Do the mean scores achieved under the 8 

experimental conditions differ significantly? 

A B C D E F G H 

64 73 77 78 63 75 78 55 

72 61 83 91 65 93 46 66 

68 90 97 97 44 78 41 49 

77 80 69 82 77 71 50 64 

56 97 79 85 65 63 69 70 

95 67 87 77 76 76 82 68 

 

Presentation and Discussion: 

After group work one student from each group presents their task. Depends upon the 

presentation teacher recapitulates and concludes the class. At the end teacher will give 

assignment to the students. Assignment work related to this topic is mentioned in the appendix- 

VIII. 

Announcement of topic in Class: This announcement was made two days prior to the class. For 

the coming class read about ANCOVA. 
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Lesson No.22: F- test Application: ANCOVA 

 

Teaching Points:  

 Concept of ANCOVA 

 Use ANCOVA 

Instructional Objectives:   

After completion of this class students will be able to: 

i. Explain ANCOVA. 

ii. Define Covariate. 

iii. Draw ANCOVA table. 

iv. Use f-test for hypothesis testing of comparison of means from various samples in the 

presence of covariate. 

v. Infer the results of hypothesis testing of comparison of means from various samples in 

the presence of covariate. 

Lesson Presentation: 

Tr: Dear Students, What is ANCOVA? 

St: ANCOVA stands for Analysis of Covariance. 

St: ANCOVA evaluates whether the means of a dependent variable (DV) are equal across levels 

of a categorical independent variable (IV) often called a treatment, while statistically controlling 

for the effects of other continuous variables that are not of primary interest, known 

as covariates (CV) or nuisance variables. Mathematically, ANCOVA decomposes the variance in 

the Dependent Variable into variance explained by the Covariate(s), variance explained by the 

categorical IV, and residual variance. 

St: Analysis of covariance is used to test the main and interaction effects of categorical variables 

on a continuous dependent variable, controlling for the effects of selected other continuous 

variables, which co-vary with the dependent. The control variables are called the "covariates." 

St: Covariates are characteristics (excluding the actual treatment) of the participants in an 

experiment. A covariate can be an independent variable (i.e. of direct interest) or it can be an 

unwanted, confounding variable. Adding a covariate to a model can increase the accuracy of 

your results. 

https://en.wikipedia.org/wiki/Dependent_variable
https://en.wikipedia.org/wiki/Independent_variable
https://en.wikipedia.org/wiki/Covariate
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Tr: In many experimental situations, especially in the fields of psychology, medicine and 

education, we wish to compare groups that are initially unlike, either in the variable under the 

study or some presumably related variable.  Generally we equate the two groups in the beginning 

either by person to person matching method or by matching groups initially for mean and s.d. in 

one or more related variables. But neither of these methods is entirely satisfactory and neither is 

always easy to apply. Equivalent groups often necessitate a sharp reduction in size of N when 

matching of scores is difficult to accomplish. Moreover, in matched groups it is often difficult to 

get the correlation between the matching variable and the experimental variable in the population 

from which our samples were drawn. Therefore ANCOVA can be used to compare two non 

equivalent groups as ANCOVA makes statistically equivalent groups for comparison. 

Tr: What are the assumptions in ANCOVA? 

St: The ANCOVA technique requires one to assume that there is some sort of relationship 

between the dependent variable and the uncontrolled variable.  

St: We also assume that this form of relationship is the same in the various treatment groups. 

Other assumptions are: 

(i) Various treatment groups are selected at random from the population. 

(ii) The groups are homogeneous in variability. 

(iii) The regression is linear and is same from group to group. 

 Tr: Let us learn about ANCOVA with an example. 

Example: An experiment was carried on 15 students of V standard class. Stidents have been 

given one trail (X) of a test. Five are then assigned at random to each of three groups, A, B and 

C. After one month, say Group A is praised Lavishly, Group B scolded severely and the test 

repeated (Y). At the same time, a second trial (Y) is also given to Group C, the control group, 

without any comment treated as control group. 

Group A (PRAISED) Group B (SCOLDED) Group C (CONTROL) 

X1 Y1 X2 Y2 X3 Y3 

15 30 25 28 5 10 

10 20 10 12 10 15 

20 25 15 20 20 20 

5 15 15 10 5 10 

10 20 10 10 10 10 



337 

 

 

Solution:  

 Group A (PRAISED) Group B (SCOLDED) Group C (CONTROL) 

SL.NO.  X1 Y1 X1Y1 X2 Y2 X2Y2 X3 Y3 X3Y3 

1 15 30 450 25 28 700 5 10 50 

2 10 20 200 10 12 120 10 15 150 

3 20 25 500 15 20 300 20 20 400 

4 5 15 75 15 10 150 5 10 50 

5 10 20 200 10 10 100 10 10 100 

Sum 60 110 1425 75 80 1370 50 65 750 

Mean  12 22  15 16  10 13  

 

For all three groups: 

ΣX = 60+75+50 = 185          ΣY= 110+80+ 65 =255        ΣXY= 1425+1370+750 = 3545 

ΣX2= 2775        ΣY2= 5003 

 

STEP1: Correction Terms 

Cx = (ΣX)2 / N =1852/15 = 2282 

Cy= (ΣY)2 / N = 2552/15 = 4335 

Cxy= ΣX * ΣY / N = 185 * 255/ 15 = 3145 

 

STEP 2: Total  SS 

For  x = ΣX2  - Cx = 2775 – 2282 = 493 

       y = ΣY2  - Cy= 5003 – 4335 = 668 

     xy= ΣXY – Cxy= 3545- 3145= 400 

 

STEP 3: Among Group Means SS 

For x= [ΣX1
2+ ΣX2

2 +ΣX3
2] / n1   -    Cx   = [602+752 +502] /5   -   2282 = 63 

y= [ΣY1
2+ ΣY2

2 +ΣY3
2] / n2   -    Cy   = [1102+802 +652] /5   -   4335 =  210 

xy= [ΣX1 ΣY1/n1+ ΣX2 ΣY2/n2 + ΣX3 ΣY3/n3]-Cx = [(60*110 )+(75*80)+(50*65) ] /5-3145= 25 
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STEP 4: Within Group SS 

For x= Total  SSx – Among Group Means SSx = 493- 63 = 430 

For y= Total  SSy – Among Group Means SSy = 668- 210 = 458 

For xy= Total  SSxy – Among Group Means SSxy = 400- 25 = 375 

 

STEP 5: Analysis of Variance of X and Y scores taken separately 

Source of Variation Df SSx SSy MSx(Vx) MSy(Vy) 

Among Means 2 63 210 31.5 105 

Within Groups 12 430 458 35.8 38.2 

Total 14 493 668   

 

Fx = 31.5/35.8 = 0.88          from F Table at 2,12 df  

Fy= 105/38.2 = 2.75     F at 0.05 level =3.88 

 

Since Fcal < Ftab at 5% level of significance it means that neither F is significant. But Fx =0.88 

shows that the experimenter was quite successful in getting random samples in groups A, B, C. 

 

STEP 6: Computation of Adjusted SS for Y i.e. SSy.x 

Total SS = 668 – [4002/ 493 ] = 343 

Within SS = 458 – [3752/430] = 131 

Among M’s SS = 343-131= 212 

 

Analysis of Covariance  

Source of Variation Df SSx SSy Sxy SSy.x MSy.x (Vy.x) SDy.x 

Among Means 2 63 210 25 212 106  

Within Groups 11 430 458 375 131 12 3.46 

Total 13 493 668 400 343   

 

Fy.x =106/12 = 8.83     From F table at 2, 11 df  

       F at 0.05 level = 3.98 
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Since Fy.x> Ftab at 5% level of Significance we reject the null hypothesis and conclude that the 

average scores of all the three groups differ significantly. It means that the three strategies 

namely praising, scolding and no action gives significant different effects on the scores of the 

students. 

STEP 7: Correlation and regression 

r total= 
400√493∗668  = 0.70   btotal= 400/493 =0.81 

r among means= 
25√63∗210  = 0.22  bamong means = 25/63 = 0.40 

 

r within=
375√430∗458 = 0.84   bwithin = 375/430 = 0.87 

 

STEP 8: Calculation of Adjusted Y Means  

Groups N Mx My My.x (adjusted) 

A 5 12 22 22.3 

B 5 15 16 13.7 

C 5 10 13 15 

General Means  12.3 17 17 

 

My.x= My  –  b( Mx - GMx) 

For group: 

A: My – bx = 22 - 0.87(12-12.3)  =  22.3 

B: My – bx =16 - 0.87(15-12.3)  = 13.7 

C: My – bx =13 - 0.87(10-12.3)  =15.0 

 

STEP 9: Significance of differences among adjusted Means 

SDy.x = √12 = 3.46 

SE My.x= 3.46 / √5  = 1.55 

SED between any two adjusted means = SDy.x√ 1𝑁1 +  1𝑁2 = 3.46 √15 +  15  = 3.46 * 0.63 = 2.18 

For df = 11, t0.05= 2.20  
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For A and B: tcal= D/SED = (22-16)/2.18 = 2.75229 > 2.20 therefore rejecting null hypothesis. It 

means that difference is significant. 

For A and C: tcal= D/SED = (22-13)/2.18 = 4.12 > 2.20 therefore rejecting null hypothesis. It 

means that difference is significant. 

For B and C: tcal= D/SED = (16-13)/2.18 = 1.3761 < 2.20 therefore do not reject null hypothesis. 

It means that difference is not significant. 

From the above discussions it is clear that scores of Group A is different from scores of Groups 

B and C. Moreover it is also being found that scores of B and C are of no significant difference. 

Hence we can conclude that when initial differences are allowed for , praise makes for 

significant changes in final score, but that scolding has no greater effect than mere repetition of 

the test. Neither of these last two factors (scolding and control) makes for significant changes in 

the test scores. 

 

Now students will be grouped in 5 or 6 members per group and group task will be allotted for 

each group. 

 

Task allotment for each group: (All Groups) 

1. The following are paired observations for three experimental groups I, II and III respectively: 

 

 

 

 

 

 

 

 

 

 

Consider Y as covariate variable and draw ANCOVA table. Test the significance of differences 

between the adjusted means on X by using the appropriate F-ratio.  

 

Group I Group II Group III 

X Y X Y X Y 

17 12 25 18 20 25 

16 15 24 22 35 26 

19 17 25 25 32 20 

25 19 29 28 38 34 

22 20 31 39 34 20 
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Presentation and Discussion: 

After group work one student from each group presents their task. Depends upon the 

presentation teacher recapitulates and concludes the class. At the end teacher will give 

assignment to the students. Assignment work related to this topic is mentioned in the appendix- 

VIII. 

  

Announcement of topic in Class: This announcement was made two days prior to the class. For 

the coming class read Chi – Square Distribution, Applications of chi- square distribution and 

Testing for Variance (one sample problem). 
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Lesson No.23: Chi-square test and its applications 

 

Teaching Points:  

 Chi – Square Distribution 

 Applications of chi- square distribution. 

 Testing for Variance (one sample problem) 

Instructional Objectives:   

After completion of this class students will be able to  

i. Explain chi-square distribution 

ii. Use chi –distribution for testing the population variance when population mean is known 

for one sample problem. 

iii. Use chi –distribution for testing the population variance when population mean is 

unknown for one sample problem. 

 Lesson Presentation: 

Tr: What is Chi-square distribution? 

St: The Chi Square distribution is the distribution of the sum of squared standard normal 

deviates. The degree of freedom of the distribution is equal to the number of standard normal 

deviates being summed. 

Tr: You can see the graph of chi-square distribution with different degrees of freedoms. 

 

Tr: What are the applications of Chi-square distribution? 

St: The chi-square distribution is used in the common chi-square tests for goodness of fit of an 

observed distribution to a theoretical one. 

https://en.wikipedia.org/wiki/Chi-square_test
https://en.wikipedia.org/wiki/Goodness_of_fit
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St: For testing relationships between two categorical variables. 

St: Testing for Variance for one sample problems. 

St: In confidence interval estimation for a population standard deviation of a normal distribution 

from a sample standard deviation. 

St: Many other statistical tests also use this distribution, such as Friedman's analysis of variance 

by ranks. 

Tr:  What is χ2 –test? 

Tr: χ2 -test is based on chi-square distribution and as a parametric test is used for comparing a 

sample variance to a theoretical population variance. 

 Testing for Variance  

Testing variance of normal population when  is known: 

Null Hypothesis Alternative 

Hypothesis 

Test statistic Rejection criterion 

Reject H0  if 

H0 :  = 0 (1) H1 :  > 0 

(2) H1 :  < 0 

(3) H1 :   0 

 

2
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2
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


  
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(1) 2
cal  >  2 n ,  

(2)2
cal  <  2 n , 1- 

(3)2
cal  >  2 n , /2 

   or  2 cal <2
 n , 1-/2 

 

      Testing variance of normal population when  is unknown: 

Null Hypothesis Alternative 

Hypothesis 

Test statistic Rejection criterion 

Reject H0  if 

H0 :  = 0 (1) H1 :  > 0 

(2) H1 :  < 0 

(3) H1 :   0 
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 sn 
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(1) 2
cal  >  2 n-1 ,  

(2)2
cal  <  2 n –1 , 1- 

(3)2
cal  >  2 n –1 , /2 

  or 2 cal <2
 n-1 , 1-/2 

 

 

https://en.wikipedia.org/wiki/Standard_deviation
https://en.wikipedia.org/wiki/Friedman_test
https://en.wikipedia.org/wiki/Friedman_test
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Tr: Example: Following are the prices of the Canon brand of CameraLens found at eight stores in 

London. $755, 815, 789, 799, 732, 835, 799, 769. Test at 5% significance level whether the 

population variance is different from 500 square dollars with population mean $800.  

St: Solution:  

Null hypothesis: H0: 
2 = 500 square dollars against 

Alternative Hypothesis: H0: 
2  500 square dollars 

Sample size n = 8, 

Population mean  = 800 dollars 

Population mean, known so use chi-square test with n degree of freedom. 

 

 

 

 

 

 

 

 
 
 
 
 
 
 
 
Test Statistic: 

  

66.18
500

9183
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Rejection Criterion: 2cal  >  2 n , /2    or  2 cal <2 n , 1-/2 

2 n , /2  = 2 8, 0.05/2  =  2 8,0.025  =  17.535 

2 n , 1 -  /2 = 2 8, 1 – 0.025 = 2 8 , 0.975 =  2.18 

i.e.  Reject H0 if 2 cal  >   17.535  or 2 cal   <  2.18 

Conclusion : Here 2 cal  =  18.66 > 17.535  so we reject null hypothesis at 5% level of 

significance, 8 degree of freedom and conclude that population variance is different from 500 

square dollars. 

Tr: Let us go for one more example. 

X  (X-  

755  2025  

815  225  

789  121  

799  1  

732  4624  

835  1225  

799  1  

769  961  

Sum  9183  
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Example: A random sample of 25 customers taken from certain bank gave the variance of the 

waiting times equal to 4.3 square minutes. Test at the 1% significance level whether the variance 

of the waiting times for all customers at this bank is greater than 4.0 square minutes. Assume that 

the waiting times for all customers are normally distributed.  

St: Solution: Null hypothesis: Ho: 2 = 4 square minutes   against 

Alternative Hypothesis: H1: 2 > 4 square minutes 

Sample size n = 25, sample variance s2 = 4.3 square minutes 

Population mean  unknown, so use chi-square test with n-1 degree of freedom. 

Test Statistic:   

8.25
4

3.424)1(
2

0

2
2 








 sn

cal
 

 

Rejection criterion: 2cal  >  2 n-1 ,      

2 n-1,   = 2 24, 0.01 =  42.98 

                  i.e.  Reject H0 if 2 cal > 42.98 

Conclusion : Here 2 cal  =  25.8  <  42.98  so we do not reject null hypothesis at 1% level of 

significance , 24 degree of freedom and conclude that the variance in waiting time for all 

customers is less than 4 square minutes. 

 

Now students will be grouped in 5 or 6 members per group and group task will be allotted for 

each group. 

 

Task allotment for each group: (All Groups) 

1. A random sample of 27 customers taken from CCD coffee house gave the variance of the 

waiting times equal to 5.5 square minutes. Assume that the waiting times for all customers are 

normally distributed. Test at the 2% significance level whether the variance of the waiting times 

for all customers at this coffee house is lesser than 4.5 square minutes.  
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2. Following are the prices of the clay toys of same brand found at ten stores in Gujarat 

Handlooms of Ahmadabad City. Rs 145, 150, 155, 146, 158, 160, 170, 150, 160, 165. Test at 5% 

significance level whether the population variance is different from 22.45 square Rupees with 

population mean Rs.155.  

 

Presentation and Discussion: 

After group work one student from each group presents their task. Depends upon the 

presentation teacher recapitulates and concludes the class. At the end teacher will give 

assignment to the students. Assignment work related to this topic is mentioned in the appendix- 

VIII. 

  

Announcement of topic in Class: This announcement was made two days prior to the class. For 

the coming class read hypothesis testing for non parametric chi-square test: Testing for 

Independence of Two Attributes, Testing whether observations are normally distributed or not, 

Testing whether observations are equally distributed or not. 
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NON-PARAMETRIC TESTS 

Lesson No.24: Chi –Square Test application 

 

Teaching Points:  

 Testing for Independence of Two Attributes 

 Testing whether observations are normally distributed or not 

 Testing whether observations are equally distributed or not 

Instructional Objectives:   

After completion of this class students will be able to: 

i. Use chi- square test for testing of Independence of Two Attributes. 

ii. Use chi-square test for testing the hypothesis Whether Observations Are Normally 

distributed or not. 

iii. Use chi-square test for testing the hypothesis whether observations are equally distributed 

or not. 

iv. Infer the results of testing of Independence of Two Attributes. 

v. Infer the results gain after using chi-square test for testing the hypothesis Whether 

Observations Are Normally distributed or not. 

vi. Infer the results gain after using chi-square test for testing the hypothesis whether 

observations are equally distributed or not. 

Lesson Presentation: 

Tr: Dear students, today we will study some more applications of Chi-square test. Earlier you 

have learnt that chi-square test is also been used for testing of Variance for one sample problems 

which is a parametric test. But same chi square test is also used for non parametric tests. This 

(chi – square) is the only distribution which used for both parametric and non parametric tests. 

Let us learn the application of chi-square test for testing for independence of two attributes. 

 

Following table will help you to understand about the framing of null and alternative hypothesis, 

test statistic and rejection region for this test. 
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 Non- parametric Chi square test 

Testing for Independence of Two Attributes 

Null Hypothesis Alternative 

Hypothesis 

Test statistic Rejection criterion 

Reject H0  if 

H0: Both the 

attributes are 

independent. 

Or 

There is no 

association 

between the two 

attributes. 

 

 H1: Both the 

attributes are not 

independent. 

Or 

There is association 

between the two 

attributes. 

 

 

   𝜒2𝑐𝑎𝑙 = 𝛴 (𝑂−𝐸)2𝐸  

𝑬 =  MR ∗ MC𝒏  

MR = represents the 

row marginal for that 

cell, 

MC =represents the 

column marginal for 

that cell, and 

n = represents the total 

sample size. 

 

χ2
cal > χ2

 (r-1) * (c-1), α%. 

 

 

Example: A company honour wants to inspect the results of injected vaccine to their employees 

against the pneumonia disease. The results are given below: 

Health Outcome Non-Vaccinated Vaccinated 

Sick with pneumococcal pneumonia 23 5 

Sick with non-pneumococcal pneumonia 8 10 

No pneumonia 61 77 

 

Was there a difference in incidence of pneumonia between the two groups? Test at 5% level of 

significance. 

Solution: Null Hypothesis: Ho: There is no significant difference in occurrence of pneumococcal 

pneumonia between the vaccinated and nonn-vaccinated groups. 

Alternate Hypothesis: Ho: There is a significant difference in occurrence of pneumococcal 

pneumonia between the vaccinated and non-vaccinated groups. 
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Test Statistic: 𝜒2𝑐𝑎𝑙 = 𝛴 (𝑂 − 𝐸)2𝐸  

O: Observed Frequency 

E: Expected frequency 

Calculation of Marginals: 

Health Outcome Non- vaccinated  

Col 1 

Vaccinated 

Col 2 

Row 

Marginals 

(Row sum) 

Sick with pneumococcal pneumonia 23 5 28 

Sick with non-pneumococcal pneumonia 8 10 18 

Stayed healthy 61 77 138 

 

Column marginals (Sum of the column) 92 92 N = 184 

For calculation of expected frequencies: 𝑬 =  MR ∗ MC𝒏  

MR = represents the row marginal for that cell, 

MC =represents the column marginal for that cell, and 

n = represents the total sample size. 

O E (O-E) (O-E)
2 

/E 

23 13.92 9.08 5.922874 

5 12.57 -7.57 4.558862 

8 8.95 -0.95 0.100838 

10 9.05 0.95 0.099724 

61 69.12 -8.12 0.953912 

77 69.88 7.12 0.725449 

  Total =    12.36166 
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Cell expected values and (cell Chi-square values): 

            Health outcome Non-vaccinated Vaccinated 

Sick with pneumococcal pneumonia 13.92 (5.92) 12.57 (4.56) 

Sick with non-pneumococcal pneumonia 8.95 (0.10) 9.05 (0.10) 

Stayed healthy 69.12 (0.95) 69.88 (0.73) 

 

χ2
cal = 12.36166 

χ2
tab = χ2

(r-1) * (c-1), α%= 5.991465 

Where, d.f.  = (r-1) * (c-1) = (3−1) × (2−1) = 2 *1 = 2 and α =5% 

Rejection Criteria: Reject Ho if χ2
cal > χ2t(r-1) * (c-1), α%. 

Conclusion: Since χ2
cal = 12.36166 > χ2

tab = χ2
(r-1) * (c-1), α%= 5.991465 we reject our Null 

hypothesis at 5% level of Significance and conclude that There is a significant difference in 

occurrence of pneumococcal pneumonia between the vaccinated and non-vaccinated groups. 

Tr: Example:  The items of an opinionnaire scale are answered as: strongly disagree, disagree, 

can’t say, agree and strongly agree. The distribution of answers to an item .marked by 300 

subjects is shown in the following table. Do these answers diverge significantly from the 

distribution to be expected if there are no preferences in the groups. 

strongly disagree disagree can’t say  agree strongly agree 

34 54 67 88 57 

 

St: Ho: There is no preference among the people for different groups. 

H1: There is significant preference among the people for different groups. 

Level of liking strongly disagree disagree can’t say agree strongly agree Total 

Observed frequency(O) 34 54 67 88 57 300 

Expected frequency (E) 60 60 60 60 60 300 

 

Expected frequency (E) =  sum of all observed frequencies / no. of categories 

E= 300/5 = 60  (for all cells) 

Test Statistic:  
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𝜒2𝑐𝑎𝑙 = 𝛴 (𝑂 − 𝐸)2𝐸  

 

Level of liking Observed 

frequency(O) 

Expected 

frequency (E) 

(O-E) (O-E)^2 (O-E)^2/ E 

strongly 

disagree 

34 60 -26 676 11.2666667 

Disagree 54 60 -6 36 0.6 

can’t say 67 60 7 49 0.81666667 

Agree 88 60 28 784 13.0666667 

strongly agree 57 60 -3 9 0.15 

Total 300 300   25.9 

 𝜒2𝑐𝑎𝑙 = 25.9 

χ2
tab = χ2

 (r-1) * (c-1), α%= χ2
4, 0.05 = 9.487729 

Conclusion: Since 𝜒2𝑐𝑎𝑙 = 25.9 > χ2
tab= t(r-1) * (c-1), α%= 9.487729 we reject the null hypothesis and 

conclude at 5% level of significance that there is significant preference among the people for 

different groups. 

 

Tr: Example: Two hundred thirteen delivery boys have been classified into three groups namely, 

very good, satisfactory and poor – by a consensus of sales managers. Does this distribution of 

ratings differ significantly from that to be expected if delivery ability is normally distributed in 

our population of delivery boys. 

Very Good Satisfactory Poor 

45 103 65 

 

St: Ho: The distribution of ratings does not differ significantly from that to be expected normally 

distributed in our population of delivery boys. 
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H1: The distribution of ratings differs significantly from that to be expected normally distributed 

in our population of delivery boys. 

Test Statistics:  𝜒2𝑐𝑎𝑙 = 𝛴 (𝑂 − 𝐸)2𝐸  

 

Level of rating 

Observed 

frequency(O) 

Expected 

frequency (E) 

 

(O-E) 

 

(O-E)
2
 

 

(O-E)
2
/ E 

Very good 45 34.08 10.92 119.2464 3.499014 

Satisfactory 103 144.84 -41.84 1750.586 12.08634 

Poor 65 34.08 30.92 956.0464 28.053 

total 213 213   43.63836 

 𝜒2𝑐𝑎𝑙 = 43.638 

χ2
tab = χ2

 (r-1) * (c-1), α%= χ2
2, 0.05 = 5.991465 

Conclusion: Since 𝜒2𝑐𝑎𝑙 = 43.638 > χ2
tab= t(r-1) * (c-1), α%= 5.99 we reject the null hypothesis and 

conclude at 5% level of significance that, the  distribution of ratings differs significantly from  

that  to be expected normally distributed in our population of delivery boys. 

 

Now students will be grouped in 5 or 6 members per group and group task will be allotted for 

each group. 

Task allotment for each group: (All Groups) 

1. The table given below shows the data obtained during outbreak of Measles disease in Kanpur 

district of UP state: 

 Attacked Not attacked Total 

Vaccinated 130 26783 26913 

Not Vaccinated 3425 76584 80009 

Total  3555 103367 106922 

Test the effectiveness of vaccination in preventing the attack from Measles. Test your result with 

the help of chi –square test at 10% level of significance.  
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2. The items of a rating scale are answered as: strongly disagree, disagree, moderate, agree and 

strongly agree. The distribution of answers to an item .marked by 210 subjects is shown in the 

following table.  

(i) Do these answers diverge significantly from the distribution to be expected if there are no 

preferences in the groups. 

strongly disagree Disagree can’t say Agree strongly agree 

28 34 53 52 43 

(ii) Do these answers diverge significantly from the distribution to be expected if responses are 

normally distributed in our population of respondents. 

strongly disagree Disagree can’t say Agree strongly agree 

28 34 53 52 43 

 

Presentation and Discussion: 

After group work one student from each group presents their task. Depends upon the 

presentation teacher recapitulates and concludes the class. At the end teacher will give 

assignment to the students. Assignment work related to this topic is mentioned in the appendix- 

VIII. 

  

Announcement of topic in Class: This announcement was made two days prior to the class. For 

the coming class read Non parametric test: Median Test and Sign Test. 
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Lesson No.25: Median Test and Sign Test 

 

Teaching Points:  

 Median test 

 Sign test 

Instructional Objectives:   

After completion of this class students will be able to  

i. Use Median test. 

ii. Infer the result gain after the use of Median test. 

iii. Use Sign test. 

iv. Infer the result gain after the use of Sign test. 

Lesson Presentation: 

Tr: Dear Students, Mood's median test is a special case of Pearson's chi-squared test. It is a 

nonparametric test that tests the null hypothesis that the medians of the populations from which 

two or more samples are drawn are identical. 

What do you know about Median test?  

St: The test has low power (efficiency) for moderate to large sample sizes. The Wilcoxon–

Mann–Whitney U two-sample test or its generalization for more samples, the Kruskal–Wallis 

test, can often be considered instead.  

ST: The relevant aspect of the median test is that it only considers the position of each 

observation relative to the overall median, whereas the Wilcoxon–Mann–Whitney test takes the 

ranks of each observation into account. Thus the other mentioned tests are usually more powerful 

than the median test. Moreover, the median test can only be used for quantitative data. 

St: Although the alternative Kruskal - Wallis test does not assume normal distributions, it does 

assume that the variance is approximately equal across samples. Hence, in situations where that 

assumption does not hold, the median test is an appropriate test.  

St: Sign test is a statistical method to test for consistent differences between pair of observations, 

such as the weight of subjects before and after treatment.  

St: If X and Y are quantitative variables, the sign test can be used to test the hypothesis that the 

difference between the X and Y has zero median, assuming continuous distributions of the 

two random variables X and Y, in the situation when we can draw paired samples from X and Y.  

https://en.wikipedia.org/wiki/Statistical_power
https://en.wikipedia.org/wiki/Mann%E2%80%93Whitney_U
https://en.wikipedia.org/wiki/Kruskal%E2%80%93Wallis_one-way_analysis_of_variance
https://en.wikipedia.org/wiki/Kruskal%E2%80%93Wallis_one-way_analysis_of_variance
https://en.wikipedia.org/wiki/Hypothesis_test
https://en.wikipedia.org/wiki/Random_variable
https://en.wikipedia.org/wiki/Paired_difference_test
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St: The sign test can also test if the median of a collection of numbers is significantly greater 

than or less than a specified value. For example, given a list of student grades in a class, the sign 

test can determine if the median grade is significantly different from, say, 75 out of 100. 

Tr: let us take some example of Median test. 

Example: A psychiatrist wish to study the effects of a tranquilizing drug upon leg tremor. 14 

psychiatric patients are given the drug and 18 other patients matched for age and sex are given 

placebo. Following data was observed. Test whether the drug increases the steadiness -as shown 

by lower scores in the experimental group? Steadiness tester  is used to measure the Tremor. 

Sl. No. Experimental group scores Sl. No. Control group scores 

 

1 53 1 48 

2 39 2 65 

3 63 3 66 

4 36 4 38 

5 47 5 36 

6 58 6 45 

7 44 7 59 

8 38 8 53 

9 59 9 58 

10 36 10 42 

11 42 11 70 

12 43 12 71 

13 46 13 65 

14 46 14 46 

  15 55 

  16 61 

  17 62 

  18 53 
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Solution: In the following table, a ‘+’ sign indicates a score above the common median and a ‘-’   

sign indicate a score below the common median.  

Common Median = 49 (calculated using both the groups of readings) 

Sl. No. Experimental group scores Sign Sl. 

No. 

Control group scores 

 

Sign 

1 53 + 1 48 - 

2 39 - 2 65 + 

3 63 + 3 66 + 

4 36 - 4 38 - 

5 47 - 5 36 - 

6 58 + 6 45 - 

7 44 - 7 59 + 

8 38 - 8 53 + 

9 59 + 9 58 + 

10 36 - 10 42 - 

11 42 - 11 70 + 

12 43 - 12 71 + 

13 46 - 13 65 + 

14 46 - 14 46 - 

   15 55 + 

   16 61 + 

   17 62 + 

   18 53 + 

 

Ho: There is no significant difference between median of experimental group and the median of 

control group. 

H1: The median of experimental group is lower than the median of control group. (as indicating 

more steadiness and thus less tremor.) 

From the above gained + and – signs following 2 X 2 contingency table will be made as follow: 
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 Below Median Above Median Total 

Experimental  10 4 14 

Control 6 12 18 

Total 16 16 32   = N 

 

χ2
cal= 

32  (I120−24I−32/2)216∗16∗18∗14    = 3.17 

χ2
tab  value at 1 df and  0.05 , 0.08 and 0.10 level of significance:  

χ2
1,0.05 = 3.84145 

χ2
1,0.08 = 3.064902 

χ2
1,0.10 = 2.705543 

Since χ2
cal==3.17 > 2.7055 = χ2

tab at 10% level of significance we reject the null hypothesis but 

the same null hypothesis is not rejected at 5% level o significance. Therefore results may vary if 

the level of significance changes. Here we can conclude that at 10 % level of significance the 

median of experimental group is lower than the median of control group. This indicates that 

more the steadiness or fewer tremors found in experimental group or we can say that the drug 

produces some reduction in tremor. 

Let us take an example of Sign Test for One Sample Problem. 

Example: Ten women are asked to judge two brands of perfume which has a more pleasant odor. 

Eight of the women select Perfume A and two of the women selects Perfume B. Is there a 

significant difference with respect to preference for the perfumes? 

Solution: Ho: There is no significant difference with respect to preference for perfume A and B.  

( i.e. Ho: P = 0.5) 

H1: There is significant difference with respect to preference for perfume A and B. 

 ( i.e. Ho: P ≠ 0.5) 

X  ̴ B (n=10 , p = 0.5) 

P(X>=8) = P(X=8) + P(X=9) + P(X=10)  

               =10C8 (0.58) (0.52) + 10C9 (0.59) (0.5) + 10C10 (0.510) (0.50) 

    =45 * (0.510)
 + 10* (0.510)  +  1 * (0.510)  

    = 0.510 [45 +10 +1] 

P(X>=8) = 0.510 *56 = 0.0546875  
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Rejection Criteria: Reject Ho if P- value is < α/2 % level of significance.  

Let α= 5% = 0.05, therefore α/2 %= 0.025 

Conclusion: Since P(X>=8) = 0.0546875 > 0.025 at 5% level of significance we do not reject Ho 

and conclude that there is no significant difference with respect to preference for perfume A and 

B.   

If the H1 is directional hypothesis then we must compare P-value with α% level of significance. 

Now let us take an example of Sign Test for Paired Observations. 

Example: There are two different tasks say S and C, where S refers to spelling of 25 words and C 

refers to spelling of 25 words of equal difficulty presented as an integral part of a sentence. A 

researcher wanted to study which condition is favourable to higher scores. Following 

information was collected from 10 randomly selected IX grade students under C and S. Here 

scores are being recorded in pairs. In III column the sign of the difference (C-S) as plus or minus. 

Under the null hypothesis ½ of the differences should be + and ½ should be -. Test the 

hypothesis that C is better than S. 

Solution: Ho: C and S both tasks are equally efficient. 

H1: C is significantly better (superior) than S task (condition). 

C S (C-S) Signs 

+     7 

-      2 

0      1 

Total 10 

 

15 12 + 

18 15 + 

9 10 - 

15 16 - 

18 18 0 

12 10 + 

15 12 + 

16 13 + 

14 12 + 

22 19 + 

C: words in context 

S: words spelled as separates 

 

From the 10 differences 
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 7 are + (as C is higher than S) 

 2 are -  (as S is higher than C) 

 1 is 0    (as C = S) 

In the binominal expansion of (p + q)9, p is the probability of + and q is the probability of -. 

 (p + q)9 = p9 + 9p8q + 36p7q2 + 84p6q3 + 126p5q4 + 126p4q5 +  84p3q6 + 36p2q7 + 9pq8 + q9  

Here, there are total 29= 512 combinations are possible for + or – for 9 observations.  

Adding the first three terms (p9 + 9p8q + 36p7q2), we have total of 46 combinations which 

contain 7 or more + signs. Some 46 times in 512 trials 7 or more plus signs out of 9 will occur  

when the mean number of + signs under the null hypothesis is 4.5..the probability of 7 or more + 

signs, therefore, is 46/512 or 0.09 and  is clearly not significant as level of significance        

0.05< 0.09. This is a one –tailed test, since our hypothesis states that C is better than S. 

If the hypothesis at the outset had been that C and S differ without specifying which is superior, 

we would had a 2 –tailed test foe which P= 0.18. 

When no. of paired observations is as large as 20, the normal curve may be used as an 

approximation to the binomial expansion or the χ2 test applied. 

 

Now students will be grouped in 5 or 6 members per group and group task will be allotted for 

each group. 

 

Task allotment for each group: (All Groups) 

1.  An insulator used in a machine is to be checked for the accuracy of its design setting of 

110ºF. Twelve insulators were tested to determine their actual settings, resulting in the following 

data: 

102.7, 103.4, 106.5, 112.5, 116.3, 118.0, 113.7, 110.8, 111.3, 112.0, 115.8, 117.4 

Test whether the designed insulator matches with the expected level of settings? 

 

2. Suppose playing four rounds of golf at the City Club 11 professionals totaled 280, 282, 290, 

273, 283, 283, 275, 284, 282, 279, and 281. Use the sign test at 5% level of significance to test 

the null hypothesis that professional golfers average µ H0 = 284 for four rounds against the 

alternative hypothesis µH0 < 284. 
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3. At Lothal excavation site two archaeologists dug up of artifacts in last 30 days. Following 

information is recorded: 

X 1 0 2 3 1 0 2 2 3 0 1 1 4 1 2 1 3 5 2 1 3 2 4 1 3 2 0 2 4 2 

Y 0 0 

 

1 

 

0 

 

2 

 

0 

 

0 

 

1 

 

1 

 

2 

 

0 

 

1 

 

2 

 

1 

 

1 

 

0 

 

2 

 

2 

 

6 

 

0 

 

2 

 

3 

 

0 

 

2 

 

1 

 

0 

 

1 

 

0 

 

1 

 

0 

 

Use the sign test at 1% level of significance to test the null hypothesis that the two 

archaeologists, X and Y, are equally good at finding artifacts against the alternative hypothesis 

that X is better than Y. 

 

Presentation and Discussion: 

After group work one student from each group presents their task. Depends upon the 

presentation teacher recapitulates and concludes the class. At the end teacher will give 

assignment to the students. Assignment work related to this topic is mentioned in the appendix- 

VIII. 

  

Announcement of topic in Class: This announcement was made two days prior to the class. For 

the coming class read non parametric Mann Whitney U-test. 
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Lesson No.26: Mann Whitney U-test 

 

 Mann Whitney U-test 

Instructional Objectives:   

After completion of this class students will be able to  

i. Use Mann Whitney U-test. 

ii. Infer the result gain after the use of Mann Whitney U-test. 

 Lesson Presentation: 

Tr: Dear students, the Mann Whitney U test is also known as Mann Whitney 

Wilcoxon (MWW), Wilcoxon rank sum test, or Wilcoxon Mann Whitney test. When Mann 

Whitney U  test can be used? 

St: Mann Whitney U  test is a nonparametric test of the null hypothesis that it is equally likely 

that a randomly selected value from one population will be less than or greater than a randomly 

selected value from a second population. 

St: This test can be used to investigate whether two independent samples were selected from 

populations having the same distribution. 

St: The Mann-Whitney U test is used to compare differences between two independent groups 

when the dependent variable is either ordinal or continuous, but not normally distributed.  

Tr: Do you know the parametric test which is parallel test of Mann Whitney U test? 

St: t – test for two independent sample problems. 

Tr: What if the two sample are not independent? 

St: A similar nonparametric test is used on dependent samples i.e. the Wilcoxon signed-rank test. 

Tr: Mann Whitney U test is more powerful and useful test than the Median Test. It is most useful 

alternative to the parametric t test when the parametric assumptions cannot be met and when the 

measurements are expressed in ordinal scale values. 

Tr: Let us take one example to understand Mann Whitney U test. 

https://en.wikipedia.org/wiki/Nonparametric_statistics
https://en.wikipedia.org/wiki/Statistical_hypothesis_test
https://en.wikipedia.org/wiki/Null_hypothesis
https://en.wikipedia.org/wiki/Wilcoxon_signed-rank_test
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Example: A researcher wanted to evaluate the effectiveness of discussion method and team 

teaching method of learning. For that researcher has created two groups say A and B. Each group 

is made of 15 students. The scores of the students are given below: 

Sl. No. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 

Group A 45 46 44 34 24 34 54 54 65 57 66 57 67 65 45 

Group B 56 55 54 53 56 36 47 48 58 53 47 28 47 57 60 

St:  Ho: There is no significant difference between discussion and team teaching methods of 

Learning. 

H1: There is significant difference between discussion and team teaching methods of 

Learning. 

Group A Rank of Group A Group B Rank of Group B 

24 1 28 2 

34 3.5 36 5 

34 3.5 47 11 

44 6 47 11 

45 7.5 47 11 

45 7.5 48 13 

46 9 53 14.5 

54 17 53 14.5 

54 17 54 17 

57 23 55 19 

57 23 56 20.5 

65 27.5 56 20.5 

65 27.5 57 23 

66 29 58 25 

67 30 60 26 

NI = 15 232 N2= 15 233 
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Test statistic:    z =  
𝑈− 𝑁1 𝑁22√𝑁1 𝑁2(𝑁1+𝑁2+1)12  = 

113− 15∗152√15∗15(15+15+1)12  = 
0.524.1091 = 0.0207 

Where N1: number in first group =15 

            N2: number in second group =15 

ΣR1: Sum of ranks in first group =232 

ΣR2: Sum of ranks in second group =233 

U1= N1 N2 + 
𝑁1(𝑁1+1)2 − ∑ 𝑅1 = 15*15 + 

15∗162 −  232 = 113  

U2= N1 N2 + 
𝑁2(𝑁2+1)2 − ∑ 𝑅2= 15*15 + 

15∗162 −  233= 112 

The two U’s are related by the formula: 

U1 = N1 N2 –U2     

113 = 15*15 -112 

113=113 

Here, df are N1=15, N2=15 both are less than 8 distribution converges to z distribution. 

 Z0.05= 1.96 (two tailed test) 

Conclusion: Since Zcal =0. 0207 < 1.96 = Z0.05  we don’t reject null hypothesis at 5%  level of 

significance and conclude that there is no significant difference between discussion and team 

teaching methods of Learning or in other words both the methods of  are equally effective. 

Tr: Example: The values in one sample are 53, 38, 69, 57, 46, 39, 73, 48, 73, 74, 60 and 78. In 

another sample they are 44, 40, 61, 52, 32, 44, 70, 41, 67, 72, 53 and 72. Test at the 10% level 

the hypothesis that they come from populations with the same mean. Apply U-test. 

Solution: Ho: The two samples came from the populations with same means. 

                H1: The two samples came from the populations with different means. 
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From the table given below we find that the sum of the ranks assigned to sample one items or R1 

= 2 + 3 + 8 + 9 + 11.5 + 13 + 14 + 17 + 21.5 + 21.5 + 23 + 24 = 167.5 and similarly we find that 

the sum of ranks assigned to sample two items or R2 = 1 + 4 + 5 + 6.5 + 6.5 + 10 + 11.5 + 15 + 

16 + 18 + 19.5 + 19.5 = 132.5 and we have n1 = 12 and n2 = 12. 

Hence, test statistic U= N1 N2 + 
𝑁1(𝑁1+1)2 −  𝑅1  = 12*12 + 

12 (13) 2 −  167.5 

= 144 + 78 – 167.5 = 54.5 

Size of sample in 

ascending order 

Rank Name of selected sample 

 [A for sample one and  

B for sample two] 

32 1 B 

38 2 A 

39 3 A 

40 4 B 

41 5 B 

44 6.5 B 

44 6.5 B 

46 8 A 

48 9 A 

52 10 B 

53 11.5 B 

53 11.5 A 

57 13 A 

60 14 A 

61 15 B 

67 16 B 

69 17 A 

70 18 B 

72 19.5 B 

72 19.5 B 

73 21.5 A 

73 21.5 A 

74 23 A 

78 24 A 

 

Since in the given problem n1 and n2 both are greater than 8, so the sampling distribution of U 

approximates closely with normal curve. Keeping this in view, we work out the mean and 
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standard deviation taking the null hypothesis that the two samples come from identical 

populations as under: 

µU =
𝑁1∗𝑁22  = 

12∗124   = 72 

σ U = √𝑁1 𝑁2 (𝑁1+𝑁2+1)12 =  √12∗12 (25)12   = 17.32 

As the alternative hypothesis is that the means of the two populations are not equal, a two-tailed 

test is appropriate. Accordingly the limits of acceptance region, keeping in view 10% level of 

significance as given, can be worked out as under: 

 

  

 

        1.64               1.64 

 

As the z value for 0.45 of the area under the normal curve is 1.64, we have the following limits 

of acceptance region: Upper limit = µU + 1.64 σ U =72 +1.64 (17.32) = 100.40 

                                    Lower limit = µU - 1.64 σ U =72 +1.64 (17.32) = 43.60 

Conclusion: As the observed value of U is 54.5 which is in the acceptance region, we accept the 

null hypothesis and conclude that the two samples come from identical populations (or that the 

two populations have the same mean) at 10% level of significance.  

 

Now students will be grouped in 5 or 6 members per group and group task will be allotted for 

each group. 

 

 

 

 

0.05 OF 

AREA 

0.05 OF 

AREA 

43.6 µ= 72 100.4 



366 

 

Task allotment for each group: 

1. Two samples with values 91, 96, 34 and 45 in I case and the other with values 58, 33, 8, 29, 

and 36 are given. Test applying Wilcoxon test whether the two samples come from populations 

with the same mean at 10% level against the alternative hypothesis that these samples come from 

populations with different means. 

 

2. An Educationists wished to evaluate the effectiveness of two teaching methods. For that 

educationists has made two groups say A and B. Each group is made of 17 students. The scores 

given by the educationist on the basis of their responses are given below: 

Sl. No. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 

Group A 23 43 33 23 43 24 38 36 36 35 38 34 45 44 34 31 41 

Group B 18 43 23 27 44 43 49 47 43 42 41 43 42 38 37 42 44 

 

Presentation and Discussion: 

After group work one student from each group presents their task. Depends upon the 

presentation teacher recapitulates and concludes the class. At the end teacher will give 

assignment to the students. Assignment work related to this topic is mentioned in the appendix- 

VIII. 
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Appendix- VIII 

 List of Assignment Work 

 Descriptive Statistics 

Lesson No.1: Graphs 

 

1. Construct frequency distribution for the following data and draw Histogram. Also trace the 

value of Mode from the histogram. 

78 98 88 78 79 78 89 89 90 90 

77 79 87 76 67 78 79 98 92 84 

25 84 84 46 77 83 45 34 34 34 

45 56 54 57 67 68 77 77 67 69 

45 46 57 58 67 78 79 70 45 45 

45 34 45 46 57 58 78 79 70 56 

34 45 56 76 6 63 61 52 48 49 

23 43 4 41 45 34 65 28 63 45 

 

2. Construct frequency distribution for the following data and draw Ogive curve. Also trace the 

following partition values from the Ogive curve and interpret them: 

Q1 , Q2 , Q3 , D4 , D7,  P 35, P 70 ,P65 ,P 80 

12 24 33 33 23 34 42 43 23 34 

35 44 54 53 32 33 33 43 42 32 

25 27 3 7 38 29 35 36 47 34 

32 34 35 33 45 46 47 46 45 34 

35 36 44 45 43 24 35 43 44 44 

24 34 14 15 16 23 24 25 35 45 

46 42 41 41 32 43 52 4 3 43 

21 22 13 24 35 45 45 46 47 39 
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Lesson No.2: Charts 

 

1. Use appropriate chart to represent the following information: 

(a) 

Roll No. of Student 1 2 3 4 5 6 7 8 9 

Marks in History 23 33 24 34 42 33 26 36 42 

 

(b) 

Roll No. of Student 1 2 3 4 5 6 7 8 9 

Marks in History 23 33 24 34 42 33 26 36 42 

Marks in English 35 43 48 43 30 36 28 37 40 

Marks in Geography 37 42 35 37 44 22 29 32 36 

 

(c)   

Days 

(20/05/2015 to 

26/05/2015) 

Sun Mon Tue Wed Thru Fri Sat 

Temperature of 

Vadodara city 

40 °C 42 °C 45°C 46°C 47°C 46°C 47°C 

 

            (d)  

Items  Transp

ortation 

Catering Booking 

of 

Tickets 

Parking 

of Buses 

Snacks Miscell

aneous 

Left 

over 

Expenditure 

of 

Educational 

Trip  

20,000 12,000 3,000 1,000 5,500 3000 1,500 
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Lesson No.3: Measures of Central Tendency 

 

1.  Define mean, median  and  mode and explain their merits and demerits. 

2.  Calculate mean, median and mode for the following data and interpret the obtained values. 

(a) Raw scores of 80 students in Mathematics subject are given below: 

12 24 33 33 23 34 42 43 23 34 

35 44 54 53 32 33 33 43 42 32 

25 27 3 7 38 29 35 36 47 34 

32 34 35 33 45 46 47 46 45 34 

35 36 44 45 43 24 35 43 44 44 

24 34 14 15 16 23 24 25 35 45 

46 42 41 41 32 43 52 4 30 43 

21 22 13 24 35 45 45 46 47 39 

 

(b) Raw scores of 80 students in Science subject are given below: 

78 98 88 78 79 78 89 89 90 90 

77 79 87 76 67 78 79 98 92 84 

25 84 84 46 77 83 45 34 34 34 

45 56 54 57 67 68 77 77 67 69 

45 46 57 58 67 78 79 70 45 45 

45 34 45 46 57 58 78 79 70 56 

34 45 56 76 61 63 61 52 48 49 

23 43 4 41 45 34 65 28 63 45 

3. In a tournament series XI class students scored goals in the following manner. Calculate mean, 

median and mode for the following data and interpret the results: 

No. of Goals 2 3 4 5 6 7 8 

No. of Matches 2 1 1 4 3 3 1 
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4.  Identify which team has played well in the following given data: 

No. of Goals Gokul School 

No. of Matches 

Hari Prasad School 

No. of Matches 

3 4 5 

4 5 4 

5 6 6 

6 7 5 

7 6 4 

8 7 3 

 

5. Calculate Mean, Median and Mode of the following data and interpret the results: 

Marks of Assignment work of  Social 

Studies Subject 

No. of Students 

10-12 1 

12-14 2 

14-16 5 

16-18 7 

18-20 12 

20-22 14 

22-24 9 

Total 50 

 

 

Lesson No.4: Measures of Dispersion / Variation 

 

1. Describe the meaning of dispersion. Also explain the significance of it. 

2. Explain the absolute and relative measures of dispersion. 

3. Calculate the standard deviation and quartile deviation for the following data. Interpret the 

results. 
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(a) Scores on an objective test. 

3 5 6 7 4 

5 6 7 8 5 

6 6 5 7 9 

3 5 5 6 8 

 

(b) Identify which team has played more consistently: 

No. of Goals Gokul School 

No. of Matches 

Hari Prasad School 

No. of Matches 

3 4 5 

4 5 4 

5 6 6 

6 7 5 

7 6 4 

8 7 3 

 

(c) Identify which Class has scored more uniformly in board exams: 

Percentage of Marks 

in  XII Board Exam 

No. of Students of Class 

XII –A 

No. of Students of Class 

XII –B 

40-50 4 5 

50-60 6 5 

60-70 10 16 

70-80 13 14 

80-90 11 9 

90-100 14 16 

total 58 65 
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Lesson No.5: Skewness and its Types 

 

 Skewness 

1.  Explain the properties of positive and negative skewness with diagram. 

2. List various measures for calculating coefficient of skewness. 

3. Calculate coefficient of skewness β1 for the following information and interpret the results: 

(a) Scores of a class test. 

34 21 35 46 54 55 43 32 45 76 

45 23 44 35 65 37 39 60 57 23 

 

(b) Scores of a project work. 

Scores of a Project Work No. of students 

20-25 05 

25-30 12 

30-35 17 

35-40 08 

40-45 07 

45-50 06 

Total 55 

  

Lesson No.6: Kurtosis and its types 

 

1. Define kurtosis and explain its types 

2. Draw a figure to show the types of kurtosis and explain their properties. 

3. Calculate the coefficient of kurtosis β2 for the following data: 

(a) Scores of a class test. 

4 6 4 18 7 6 17 18 9 10 

21 23 43 22 12 13 14 3 12 14 
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(b) Scores of a project work. 

Scores of a Project Work No. of students 

20-25 05 

25-30 12 

30-35 17 

35-40 08 

40-45 07 

45-50 06 

Total 55 

 

Lesson No.7: Correlation 

Correlation (Simple, Rank Correlation,  Partial, Multiple, Bi-Serial, Point Bi-Serial) 

 Simple Correlation / Karl Pearson Correlation / Product Moment Correlation 

1. From the following data, find out the correlation coefficient between heights of fathers and 

sons. 

Heights of fathers(inches) 65 66 67 67 68 69 70 72 

Heights of sons(inches) 67 68 65 68 72 72 69 71 

  

2. The following data refers to research expense and no. of units dropped in last six months.  

 Research Expense (in ‘000 Rs.) 14 21 26 22 15 19 

No. of units dropped 31 37 50 45 33 39 

Calculate the correlation coefficient and comment on the result.  Also draw a scatter diagram and 

interpret it. 

3. Compute Karl Pearson’s coefficient of correlation in the following series relating to cost of 

living and wages. 

Wages (Rs.) 100 101 102 100 99 98 97 98 96 95 

Cost of living 98 99 99 97 95 92 95 94 90 91 
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4. A prognostic test in Mathematics was given to 10 students who were about to bring a course in 

statistics. The scores (X) in their test were examined in relations to score (Y) in the final 

examination in Statistics.  The following results were obtained: 

                       ∑x = 71, ∑y = 70, ∑x2 = 555, ∑y2 = 526, and ∑xy =527. 

Find the coefficient of correlation between x and y. 

 

 Lesson No.8: Rank Correlation 

 

1. Two critics were allotted 10 movies to rank them from 1 to 10. Where 1 indicate best movie 

and 10 indicate worst movie and so on.  Following table summarizes the data for the study. Is 

there a significant association between the two Critics of judgment? 

Movies No. Critic 1 (RX) Critic 2 (RY) 

1 9 6.5 

2 10 8 

3 8 9 

4 1 4 

5 7 6.5 

6 2 1 

7 5.5 5 

8 3 3 

9 4 2 

10 5.5 10 

   

2.  In a debate competition two judges were assigned to access the performance of 10 students. 

Calculate the degree of similarity in their judgments. Results are given below: 

Candidate No.  1 2 3 4 5 6 7 8 9 10 

Scores of Judge A 24 26 36 45 47 34 36 34 26 45 

Scores of Judge B 22 34 34 38 44 36 29 25 24 48 

 



375 

 

Lesson No.9: Partial and Multiple Correlations 

 

1. The following data are on the average weekly profit (in thousand rupees) of six           

Restaurants, their seating capacities and the average daily traffic (in thousands of cars) which 

passes their location. 

        Seating capacity (x2) 116 189 147 179 236 234 

Traffic count (x3) 24 11 17 15 14 17 

Weekly net profit (x1) 30 26 21 25 32 22 

 

a) Find partial correlation between weekly net profit and traffic count keeping 

seating capacity constant. 

b) What is the multiple effects of traffic count and seating capacity on weekly 

net profit? 

 

2. Following data gives information on rice yield (x1) (per hectare in quintals), rainfall (x2) 

(inches) and use of fertilizer (x3) (kg. per hectare). 

X1 32 31 36 34 32 34 38 

X2 11 21 31 41 51 61 71 

X3 42 43 55 67 72 71 82 

   

a.  What is the correlation between rainfall and wheat yield when fertilizer is   

constant? 

b. What is the correlation between fertilizer used and wheat yielded keeping rainfall 

constant? 

c. What will be the joint effect of rainfall and fertilizer used on wheat yielded? 
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Lesson No.10: Bi-Serial & Point Bi-Serial Correlation 

 

1. State the conditions in which Bi- serial correlation can be used. 

2. Give some illustrations in which bi- serial correlation can be used. 

3. Determine the degree of association between salary and education level of the following data: 

Sl. No. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 

Salary in 
(thousands of 

Rupees) 

23 33 94 53 45 26 55 62 63 46 39 46 55 77 63 54 

Education level G PG PG G G G G PG G PG PG G G PG G PG 

 

 Point Bi-Serial 

1. State the conditions in which Point Bi- serial correlation can be used. 

2. Give some illustrations in which Point bi- serial correlation can be used. 

3. Determine the degree of association between salary and gender for the following collected 

data: 

Sl. No. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 

Salary in  
(thousands of 

Rupees) 

45 34 45 53 32 34 31 24 35 46 56 43 67 78 84 43 

Gender M F F F M M F M F F M F M M F M 
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Lesson No.11: Simple Regression Analysis and Concept of Multiple Regression 

 

 Simple Regression 

1. Describe the uses of Simple regression analysis in Education. 

2. For the given data: 

Year 2001 2002 2003 2004 2005 2006 2007 

Research expense (in ‘000 Rs.) 14 15 18 19 20 22 23 

Annual Profit ( in ‘000 Rs.) 80 89 91 93 98 103 124 

a) Develop the estimating equation that best describes the given data. 

b) Estimate the annual profit when research expense made will 25000. 

c) How much variation in the annual profits is explained by the variation in the 

research expenditure? 

 

3. From the following data of the age of wife and age of husband, form the regression line which 

can best describe the relationship of age of husband and age of wife. Calculate the husband’s age 

when wife’s age is 36.   

Husband’s 

age 

35 22 28 29 24 26 34 32 34 35 

Wife’s age 28 19 25 24 23 22 30 26 28 32 

     

4. Given the following results for the height (x) and weight (y) in appropriate units of 500 

students. 

Mean of X = 64.3,  mean of  y = 152, σx = 2.35, σy =20.6, and  r = 0.62. 

Obtain the equations of two regression lines.  Estimate height of a student whose weight 210 

units and also estimate weight of a student whose height is 69 units. 

 Concept of Multiple Regression 

1. Explain the utility of multiple regression. 

2. Write the Multiple Linear Regression Model and explain its components. 
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Lesson No.12: Z-Score 

  

1. Define Z-score. 

2. Describe the utility of z- score with some illustrations. 

3. Identify which student has scored well from the following information: 

Sl. No. Name of the 

student 

Obtained 

marks 

Maximum 

marks 

mean s.d. 

1 Ashok 35 50 40 7 

2 Rina 58 100 65 10 

3 Jinal 18 25 17 4 

 

Lesson No.14: Sampling Methods  

 

Sampling Methods (probability sampling- simple random sampling, cluster sampling, 

systematic sampling, stratified sampling, multi phase sampling, multi stage sampling; non-

probability sampling- purposive sampling, judgmental sampling, convenient sampling, 

quota sampling, snow ball sampling) 

1. Describe probability and non probability sampling techniques with some suitable illustrations. 

 

Lesson No.15: Introduction to Inferential Statistics -I 

 

1. Define the following terms: 

a) Parameter and statistic 

b) Hypothesis and its types 

c) Level of Significance 

d) Degrees of Freedom 

e) Sampling Distribution 

f) Standard Error 

g) Sampling Error 

 

Lesson No.16: Introduction to Inferential Statistics -II 

 

1. Differentiate parametric and non parametric tests. 

2. Write the major steps of doing hypothesis testing. 
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PARAMETRIC TESTS 

Lesson No.17: Z-test and its applications 

 

 Z-test 

 testing for mean (one sample problem) 

1. One LIC insurance agent has claimed that the average age of the policy holders who insure 

through him is less than the average age for all the agents, which is 34.2 years. A random sample 

of 650 policy holders who had insured through him has mean 34 years and standard deviation 5.8 

years. Test his claim at 5% level of significance. (Given table value 1.645) 

 

2. The mean breaking strength of the RR cables supplied by a manufacturer is 2245 with s.d. 106. 

By a new technique in manufacturing process, test whether the mean breaking strength of the 

cables increased or not. In order to test this, a sample of 500 cables is examined. It is found that 

the mean breaking strength is 2278. Use α = 0.01. (Given table value 2.33) 

3. A random sample of Canopy shoes worn by 200 combat soldiers in a desert region showed an 

average life of 2.2 years with a standard deviation of 0.07. Under the standard conditions, the 

Canopy shoes are known to have an average life 2.6 years. Is there reason to assert at a level of 

significance of 0.05 that use in the desert causes the mean life of such Canopy shoes to decrease? 

 testing for mean (two sample problem) 

4. The average production of rice of a sample of 150 fields in 220 lbs. per acre with a standard 

deviation of 12 lbs. Another sample of 160 fields gives the average of 260 lbs. with a standard 

deviation of 15 lbs. Can the two samples be considered to have been taken from the same 

population whose standard deviation is 14 lbs? Use 5 per cent level of significance. 

5. A simple random sampling survey in respect of monthly earnings of skilled workers in two 

cities gives the following statistical information: 

City Mean of monthly earning s.d. of monthly earning Sample size 

Ahmedabad 865                        70 290 

Surat  845 80 280 

Test the hypothesis at 5 per cent level that there is no difference between monthly earnings of 

workers in the two cities. 
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Lesson No.18: Z-test Application 

 Z-test 

 Testing for proportion (one sample problem) 

6. Scarletline advertising company claims that 70% of the people saw an advertisement put out on 

the hoardings by the company, remembered the name of the product 48 hours after they had seen 

on the roads. In a sample survey conducted 48 hours after they pass through the road, 1578 out of 

2100 persons remembered the name of the product advertised. Test the claim of the company at  

1% level of significance. (Table value 2.57) 

7. A company manufacturing a light diet khakhara for breakfast and claims that 60% of all 

housewives prefer that type to any other. A random sample of 3000 housewives contains 2165 

that do prefer light diet khakhara for breakfast. At 5 per cent level of significance, test the claim 

of the company. 

 Testing for proportion (two sample problem) 

8. A Clinical trial agency is testing two new drugs, recently developed to reduce blood pressure 

level among the human beings. The drugs are administered to two different sets of animals. In 

group one, 756 of 1200 animals tested respond to drug one and in group two, 580 of 1100 

animals tested respond to drug two. The research agency wants to test whether there is a 

difference between the efficacies of the said two drugs at 1% level of significance.  

 

9. In a University 400 out of a random sample of 1500 students were found to be smokers. After 

a heavy imposition of tax on cigarette, another random sample of 1200 students of the same 

University was inspected and found that 230 were smokers. Was the observed decrease in the 

proportion of smokers significant? Test at 5 % level of significance. 
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Lesson No.19: t- test and its applications 

 t- test 

 testing for mean (one sample problem) 

1.  According to cricket team coach, the mean height of female college cricket players is 67.5 

inches. A random sample of 26 such players produces a mean height of 68.25 inches with s.d. of 

2.1 inches. Assuming that the height of all female cricket players is normally distributed, test at 

5% level significance whether their mean height is different from 67.5 inches. Also obtain 99% 

C.I for mean height of all female cricket players. 

 testing for mean (two sample problem) 

2. A XYZ Marketing Research Company wanted to investigate whether the male customers 

spend less money on average than the female customers. A sample of 26 male customers who 

shopped at this mall showed that they spend an average of Rs.280 with standard deviation of 

Rs.70. Another sample of 22 female customers who shopped at same mall showed that they 

spend an average of Rs.320 with standard deviation of Rs.130. Assume that the amounts spend at 

this mall by all male and female customers are normally distributed with equal but unknown 

population standard deviation. Construct 99% C.I. for the difference between the mean amount 

spent by all male and female customers at this mall. Using 1% level of significance, can you 

conclude that the mean amount spent by all male customers at this mall is less than that by 

female customers? 

3. A University Professor wanted to know if TYBSc-students at her College tend to have more 

free time than the TYBCA students. She took a random sample of 25 TYBSc-students and  23 

TYBCA students. Each student was asked to record the amount of free time he or she had in a 

specified week. The mean for the TYBSc-students was found to be 29 hours of free time per 

week with standard deviation of 5.5 hours. For the TYBCA students the mean was 22 hours of 

free time per week with a standard deviation of 6.5 hours. Assume that the two populations are 

normally distributed with unequal but unknown population standard deviation. Make 99%C.I for 

the difference between the corresponding population means. Test at 1% significance level 

whether the two population means are differ. 
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Lesson No.20: t- test Applications 

 Paired t – test 

1. A government agency IITE claims that the crash course it offers significantly increases the 

typing speed of people. The following table gives the scores of ten people before and after they 

attended this course. 

Before 81 75 89 91 65 70 90 64 78 77 

After 97 72 93 110 78 69 115 72 90 87 

Make 95% C.I for the mean difference of the population paired differences, where a paired 

difference is equal to the score before attending the course minus the score after attending the 

course. Using the 5% level of significance, can you conclude that the attending this course 

increases the typing speed of people? 

2. A research team of gasoline additives claims that the use of this additive increases gasoline 

mileage. A random sample of 10 trucks was selected and these trucks were driven for one month 

without the gasoline additive and then for one month with the gasoline additive. The following 

table gives the miles per gallon for these trucks without and with the gasoline additives. 

Without gasoline additive 23.6 26.3 19.9 24.7 25.4 29.5 27.5 30.2 31.5 29.5 

With gasoline additive 26.3 31.7 22.2 27.3 25.3 30.9 29.6 34.7 35.2 32.5 

Construct a 99% C.I for the mean difference of two paired population. Using the 1% level of 

significance, can you conclude that the use of the gasoline additive increase the gasoline 

mileage? 

 Testing for Correlation (one sample problem) 

3. The correlation coefficient between income and food expenditure for sample of 10 households 

from a low income group is 0.92. Using 1% level of significance tests whether the linear 

correlation coefficient between incomes and food expenditure is positive. Assume that the 

population of both variables is normally distributed. 

7. The correlation between ages of cars and its prices for eight cars of a specific model are –0.65. 

Test at 5% level of significance whether population correlation coefficient is negative. 
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Lesson No.21: F- test and its application: ANOVA 

 

 F-test ANOVA (one way) 

1. Test at 10% level of significance. Is their significant difference among the variety of Basmati 

Rice produced per acre of land? Use the following information. 

 Per acre production of Basmati Rice 

 Variety of Rice 

Plot of land A B C 

1 16 15 17 

2                 17 16 18 

3 13 17 19 

4 15 18 16 

5 16 14 18 

 

2. Test at 5% level of significance. Is there any significant difference among the teaching 

strategies A, B & C. Marks are given below and gained after the implementation of same test on 

three groups of students. Use the following information. 

 Teaching strategies 

Roll No. of students A B C 

1 23 24 34 

2 24 35 34 

3 32 36 38 

4 34 43 47 

5 43 42 41 

6 36 49 42 

7 37 43 45 

8 38 41 44 

9 32 24 47 

10 34 35 42 
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Lesson No.22: F- test Application: ANCOVA 

 

1. What is ANCOVA? Write the assumptions need to check prior use of ANCOVA. 

2. The following are paired observations for three experimental groups: 

GROUP I GROUP II GROUP III 

X Y X Y X Y 

17 2 25 8 32 15 

16 5 24 12 33 16 

19 7 25 15 35 20 

15 9 29 18 36 24 

12 10 21 19 41 30 

 

Y is the covariate variable. Test the significance of differences between the adjusted means on X 

by using the appropriate F-ratio. Also calculate the adjusted means on X. 

 

Lesson No.23: Chi-square test and its applications 

 

 Testing for Variance (One Sample Problem) 

1. The following are the prices of the same brand of digital camera found at eight stores in New 

York. 

                                 $876,   798,   764,   785,   843,   872,    769,    870 

Test at 5% significance level whether the population variance is different from 485 square 

dollars with population mean $845. 

 

2. A random sample of 28 customers taken from SBI bank gave the variance of the waiting times 

equal to 3.8 square minutes. Assume that the waiting times for all customers are normally 

distributed. Test at the 1% significance level whether the variance of the waiting times for all 

customers at this bank is greater than 4.0 square minutes. (Table value 42.98) 

 

3. The body weight of 10 students is given below: 
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Sl. No. 1 2 3 4 5 6 7 8 9 10 

Weight (kg.) 38 40 45 53 47 43 55 48 52 49 

 

Can we say that the variance of the distribution of weights of all students from which the above 

sample of 10 students was drawn is equal to 15 kg? Test this at 1% level of significance.        

 

NON-PARAMETRIC TESTS 

Lesson No.24: Chi –Square Test application 

 

  Chi-square test  

 Testing for Independence of Two Attributes 

1. The table given below shows the data obtained during outbreak of viral infection: 

 Attacked Not attacked Total 

Vaccinated 50 450 500 

Not Vaccinated 160 1340 1500 

Total  210 1790 2000 

 

Test the effectiveness of vaccination in preventing the attack from viral infection. Test your 

results with the help of chi square test at 1% level of significance.  

 

2. The following information is obtained concerning an investigation of 190 ordinary shops of 

small size: 

     Shops  

      In towns      In villages               Total 

Run By Men    45 76 121 

Run By Women   15 54                    69 

Total    60          130  190 

 

 Can it be inferred that shops run by women are relatively more in villages than in towns? Use 

Chi square test at 5% level of significance. 
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3. The following values of Chi-square from different investigations carried to examine the 

effectiveness of a recently invented medicine for checking dengue are obtained: 

    Investigation Chi square values           d.f. 

             1       2.5 1 

             2       3.2 1 

             3       4.1 1 

             4       3.7 1 

             5       4.5 1 

                                                                        

What conclusion would you draw about the effectiveness of the new medicine on the basis of the 

five investigations taken together? 

 

 Testing Whether Observations Are Normally distributed or not 

4. Seventy salesman has been classified into 3 groups – Excellent, satisfactory and poor- by a 

consensus of sales managers. Does this distribution of ratings differ significantly from that to be 

expected if selling ability is normally distribution in our population of salesmen? 

(a) 

 Excellent  Satisfactory Poor 

Observed frequency 20 40 10 

(b) 

. Excellent  Satisfactory Poor 

Observed frequency 13 27 30 

  

 Testing whether observations are equally distribution or not 

5. The items in an attitude scale are answered by underlining one of the following phrases: 

strongly approved, approved, indifferent, disapproved, strongly disapproved. The distribution of 

answers to an item marked by 100 subjects is shown below. Do these answers diverge 

significantly from the distribution to be expected if there are no preferences in the groups? 
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(a) 

 strongly 

approved 

approved Indifferent Disapproved strongly 

disapproved 

Observed 

frequency 

23 18 24 17 18 

 

(b) 

 strongly 

approved 

approved indifferent Disapproved strongly 

disapproved 

Observed 

frequency 

25 11 18 22 24 

 

Lesson No.25: Median Test and Sign Test 

 

 Median test 

1. A clinical psychologist wants to investigate the effects of a tranquilizing drug upon hand 

tremor. 10 psychiatric patients are given the drug and 14 other patients matched for age and sex 

are given placebo. Tremor is measured by a steadiness tester. For the given below scores, test 

whether the drug increases the steadiness -as shown by lower scores in the experimental group? 

 

Sl. No. Experimental group 

scores 

Sl. No. Control group scores 

 

1 37 1 39 

2 45 2 50 

3 43 3 56 

4 42 4 47 

5 48 5 49 

6 65 6 65 



388 

 

7 42 7 46 

8 53 8 59 

9 54 9 68 

10 74 10 80 

  11 65 

  12 54 

  13 34 

  14 36 

 

 Sign test (one sample test) 

1. In a clinical study 12 patients were observed for appearance transit times  for occluded right 

coronary arteries. Data is given below: 

Subject  1 2 3 4 5 6 7 8 9 10 11 12 

Transit 

time  

(in sec) 

1.40 3.20 5.46 2.15 2.55 3.45 2.65 3.41 2.47 2.87 3.10 3.20 

 

Can we conclude, at the 5% level of significance, that the median appearance transit time in the 

population from which the data were drawn, is different from 3.25 seconds? 

 

2. The following data are recorded from 15 drug abusers whose age is 16 or older. All these drug 

abusers were arrested by police and their IQs’ were recorded. Is there any evidence that the 

median IQ of drug abusers in the population is greater than 110? Use 5% level of significance. 

94 103 94 95 145 128 137 121 

149 114 117 129 107 115 135  
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Lesson No.26: Mann Whitney U-test 

 

  Mann Whitney U-test 

1. A teacher wishes to evaluate the effects of two methods of teaching which is applied to two  

different groups say Group A and Group B respectively for 20 randomly assigned students, 

drawn from the same population. Scores obtained by each student are given below: 

Sl. No. Group A Group B 

1 50 49 

2 60 90 

3 89 88 

4 94 76 

5 82 92 

6 75 81 

7 63 55 

8 52 64 

9 97 84 

10 95 51 

11 83 47 

12 80 70 

13 77 66 

14 80 69 

15 88 87 

16 78 74 

17 85 71 

18 79 61 

19 72 55 

20 68 73 

 

***************************************** 
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Appendix: IX 

Photographs taken during the Data Collection Process 
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Appendix- X 

Permission Letter 
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Appendix- XI 

Course Work Certificate 
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Appendix- XII 

Paper Published 
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